Task Complexity and Expertise as Determinants of Task Perceptions and Performance

Why Technology-Structure Research has been unreliable and inconclusive

Thorvald Hærem

Dissertation submitted to the Copenhagen Business School in partial fulfillment of requirements for the Ph.D. Degree in the joint Ph.D. program at the Copenhagen Business School and Norwegian School of Management

Series of Dissertations 5/2002

Norwegian School of Management BI
Departement of Leachership and Organizational Management
Thorvald Haærem:
Task Complexity and Expertise as Determinants of Task Perceptions and Performance: Why Technology-Structure Research has been unreliable and inconclusive

© Thorvald Haærem
2002

Mail: thorvald.haerem@bi.no

Series of Dissertations 5/2002

ISBN: 83 7042 569 9
ISSN: 1502-2099

Norwegian School of Management BI
P.O. Box 580
N-1362 Sandvika
Phone: +47 67 55 70 00

Printing: Nordberg Hurtigtrykk

To be ordered from:

Norli
Phone: +47 67 55 74 51
Fax: +47 67 55 74 50
Mail: bi.sandvika@norli.no
Abstract

The revolutionary developments of new technologies are not paralleled in the research on consequences of technology in organizations. Approximately four decades have passed since Woodward's (1958) findings of relationships between technology and organizational structures and about 35 years since Perrow (1967) conceptualized his much researched technology construct. Subsequent years of research in organization have mainly yielded inconclusive research results on relationships between technology and structure.

This study suggests that developments in other areas, such as research on human information processing and in the understanding of objective task complexity, may explain why research on relationships between technology and structure has shown such inconclusive results. Through an analysis of Perrow's technology construct, it is concluded that the construct confounds objective and subjective characteristics of the task. It is further argued that this confounding is common to most task-related research in organization theory.

A theory is developed regarding how task-doers of different degrees of expertise perceive different dimensions of objective task complexity differently. This theoretical chapter concludes with the presentation of a research model consisting of 14 hypotheses of how degrees of expertise and objective task complexity influence the perceptions of task variability, analyzability, and performance.

Based on this theory, and due to the confounding of objective and subjective task characteristics, it is proposed that the Perrow inspired technology construct is a poor predictor. A competing model - the two dimensions in the technology construct on the one hand, and the objective task complexity and expertise constructs on the other - is developed and tested with respect to its power to predict performance. A mixed two-factor within-subjects experimental design with three levels is applied, with 19 novices, 23 intermediates and 22 experts.

The results of the MANOVA-analysis demonstrate that expertise, objective task complexity and their interaction significantly influence perceptions of task variability and analyzability. A disordinal interaction effect between expertise and objective task complexity eliminates much of their main effects and demonstrates how the confounding of subjective and objective elements in the technology construct does in fact compromise its reliability and validity as a predictor. A test of the competing models reveals that the model with task complexity and expertise has a $R^2$ 73% higher than the two dimensions in Perrow's technology construct.
The consequences of these results for technology–structure research and for contingency theory in general are clear: The confounding of objective task complexity and the individuals' perceptual propensities has detrimental effects to validity and reliability. These are contributing to the inconsistent results in the technology–structure research. This has for task related research unambiguous implications for measurement and control of subjective and objective variables as degree of expertise and objective task complexity. Finally, consequences for practice are discussed, specifically with respect to division of labor, development of routines and learning.
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Preface

This project actually began with thoughts of pursuing themes such as knowledge transfer in network organizations as enabled by information technology. My interest was in the development of modern information technology and how it influences the way we organize. I was recruited to develop a research project studying how new technologies affect the development of new organizational forms. The project searched for a solid theoretical foundation for research on these topics. The need for such a firm theoretical foundation drove my interest toward research streams that ran in more established trajectories, such as contingency theory, focusing on how technology influences organizational structure. However, searching through this literature provided neither clear knowledge nor clear results. Contingency theory, including the Aston studies, did not provide consistent findings on the relationship between technology and organizational structure. However, after a broad review of research in organization theory on technology and structure, a broad and commonly used definition of technology as “the way tasks are solved” (Perrow, 1967) was adopted. This definition was often used in research streams viewing organizations as information-processing systems (e.g. Van de Ven & Delbecq, 1974; Van de Ven et al., 1976; Galbraith, 1977; Tushman & Nadler, 1978; Dewar & Hage, 1978; Daft & Lengel, 1984; Liker, Haddad, & Karlin, 1999) and had become the standard definition in organization theory (Scott, 1992).

The media richness tradition stemmed from this research stream (e.g. Daft & Macintosh, 1981; Daft & Leagel, 1984; Daft & Lengel, 1986; Daft, Lengel, & Trevino, 1987; Trevino, Lengel, & Daft, 1987) and was particularly interesting to apply to the use of new communication media. It gave clear implications for what kind of communication technology to use in different situations and tied coordination and communication media together with perceived uncertainty in the task resolution process. However, as will be shown later in this study, the empirical research provided limited support for the theory.

I found that the confounding of objective and subjective task characteristics was a common weakness to research on task resolution in organizations. This problem has been pointed out (e.g. Weick, 1965; Kmetz, 1977; Wood, 1986; Campbell, 1988) but rarely analyzed further. In the recent focus on the importance of knowledge in organizations, one might well expect that the conceptual separation between the task and the task-doers’ knowledge of the task would be among the first principles to be established in a deductive scientific tradition. This cannot however be said to be the case; almost all research on organizations and technology apply perceptual measures of tasks, where neither differences in levels of task complexity nor in the task-doers’ knowledge of the task are measured or controlled.
Yet we do not know whether such confounding of subjective and objective task characteristics has in fact real implications for research, as we do not know the consequences of such confounding. That the task-doers’ knowledge of the task and the characteristics of the task as such are not analytically distinguished in management research is only a problem if different task-doers systematically perceive properties of the task as different. Different cognitive structures among the task-doers are only one of several potential causes of systematic differences on the task-doer’s hand\(^1\).

My research interest had thus shifted, from revolving around new technologies and new organizational forms to a more basic research agenda on a more micro level of analysis. This is why I set out to test whether, how, and to which extent such confounding is a problem in task-related research and, in particular, in research on the relationship between technology and organizational structure. This research theme should not only be of interest to contingency theorists, but as well to those in fields addressing the cognitive sciences and technology management in general.

For the purpose of clarity, I include a list of terms as employed in this thesis, providing a short and simple definition of some key terms in the dissertation. As the explanations given in the table (next page) are less complete than those provided later in the text, references to pages or sections where each term is discussed in further detail are included.

---

\(^1\) The limits of this study do not allow me to research other possible causes such as mood, motivation and time pressure.
Table Preface: Definitions of Key Terms

<table>
<thead>
<tr>
<th>Definitions of Key Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive Structures</strong></td>
</tr>
<tr>
<td>or Cognitive Schemata</td>
</tr>
<tr>
<td><strong>Critical complexity</strong></td>
</tr>
<tr>
<td><strong>Degree of Expertise</strong></td>
</tr>
<tr>
<td><strong>Dynamic Complexity</strong></td>
</tr>
<tr>
<td><strong>Objective Task Complexity</strong></td>
</tr>
<tr>
<td><strong>Objective exceptions</strong></td>
</tr>
<tr>
<td><strong>Objective Task structure</strong></td>
</tr>
<tr>
<td><strong>Objective task variability</strong></td>
</tr>
<tr>
<td><strong>Perceived Task Complexity</strong></td>
</tr>
<tr>
<td><strong>Perceived Task Variability</strong></td>
</tr>
<tr>
<td><strong>Task's deep-structure</strong></td>
</tr>
<tr>
<td><strong>Task's surface-structure</strong></td>
</tr>
<tr>
<td><strong>Task Uncertainty</strong></td>
</tr>
<tr>
<td><strong>Technology</strong></td>
</tr>
</tbody>
</table>
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1. Introduction

Research on how technology influences organizational structure has for a long time been one of the main research streams within organization theory (e.g. Woodward, 1958; Perrow, 1967; Thompson, 1967; Pugh, Hickson, Hinings, & Turner, 1968; Pugh, Hickson, & Hinings, 1969a; Pugh, Hickson, Hinings, & Turner, 1969b; Van de Ven and Delbecq, 1974; Van de Ven, et al., 1976; Minzberg, 1979; Ejørn-Andersen, et al., 1986; Weick, 1990).

The technology variable is one of the most researched contingency variables (e.g. Mintzberg, 1979). Common definitions of technology in organizational literature represent variations of “how tasks are solved” in organizations (e.g. Perrow, 1967; Minzberg, 1979; Weick, 2001). Although the theoretical frameworks addressing how technology influences different aspects of organizational structure have flourished, the empirical research has provided mixed results. Since Woodward’s (1958) findings of a strong relationship between technology and structure, empirical studies have not produced consistent support for such a relationship. For example, the “Aston school” (e.g. Pugh, Hickson, Hinings, & Turner, 1968; Pugh, Hickson, & Hinings, 1969a; Pugh, Hickson, Hinings, & Turner, 1969b) measured, among other variables, technology’s effect on the structuring of organizations and found an effect. However, replications of the Aston school’s study did not find such a relationship (Kmetz, 1977/1978). Some findings were significant, but opposite to what theory predicts (e.g. Fry et al., 1984).

The diversity in empirical results was further demonstrated by Miller et al.’s (1991) meta-study of technology–structure research. From the vast research on technology and structure one may conclude that the theoretical frameworks suggest a relationship between technology and structure, while the empirical studies provide neither decisive support nor reliable results.

Several diagnoses have been made and remedies suggested to overcome this inability. Miller et al. (1991), for example, found that one reason for the diverse results was the use of different technology constructs. Liker et al. (1999) concluded that rather than organizing the common findings in technology–structure research, it was more useful to organize the diversity of the findings.

Several technology constructs exist; see for example also Orlukowski (1992) for a review. Orlukowski (1992) suggested even a new concept of technology. Orlukowski’s technology construct is based on Giddens’ (1979) framework of structuration. Technology is seen to be the product of human action, while human action is affected by technology and the structural properties of an organization.
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During the nineties there was a quest for better theories on how new technologies influence the structure and workings in organizations (e.g. Daft & Lewin, 1993). As new information and communication technology revolutionized opportunities for coordination, both within and between organizations, the relationships between how tasks are solved and how organizations are structured received even greater attention (e.g. Scott Morton, 1991; Davidow & Malone, 1992; Chesbrough & Teece, 1994; Bensou & Venkatraman, 1996; Venkatraman, 1994; Brynjulfsson, Malone, Gurbaxani, & Kambl, 1994; Nadler & Tushman, 1997; Crowstone, 1997; Majchrzak, Rice, Malhotra, King, & Sultin, 2001). Both the scientific journals and the popular press developed and presented concepts such as virtual organizations, knowledge intensive organizations, knowledge workers, learning organizations and networking organizations. These became buzzwords among academicians and business professionals during the nineties.

Barley and Kunda (2001) and editor-in-chief of “Organization Science”, Schoonhoven (2001), argue that the last forty years of empirical research on organizational structure has not managed to provide studies providing empirical foundations for post-bureaucratic developments. Barley and Kunda’s (2001) suggested solution is to bring studies of “work back in” (p.76) by explorative qualitative studies. They claim that a turn away from studies of work was inspired by, among others, Perrow’s (1967) article “A framework for the Comparative Analysis of Organizations”\(^3\). This shift in focus led to higher levels of abstraction and changing methodological norms. An inability to produce reliable empirical evidence for theories about technology and structuring of organizations has impeded further knowledge development in this area.

However, after many decades of technology-structure research, there is an abundant pool of overlapping theories, presenting different constructs intended to measure the same phenomenon (e.g. Orlikowski, 1992; Miller et al., 1991; Liker et al., 1999). The research is to some extent cumulative, but perhaps to a larger extent diversifying (Liker et al., 1999). In a survey of the general methodological practices and trends from the eighties to the nineties in Academy of Management Journal, Administrative Science Quarterly and the Journal of Management, qualitative field studies were one of the research strategies that showed the strongest increase in that time period (Scandura & Williams, 2001).

\(^3\) The other sources inspiring this shift this year (1967) are J. Thompson’s “Organizations in Action”, Miller and Rice’s “Systems of Organizations”, Lawrence and Lorsch’s “Organizations and Environment”.
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This dissertation reflects the same opinion as Barley and Kunda (2001) with respect to the need for better theories to understand technology’s influence on organizational structuring, and coincides with their views on the need for bringing work back in. But, in addition to explorative studies of work, it will be argued here that there is also great need for testing and revising of the present body of theories.

As also noted by Barley and Kunda (2001), while organizational theory shifted to more aggregated levels of analysis, theories in the cognitive sciences have continued research on individuals’ information processing and task resolution. Knowledge from these fields is acquiring increasingly stronger influence on organizational theory (Walsh, 1995). There is a research tradition that for decades has developed knowledge of how individuals solve tasks; this body of theory represents potential for improvement of theories on the relationship between technology and structure. An avenue for theory development in technology-structure research is therefore to make use of such findings within the cognitive sciences.

One consequence of the focus on theory development by explorative studies is that theory testing and problems of confounding and validity have not been a primary subject of inquiry (Scandura & Williams, 2001). The situation with respect to parsimony in technology-structure research is thus far from the ideal. And yet, if we intend to take parsimoniousness seriously, redundancy and confounding should be an issue. Theories need to be tested and revised, even at the level of single constructs as well. A central thesis to this study is that by using theories from the cognitive sciences, it can be shown that confounding of subjective and objective task characteristics cover up important effects and thereby invalidate measures and research.

The argument developed in this study, namely that the distinction between the objective and subjective is paramount to valid and reliable task-related research, has been argued before (e.g. by Weick, 1965; Kmetz, 1977; Wood, 1986; Campbell, 1988). Empirical research, however, on how the confounding of subjective and objective task characteristics invalidates task-related theories has been lacking. This pertains to the research question of this dissertation. I propose that a main reason for the inconclusive findings in technology-structure research is that the research tradition confounds objective and subjective characteristics of the task. In general, task characteristics have been derived from individuals’ perceptions of a sample of tasks, using multivariate techniques such as factor analysis (Wood, 1986). The perceptual characteristics identified will confound task and non-task elements, particularly interactions between task attributes and individual attributes.
Introduction

In the recent focus on the importance of knowledge in organizations, one would believe that the conceptual distinction between the task and the task-doers' knowledge of the task would be among the first principles to be established in a deductive scientific tradition. However, this cannot be said to be the case: Almost all studies on technology and organizational structure apply perceptual measures of tasks, where neither differences in levels of task complexity nor in the task-doers' knowledge of the task are measured or controlled. This study will utilize an experimental design to control objective and subjective dimensions in order to analyze empirical consequences of confounding the two.

One reason why this distinction has not been made explicit may be that it is a very complex one. Operationally, it is not easy to distinguish between the task as an objective artifact and the task-doer's perception of it. To measure both the "objective task" and the perceptions of it raise both epistemological questions and practical challenges to the researcher. I will come back to these issues in section 3.1, where I discuss objective task complexity in detail.

To study the consequences of confounding objective and subjective task characteristics in technology-structure research, I have chosen to use Perrow's (1967) influential technology construct as a case. As Barley and Kunda (2001) have argued, the 1967 publication of Perrow's article in American Sociological Review, - together with publications that year of Thompson, Lawrence and Lorsch, and Miller and Rice - contributed to a new research tradition. In the period from 1981 to 1997, there were 392 references to Perrow's technology construct in the Social Science Citation Index (SSCI) and many times that number to influential articles basing their theory on this framework, as for example Van de Ven and Delbecq (1974), Van de Ven et al. (1976), Daft and Weick (1984), and Daft and Lengel (1986), to mention just a few. Perrow's construct has become one of the most quoted, tested and applied constructs in organizational contingency research and became particularly influential to research streams viewing organizations as information processing systems, to technology-structure research and to media richness research. These research streams are discussed in more detail in chapter two.

However, contrary to the conclusions of earlier publications (e.g. Withey, 1981), the results of this study suggest that the validity of Perrow's technology construct, as generally operationalized and applied, should be questioned. In the second chapter of this dissertation it is argued that redundancy in this construct is a key cause of the many decades of struggle with inconclusiveness in technology-structure research and that the validity problem relates to this redundancy and its

---

4 Perrow's construct is defined on page 10-13.
effects. Furthermore, the fundamental problem in Perrow's technology construct - the confounding of subjective and objective task characteristics - is not limited to this particular construct. Such confounding, on the contrary, can almost be seen as the rule in organizational theory and the arguments developed here should therefore be of interest to all task-related research.

The presentation of this study is as follows. Chapters 1 - 3 were originally presented as an article at the Academy of Management Conference in Toronto in September 2000, but has been rewritten for the purpose of this dissertation. It is argued in this first section that a major problem in technology-structure research is that the technology construct - in particular Perrow's (1967) technology construct - confounds subjective and objective task-related characteristics. The second chapter defines the technology construct, reviews its influence in organizational theory, and analyzes how redundancy in the technology construct contributes to confounding. Tesser and Kraus (1976) and later Singh (1991) suggest a methodology for identifying redundancy in constructs, as presented here. I also discuss in this section how confounding is a threat to the construct's validity. The confounded characteristics are identified and defined as objective task complexity and the task-doer's cognitive schemata.

Based on theories from the cognitive sciences, it is then argued how cognitive schemata and objective task complexity, both directly and by interaction effects, influence perceived task analyzability and variability - the two dimensions in Perrow's technology construct. Furthermore, it is argued how Perrow's conceptualization of technology, due to the confounding, invalidate the measurement of relationships to dependent variables in organizational research. The chapter concludes with implications for further research on the distinction between objective task characteristics and subjective perceptions.

---

5 Although different types of cognitive structures like schemata, maps, categories and scripts have unique characteristics and functions, I use 'schemata' as a general term describing internal knowledge structures that organize information about "things" - for example tasks, goals, people, situations etc. Schemata consist of various relations, variables/slots and values for these variables. Variables/slots contain concepts or other sub-schemata. Values refer to the various specific concepts that fill slots. Schemata encode general or generic knowledge that can be applied in many specific situations (see for example Jackson & Dutton 1988; Markus & Zajone, 1985; Gioia & Manz 1985 and Eyseack & Kean, 1992).
Chapter three develops a theory of task perceptions. The two independent variables are those introduced in the second chapter, namely, degree of expertise and objective task complexity. The two dependent variables are Perrow's two dimensions of task perceptions—task variability and analyzability. The chapter is used to refine, integrate and develop the objective task complexity construct. Then follows a discussion on the expertise construct and findings on differences between experts and novices. The chapter continues with a discussion of the relationship between objective task complexity and degree of expertise and the development of hypotheses for the relationships to perceived task variability, analyzability and performance. These hypotheses are summarized and presented together with the research model in the last part of the chapter.

Chapter 4 presents the methodology section for the empirical investigation. The chapter begins with a presentation of the experimental design used to study the interrelationships referred to above. The research setting and the specific task to be operationalized are presented. This task is then operationalized in terms of the objective task complexity construct: the task's deep- and surface-structures are defined and the treatments developed. The operationalization of expertise is also given special attention. Frequently applied instruments already exist for measurement of perceived task variability and analyzability, but must be translated to an experimental setting as they have only to date been used in surveys.

Chapter 5 provides a presentation of the results, chapter 6 analyzes their validity and chapter 7 discusses the results. Chapter 8 addresses implications of the results regarding future research, with a discussion of managerial implications in Chapter 9. The study's conclusion follows in the tenth and final chapter.
2. Perrow’s Technology Construct and the Redundancy Problem

This chapter first presents Perrow’s technology construct and a review of the research tradition based on it. Then a framework for analyzing redundancy is presented, the notion of redundancy and its threat to validity are discussed and criteria for evaluating it are reviewed. This framework is applied to analyze the redundancy and subsequent validity problems of research within this tradition. Grounded in the review of the Perrow-based research, redundancy is assessed at the theoretical and empirical levels, first with respect to its consequences and then to its antecedents. The last part of the chapter explicates the redundant elements in Perrow’s technology construct and proposes a model of how the confounding of these elements invalidates research with Perrow’s technology construct as independent variable, as in technology-structure research. Finally research implications of the discussions are drawn.

2.1 Perrow’s Technology Construct – its Definition and Origins

Perrow’s technology construct is as mentioned concerned with two dimensions: task variability and task analyzability. Task variability is defined as the number of exceptional cases encountered in the work. Task analyzability is defined as the nature of the search process that is undertaken when exceptions occur (Perrow, 1967). The search process may, at one end of the continuum, be conducted on a logical and analytical basis and even become routinized (analyzable problems) or, at the opposite end of the continuum, be based on chance and guesswork (unanalyzable problems).

The analyzability construct is similar to Thompson’s (1967) technical rationality. The technical rationality of a task is perfect “when the specified actions do in fact produce the desired outcomes, and the instrumentally perfect technology is one which inevitably achieves such results” (Thompson, 1967, p.14.). With respect to Perrow’s framework, perfect technical rationality is only possible when the task is perfectly analyzable.

These two dimensions create Perrow’s matrix that defines four structures:

i. craft industries, with few exceptions (low variability) and unanalyzable problems;

ii. non-routine industries, with many exceptions (high variability) and unanalyzable problems;
iii. engineering industries, with many exceptions (high variability) but analyzable problem; and
iv. routine industries, with few exceptions (low variability) and analyzable problems.

This is illustrated in Figure 2.1 below.

Figure 2.1: Perrow's Technology Construct

Perrow's technology construct is interesting for more reasons than its historic influence on contingency theory and the organizational information processing literature. Recent research in more cognitive-oriented research streams has lent support to Perrow's main theses regarding the significance of perception of exceptions for the task resolution process and the subsequent search process. Perceptions of unexpected stimuli interrupt the automatic information processing and evoke a larger or smaller amount of problem-solving activity (e.g. Hastie, 1984; Reger & Palmer, 1996). As a result, the Perrow construct captures mechanisms that are fundamental to the understanding of task resolution in organizations.

As reference for the analyzability dimension, Perrow uses March and Simon's (1958) conception of programmed and unprogrammed tasks, with two corresponding types of search behavior. The search behavior depends on the degree to which the task is previously learned - or programmed. Such programs are referred to as "performance programs" (March and Simon, 1958).
Performance programs are distinguished by those situations where stimuli evoke, at the “programmed” end of the continuum, a very elaborate response that has been learned as “the appropriate action”. At the unprogrammed end, “a stimulus evokes...problem-solving activity directed toward finding performance activities with which to complete the response” (March and Simon 1958 p. 160).6

The search corresponding to the programmed tasks is logical, systematic and analytical. The unsystematic search, corresponding to the unprogrammed end of the continuum, is triggered when the task seem so vague and poorly conceptualized that the problem seems virtually unanalyzable (Perrow, 1967).

Perrow refers again to March and Simon (1958) for the dimension “perceived task variability”, where a stimulus may be perceived as familiar or unfamiliar. In Perrow’s framework, it is the unfamiliar stimulus encountered that represents the exception. Central to Perrow’s framework is the distinction between the perception of the stimuli and the following search process.

It is unclear whether the unit of analysis is the exception or the whole task from which the exception is detected. But, from the examples and implications that Perrow provides, unsystematic search seems to be an indicator of unanalyzable exceptions and, as it appears, these in turn are indicators of unanalyzable tasks. The influence may well be reciprocal, as illustrated by the reciprocal arrows in Figure 2.2 below:
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6 This is the reference that Perrow uses. The concept of programmed and not programmed tasks has been developed further by many researchers since. For example, Simon (1965) applied the same concepts and referred to problems that were programmed or nonprogrammed. "Decisions are programmed to the extent that they are repetitive and routine, to the extent that a definitive procedure has been worked out for handling them...Decisions are nonprogrammed to the extent that they are novel, unstructured and consequential." (Simon, 1965, p 67).
The definition of task variability, is “number of exceptions encountered”; it is therefore not only the exception itself, but also the number of them which is critical. The number could be conceived of as a separate dimension and the types of exceptions as yet another. Still, however, Perrow collapses the two into one. In Perrow’s framework, it is the distinction between which and how many exceptions are perceived, on the one hand, and the type of search behavior those exceptions together involve, on the other hand, that constitute the two “independent” dimensions. It is this construct that is used as the independent variable in much research on organizational structure, information processing in organizations, and media richness theory.

2.2 Review of Research Based on Perrow’s Technology Construct

In order to undertake the theoretical and empirical evaluations of redundancy in Perrow’s technology construct, the research rooted in Perrow’s 1967-article was identified. The first search was done in the SSCI database, covering the period from 1981 to 1997, and provided 392 hits. The articles studied were then chosen using the following criteria: if an article was cited 3 or more times a year, it was considered an influential article. To avoid older articles being favored over newer ones, the article’s number of citations was divided by the number of years since the article was first cited. Only about one half of the articles exceeded 3 citations per year. The empirical pieces were selected from this population, with 28 articles remaining after the filtering process.

7 The most important journals seemed to be the following: Academy of Management Journal, Academy of Management Review, Administrative Science Quarterly, Journal of Applied Psychology, Journal of Management, Management Science, MIS Quarterly and Organization Science. Quite consistently, the articles printed in these journals were also the most cited.
To fill the gap between 1967 and 1981, Louis Fry's (1982) "Technology-structure Research: Three Critical Issues", was used. This article summarizes the empirical research on technology-structure relationships up to the year of its publication. Nine articles were then added. Of this total of 37 articles, nine included a treatment of technology that was neither related nor relevant to Perrow's technology construct; hence, 28 articles remained that included a treatment of technology relevant for this study.

After having completed this first search, a second was undertaken with the objective of following-up the empirical work related to the first search. Withey, Daft and Cooper (1983) presented an empirical test of six instruments from six seminal studies measuring Perrow's technology construct. Based on this test, they developed as a result a new and improved instrument. Citation searches for all of these seven articles were performed in the SSCI database; the results demonstrated that the first search had been quite successful, as the second revealed the same hits.

To further validate the search, I included as well a search based on keywords found to be common in the relevant articles. This was undertaken in the ABI database, and both single words and any combination of words were tried: the results closely resembled those from the two citation searches described above. In total, 9 additional articles were found to be relevant to the Perrow-related research, and were consequently included in the review, restoring the total number of reviewed articles to 37, as summarized in Appendix 1.

2.2.1 Influence on Research on Organizational Structure

The studies reviewed in Appendix 1 are typically not discussed in detail in the main text here, as the goal is not to give a full account of the last 35 years' use of Perrow's construct. The goal is, rather, to create a general understanding of the use of Perrow's construct and its systemic meaning in order to analyze the problems pertaining to redundancy and confounding.

Perrow's framework was originally developed for the comparative analysis of organizations. He considered technology as their defining characteristic. The studies applying Perrow's framework have been relatively true to this perspective, although the concept of organizational structure has been extended to related variables. Examples of dependent variables include work unit structure (Van de Ven & Delbecq 1974; Mark & Hagenmuller 1994), coordination mechanisms (Van de Ven et al., 1976), span of control (Bell, 1967), specialization, centralization, formalization (Comstock & Scott 1977; Dewar & Hage, 1978; Fry & Slocum, 1984; Shenkar, Aranya, 1995),
amount of information processed (Daft & Machintosh, 1981) and communication effectiveness (Rice, 1992).

Van de Ven and Delbecq’s study (1974) used Perrow’s technology construct to explain structural variations in work units\(^8\). The study provided empirical support to the hypothesis that task analyzability and variability influence the structure of work units\(^9\). This work has further become a cornerstone in the organization literature on how technology influences organizational structure and is as a consequence frequently cited (see for example Mintzberg’s literature review for his 1979 book, “The Structuring of Organizations”). Figure 2.3 reflects Van de Ven and Delbecq’s findings of the placement of work units in Perrow’s taxonomy\(^10\).

\(^8\) Van de Ven and Delbecq (1974) referred to task analyzability as perceived task difficulty.

\(^9\) This study differs from later studies in this tradition in that the researchers made an a priori classification of the work unit structures and controlled the homogeneity among respondents with respect to several dimensions relevant to their degree of expertise.

\(^10\) But, as explained in the next chapter, task variability and analyzability are due to the confounding dependent dimensions, measuring to a large extent the same phenomenon, and not independent dimensions as often assumed. When the two dimensions measure the same phenomenon it is no surprise that the work units are located close to a line with a 45-degree angle running from origo.
In general, the logic is that of contingency theory: organizations are structured, in part, according to the tasks they are solving\(^\text{11}\).

2.2.2 Influence on Research on Coordination in Organizations

Theories of coordination in organizations are based on the same logic: depending on the tasks solved in an organizational unit, the appropriate coordination mechanism is selected (e.g. Van de Ven and Delbecq, 1974; Van de Ven et. al., 1976). Based on properties of the task -variability and analyzability - and on properties of different coordination mechanisms, the theory suggests an appropriate match. Van de Ven, Delbecq and Koenig (1976) published a study using Perrow’s technology construct as a measure of task uncertainty. They found that depending on different degrees of task uncertainty, organizations used different sets of coordination mechanisms.

\(^{11}\) Of course, there are many other contingencies considered in theories of organizational structuring. Based on a match between the situation and the organizational structure, the most appropriate structure is chosen (see Mintzberg, 1979, for a review of a contingency perspective on organizational structure).
This study provided another cornerstone for theories on the structuring of organizations. The figure shows that when a task is high in variability and low in analyzability - that is, high uncertainty - another set of coordination mechanisms are used than when the task is low in variability and high in analyzability, or low uncertainty. As uncertainty increases, impersonal coordination mechanisms such as rules and plans decrease in use, the use of vertical communication channels remain invariant, while the use of horizontal channels increases significantly. The use of scheduled and unscheduled meetings increases significantly as well with increased task uncertainty (Van de Ven et al., 1976).

In a contingency framework, technology influences organizational structure. Mintzberg (1979) concludes that coordination is the core of organizational structure and that the configuration of the basic coordination mechanisms makes up its structure. This view is a

---

12 Van de Ven merged in this study the two Perrow-dimensions into one dimension of uncertainty. This use of Ferrow’s construct is later discussed by Withey et al. (1983). Two other independent variables, “work flow interdependence” and “work unit size”, were tested as predictors of coordination mechanisms in the same study (Van de Ven et al., 1976).

13 Mintzberg refers to the following as the basic coordination mechanisms: mutual adjustment, direct supervision, standardization of work processes, standardization of work outputs and standardization of worker skills. There is
synthesis of much of the earlier writings on organizational structure and leads to a clear focus on communication and information processing in organizations. Contingency theorists used these findings to study how organizational structures vary, depending on how tasks are solved and the situation of the organization in general (Mintzberg, 1979).

Theories of coordination in organizations (e.g. Mintzberg, 1979; Malone & Crowston, 1994; Crowstone, 1997; and Malone et al., 1999) often use the empirical studies of Van de Ven and Delbecq (1974) or Van de Ven, et al. (1976) as a basic reference. One contribution of this perspective is to bridge the individual and organizational levels of analysis. Information processing, including feedback and decision processes, is the main element in coordination (Malone & Crowston, 1994; Crowstone, 1997; Malone et al., 1999). The initial principle is based on the notion that work needs to be coordinated and can itself be characterized by the number and types of interdependencies involved (Thompson, 1967; March and Simon, 1958; Malone & Crowston, 1994). A main thesis in technology-structure research is that the way in which tasks are solved determines the number and types of interdependencies which, by their need for coordination, in turn influence organizational structure (Mintzberg, 1979).

2.2.3 Influence on Research on Information Processing in Organizations

Furthermore, Van de Ven et al.'s (1976) definition of task uncertainty as the degree of analyzability and variability of the work undertaken, became a first step in a new application of Perrow's technology construct. Theories of organizations as information processing systems utilized this aspect of Perrow's construct in conceptualizing organizations' "information processing capacity" and tasks' "information-processing requirements" (e.g. Galbraith, 1977; Tushman & Nadler, 1978; Daft and Macintosh, 1981; Daft and Weick, 1984; Daft and Lengel, 1986). This perspective inspired theory developments with regard to design of Management Information Systems (e.g. Galbraith, 1977; Tushman & Nadler, 1978).

Another interesting example of a research stream stemming from information processing literature is that of media richness theory (Daft & Macintosh, 1981; Daft & Lengel, 1984; Daft & Lengel, 1986). This research stream contributed in developing the distinction between uncertainty and equivocality and tied it to Perrow's taxonomy (Figure

---

no clear agreement among organization theorists about a comprehensive and unified definition of coordination mechanisms. Mintzberg refers to March and Simon (1958) who use the more basic terms of coordination: feedback and standardization. Other authors, for instance Malone (1991, 1994 and 1999) and Crowstone (1997) use both similar and other distinctions.
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2.1, page 49) and, in particular, to the routine – non-routine diagonal. Before this development, lack of information meant uncertainty and more information reduced uncertainty; the equivocality concept (Weick, 1979) was tied to Perrow’s technology construct\(^{14}\) to pinpoint task situations where, contrary to the ordinary view, more information did not reduce uncertainty (Daft & Macintosh, 1981). In situations of uncertainty, it is possible to formulate questions and thereby receive answers that reduce uncertainty. In situations with equivocality, meanwhile, it is difficult to know which questions to ask and information received is difficult to interpret\(^{15}\). This phenomenon was further developed by Daft & Weick (1984) and has been a fundamental element to media richness theory.

Media richness theory ties together characteristics of the task resolution process - such as uncertainty and equivocality - and signal-conveying properties of different types of communication technology. Based on the match of these properties, consequences for use of appropriate communication media are suggested. Some of the central studies within media richness theory were conducted by Daft et al. (e.g. Daft & Macintosh, 1981; Daft & Lengel, 1984; Daft & Lengel, 1986; Daft et al., 1987; Trevino et al., 1987). Each of these studies utilized the dimensions in Perrow’s technology construct as independent variable to explain variations in media use and information processing theoretically and/or empirically.

In contingency theory, technology is one of the most proposed and researched determinants of organizational structure (Child, 1977).  Withey et al., in their much cited 1983 AMJ article, tested five instruments from five seminal studies with different operationalizations of Perrow’s construct, finding four of them valid. Few operationalizations in organizational theory have been more tested, found more valid and been more applied than Perrow’s technology construct.

And yet, contrary to these views, this study argues that redundancy and confounding in Perrow’s construct reduces the construct’s predictive and nomological validity. In validation studies of Perrow’s technology construct (e.g. Dewar et al., 1980; Withey et al., 1983), these aspects of validity have not been an issue; in considerations of its validity, convergent and discriminant validity and not predictive and nomological validity have been of primary concern. In the next sections

\(^{14}\) Perrow’s technology construct is referred to as “elements of task uncertainty” and “task characteristics” by Daft & Macintosh (1981, p 208).

\(^{15}\) For discussions of equivocality in the context of organizations’ and individuals’ information processing see also Weick, 1979; Daft & Weick, 1984; Daft and Lengel; 1986.
of this thesis I will argue, with the aid of a theoretical and empirical assessment of the “Perrow-based” research, that redundancy and confounding in the construct represent a threat to predictive and nomological validity. In other words, establishing convergent and discriminant validity is not a guarantee against other types of invalidity.

2.3 A Framework for Analyzing Redundancy in Constructs

Redundancy represents factors that are overlapping and thus not distinct at the theoretical and/or the operational level (e.g. Tesser & Krauss, 1976; Singh, 1991). Singh (1991) argues that redundancy tests should be performed more often as, if construct redundancy issues remain unaddressed, substantial confusion may persist and dissipate research energy. Singh’s 1991 publication describes a test of redundancy, which I will apply to Perrow’s technology construct. The goal is to undertake a systematic analysis of the logic of the construct and the degree of redundancy it carries.

Since constructs and dimensions in constructs are to be defined so as to be inclusive of all cases they are to cover and exclusive of all other cases, redundancy involves also confounding. If redundancy exists, one has not achieved exclusivenes, but confounded the redundant part(s) with some other phenomenon. In other words, when two dimensions contain redundancy, the redundant element is amalgamated into the two dimensions that were supposed to have distinct meanings. Since redundancy implies confounding, it also challenges construct validity - both nomological16 and predictive (Campbell and Fiske, 1959; Cook and Campbell, 1979).

Redundancy compromises our ability to determine how the whole construct and dimensions thereof behave relative to other phenomena. Construct redundancy becomes a bigger threat to validity when the origin and extent of the redundancy are difficult to detect and, in particular, if the redundant elements bear strong interaction effects. In this way redundancy increases the probability of confounding both constructs and relationships.


16 The nomological validity (network) pertains to how well the construct fits lawfully into a network of expected relationships (Cronbach & Mehl, 1955, as referred to in Nunnally and Bernstein, 1994, p 91). The nomological validity is a part of construct validity. Predictive validity is defined as how well the construct correlates with the criterion (Nunnally & Bernstein, 1994).
"...evidence of non-redundancy is obtained when: 1) $\xi_1$ and $\xi_2$ are positively correlated, and 2) $\xi_1$ and $\xi_2$ have significant but opposite relationships with a given consequence (or antecedent)" (Singh 1991 p. 258)\textsuperscript{17}.

Application of the redundancy test, with Perrow’s technology construct as example, is illustrated in Figure 2.5 below\textsuperscript{18}.

*Figure 2.5: Strong Evidence of Non-redundancy*

The test’s logic resides in an evaluation of the technology construct’s two dimensions with respect to their antecedents and consequences. According to Singh (1991), it is logically impossible for perceived task variability (A) and perceived task unanalyzability (B) to be redundant and, at the same time, related in an opposite manner to a given antecedent (degree of expertise) or consequence (performance).

\textsuperscript{17} $\xi$ (eta) represents the constructs, $\xi_1$ perceived task variability and $\xi_2$ perceived task analyzability. In figure two I have used the letters A and B, instead of the Greek, to illustrate perceived task variability and analyzability respectively. The + and − signs illustrate the relationships between the variables. For instance, the antecedent has opposite relationships to the two dimensions in Perrow’s construct, while the two dimensions in Perrow’s construct correlate positively. If this is the case, the two dimensions are according to Singh not redundant. The same logic counts for the relationships to the “consequences”.

\textsuperscript{18} Note that the scale for analyzability is reversed, so that the + sign on the line between “perceived task unanalyzability” and “perceived task variability” in the figure illustrates that “higher unanalyzability” correlates positively with higher perceived task variability.
Singh (1991) suggests, in line with Kaplan (1964), that this test of construct redundancy be performed both at the theoretical and empirical levels. In psychometric theory, Nunnally & Bernstein (1994) suggest an empirical test of redundancy by confirmatory factor analysis in a structural equation model framework (e.g. Bollen, 1989; Bollen & Lennox, 1991; Hair, Anderson, Tatham, & Black, 1995). Such a test consists of setting the correlations between the two suspected redundant constructs to 1 and then analyzing the change in the fit of the model. Singh’s test takes such an empirical approach as well, however his emphasis on the theoretical discussion allows the test to also consider less extreme cases of redundancy, while the focus is a test of “non-redundancy”.

It is important to not only consider the extreme cases, since redundancy problems do not only exist at the extremes alone; the gray areas of partial overlap can be as problematic as a complete overlap, especially when the interaction effects of the confounded elements are strong. Furthermore, since such partial overlaps will not be detected in the traditional tests of redundancy, they are of special threat to validity. Consequences of confounding elements with such interaction effects are, as mentioned, a main subject in this dissertation. The theoretical discussion of interaction effects starts in section 2.4.5 and is an underlying theme in Chapter 3. Empirical evidence of such interaction effects is reported in section 5.6 and their consequences discussed in section 7.2.

A systemic analysis of Perrow’s construct implies discussion of the construct’s properties, with respect to the theories in which it is applied as well (Peter, 1981). In the previous section I reviewed the origins and application of the construct. A first step to eliminate or reduce redundancy in constructs is to explicate redundant elements and unaccounted for relationships within and between constructs; an understanding of the construct, the antecedents of the construct and its consequences is therefore necessary. In the next sections, I discuss the systemic meaning (Peter, 1981) of Perrow’s construct first with respect to its consequences and then to its antecedents on the theoretical and empirical level.

Since Perrow’s technology construct is used as an independent variable within organizational theory, the literature review reflects this accordingly. The research examining Perrow’s technology construct’s relationship to dependent variables is summarized in Appendix 1, providing an overview of the independent and dependent variables studied, as well as the main findings.
2.4 Assessment of Redundancy in Perrow’s Construct

This section will discuss and analyze the meaning and the degree of overlap between the two dimensions as they interact with respect to their consequences or dependent variables. This will first be done at the theoretical level and then at the empirical level as a part of Singh’s (1991) framework to analyze redundancy.

2.4.1 Assessment of Redundancy at the Theoretical Level

Many of the reviewed articles have become frequently cited studies and are cornerstones of the literature on technology and the structuring of organizations. The critique posed in this study addresses the validity of these findings. Instead, then, of discussing the validity problems created by applying Perrow’s construct in each of the studies presented, I will focus on how the confounding - embedded in the very construct - in principle invalidates research.

In order to approach a theoretical assessment of the degree of redundancy in the construct, I examined the logic of the propositions in the reviewed articles. This examination focused on whether and/or to what extent the two dimensions in Perrow’s technology construct influence the dependent variables in the same manner (Singh, 1991), as presented in Section 2.1. If both dimensions behave in a similar manner with respect to both consequences and antecedents, and the two dimensions in Perrow’s construct are positively correlated, there is no evidence of non-redundancy (Tesser & Kraus, 1976; Singh, 1991).

The logic of the relationship between Perrow’s technology construct as independent variable and dependent variables is quite consistent across the studies. This line of thought can, for the purpose of an examination of redundancy, be summarized by discussing two theoretical claims typical of the research applying the construct, and from two much cited studies, namely Van de Ven et al. (1976) and Fry & Slocum (1984).

Van de Ven et al. (1976) argue that increasing “task uncertainty”\textsuperscript{19}, high task variability and low task analyzability makes it increasingly difficult to program tasks, and that it therefore \textit{“becomes more difficult to coordinate by impersonal means”} (Van de Ven et al., 1976, p. 24).

Increasing task uncertainty reflects task resolution processes with perception of higher task variability and lower analyzability. Coordination by impersonal means is defined as coordination by plans or programs (Van de Ven et al., 1976; March & Simon, 1958); thus, it is implicitly theorized that the higher perceived task variability, or the

\textsuperscript{19} As discussed above, Van de Ven et al. (1976) used Perrow’s construct as a compound construct and referred to it as task uncertainty.
more exceptions perceived, the more difficult it is to coordinate by plans or programs. This is simply due to the fact that it is more difficult to plan for unexpected than expected events. Similarly, it is assumed that the lower the perceived task analyzability - that is, the less routinized search procedures - there are for a task - the more difficult it will be to coordinate it by plans or programs.

The implications of this logic with respect to the test of non-redundancy is illustrated in Figure 2.6, below.

*Figure 2.6: Example of Relation to a Dependent Variable.*

![Diagram](attachment:image.png)

Perceived task variability and unanalyzability are positively correlated, in that the higher the perceived the task variability, the higher the unanalyzability. Simultaneously, both perceived task variability and perceived task unanalyzability are related negatively with coordination by plans.

The other study, that of Fry and Slocum (1984), argues that:

*Effective workgroups are hypothesized to have structural characteristics appropriate to their level of technological uncertainty (i.e., mechanistic structure-certain technology; organic structure-uncertain technology), Less effective units are hypothesized to have a “mismatch” between technology and structure (i.e., organic structure-certain technology; mechanistic structure-uncertain technology (p. 226))*

Technological uncertainty is defined in terms of perceived task variability and analyzability. For effective work units, it follows that perceived task unanalyzability and variability correlate positively, both
with each other and with degree of organic structures. The higher perceived unanalyzability and task variability, the more organic structure. Thus, with respect to Figure 2.6, by exchanging “coordination by plans” with “degree of organic structure”, the picture is the same; with degree of organic structure as dependent variable, the positive correlation between perceived task unanalyzability and variability remains the same. Both dimensions will have a positive but still similar correlation with the dependent variable.

To summarize the theoretical assessment with respect to redundancy in Perrow’s technology construct, both dimensions correlate positively and have similar relationships to their consequences. Hence, the assumption that the two dimensions are redundant cannot be dismissed (Singh, 1991). In order to obtain evidence of non-redundancy, one of the dimensions needs to have a different relationship to an antecedent or to a consequence, or have a negative correlation to the other dimension (Tesser & Krauss, 1976; Singh, 1991). The theory predicts perceived task variability and unanalyzability to correlate positively and behave similarly with respect to their dependent variables.

2.4.2 Assessment of Redundancy at the Empirical Level

As a part of the test for non-redundancy, this section reviews the empirical results from research pertaining to the consequences of Perrow’s technology construct. Table 2.1 (p. 24) presents seven empirical studies treating each of Perrow’s two dimensions separately and reporting correlation coefficients with one or more dependent variables. The other empirical studies either reported only a compound measure, often called the routineness-nonroutineness construct, only one of the dimensions, or other measures of technology and could therefore not be included in this discussion of the overlap between the two dimensions. The table presents the correlations, as available, between the two dimensions and between each of the dimensions and the dependent variable. For now the reader should disregard the far right column, which I will return to in the next section.

The table is presented to provide an overview of the correlations in the empirical findings. The first article, the seminal study by Van de Ven and Delbecq (1974), is already discussed in section 2.3.1. It uses a “fixed effect model” (Kirk, 1995) to test whether the structure of the a priori classified work units can be discriminated and classified based on perceived task analyzability and variability. This study is the one that best controls the objective properties of the task solved, and the homogeneity of the respondents’ degree of expertise. The results reveal significant differences, yet correlation coefficients are not reported. The second article, presenting Daft and Macintosh’s (1984) research, is also discussed in section 2.3. It is, however, not concerned with structural variables, but with amount of information processed and the degree of
equivocality of the information processed. The study obtains some results that, according to the authors, are puzzling and contrary to what they expected, and are further discussed in the implication section of this study (Chapter 8).

Withey et al.’s work is the third article included, and is an instrument validation study. It tests five different instruments that have been frequently used to measure Perrow’s technology construct. Four of them are found valid. The study is further discussed in Chapter 3.3, specifically with respect to differences between subordinates and supervisors in their perceptions of task. The fifth article, Fry and Slocum’s study (1984), is in part discussed above. Its contribution is that it studies factors that may moderate the relationship between technology and structure, although the findings were often insignificant, contrary to what the authors expected, and raised more questions than they answered (Fry and Slocum, 1984).

The sixth article reports a study (Denegan, 1992) on the relationship between leader-membership exchange and subordinates’ performance, and how it is moderated by perceptions of task analyzability and variability. Perceived task variability showed a significant influence on subordinate performance. The interactions between analyzability and variability with respect to leader-membership exchange were not found significant. The three-way interaction of variability/analyzability/leader-membership exchange was significant at the five percent level, but the increase in explained variance was modest. The studies of Ghani (1992), Larsen, (1993) and Keller (1994) are included because they measure correlations between the two dimensions in Perrow’s technology construct and a rich selection of dependent variables.
### Table 2.1: Empirical Studies with Perrow's Technology Construct.

<table>
<thead>
<tr>
<th>Study</th>
<th>Correlation-Dependent Variables</th>
<th>Correlation-Analyzability-Analyzability</th>
<th>Rating of Control for Cognitive Schemas &amp; Task Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van de Ven and Delbecq</td>
<td>Work unit structure</td>
<td>Correlation-Dependent Variables</td>
<td>cognitive schema = 1</td>
</tr>
<tr>
<td>1974</td>
<td>N.A.</td>
<td>Correlation-Analyzability-Analyzability</td>
<td>objective task complexity = 2</td>
</tr>
<tr>
<td>Def and Macintosh</td>
<td>Information Amount</td>
<td>.06</td>
<td>cognitive schema = 0</td>
</tr>
<tr>
<td>1981</td>
<td>Equivocality</td>
<td>-.46*</td>
<td>objective task complexity = 0</td>
</tr>
<tr>
<td>Wither, 1983</td>
<td>N.A.</td>
<td>N.A.</td>
<td>cognitive schema = 1 (by sampling)</td>
</tr>
<tr>
<td>Fry and Siocum, 1984</td>
<td>Inter-dependence</td>
<td>-.21*</td>
<td>objective task complexity = 1</td>
</tr>
<tr>
<td></td>
<td>Specialization</td>
<td>-.30**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Formalization</td>
<td>.24**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Span of Control</td>
<td>-.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Participation</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Org. Commitment</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Supervisors' Performance</td>
<td>-.28*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rating</td>
<td>.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-.30**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-.37**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.33**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.09</td>
<td></td>
</tr>
</tbody>
</table>

20 Calculated by me, based on the average scores in the study.
<table>
<thead>
<tr>
<th></th>
<th>Performance</th>
<th>Leader-Member Exchange (LMX)</th>
<th>Cognitive Schemas</th>
<th>Objective Task Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dunegan 1992</td>
<td>.23**</td>
<td>.13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ghani 1992</td>
<td>.13</td>
<td>.33**</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ghani 1992</td>
<td>.113*</td>
<td>-.147*</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Larsen, 1993</td>
<td>-.076</td>
<td>.125*</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Keller 1994</td>
<td>-.10</td>
<td>-.05</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Information processing</td>
<td>.25*</td>
<td>.19</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Project quality 1</td>
<td>.15</td>
<td>.04</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Budget-schedule performance 1</td>
<td>-.04</td>
<td>-.16</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Project quality 2</td>
<td>.16</td>
<td>.10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Budget-schedule performance 2</td>
<td>.05</td>
<td>.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tenure</td>
<td>.08</td>
<td>-.06</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tenure variation</td>
<td>.06</td>
<td>-.08</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Some of the strongest correlations, as seen in Fry & Slocum and Daft & Macintosh’s work, are opposite to what would be expected from theory and earlier empirical validations of the measures. The average correlation between perceived task analyzability and the dependent variables in the table is .16. The average correlation between perceived task variability and the dependent variables is in fact also .16\(^2\), which in this type of research is considered small (Lipsey, 1990; Cohen, 1988). A correlation of .16 provides an \( r^2 \) of .025, which leaves 97.5% of the variance unaccounted for. Overall, the table shows that empirical results in technology-structure research are diverse and that correlations are often low. This diversity in empirical findings is more thoroughly studied elsewhere. (See for example Miller’s (1991) meta-analysis of the technology-structure research or Barley & Kunda’s (2001) discussion of research needs in organizational theory.)

With respect to the empirical part of the non-redundancy test, the studies reporting a correlation between the two dimensions show a positive correlation between analyzability and variability, with the exception of Fry & Slocum (1984), who report a negative correlation\(^2\). When the studies with negative correlation between perceived task analyzability and perceived task variability are made comparable to the others and the non-significant correlations are disregarded, the two dimensions relate with similar sign to all the dependent variables in all studies\(^3\), barring the one relationship in Daft and Macintosh’s study. This latter finding is deemed “puzzling” by Daft and Macintosh as well (Daft & Macintosh, 1983, p. 218) and reasons for the results are further discussed in the “Implications for future research” section of this thesis. However the conclusion of the research review undertaken for this thesis and discussed above is, firstly, that task variability tends to be strongly positively correlated with task unanalyzability and, secondly, that perceived task variability and unanalyzability are related with similar sign to their consequences. The conclusion of the non-

\(^2\) Instead of letting positive and negative correlations cancel each other out, the absolute values of the correlation coefficients are used to calculate the two averages.

\(^3\) Fry and Slocum do not indicate that this is caused by a reverse scale of task analyzability, as is the case with the other studies with negative correlations. Many studies design the scales so that perceived task “unanalyzability” is used together with perceived task variability. In most studies this provides a positive correlation between the two dimensions. In order to compare the results of these two scales, one of the scales has to be multiplied by \((-1)\). Those that need to be multiplied by \((-1)\) are marked “analyzability reversed” in the left column. The only study which does not have a significant correlation between perceived task analyzability and variability is Dunegan’s (1992) study.

\(^3\) The non-significant correlations also have the same sign to the dependent variable, except two.
redundancy test is therefore that the two dimensions of Perrow’s construct have not proven to be non-redundant; on the contrary, the dimensions in Perrow’s technology construct correlate strongly and are related, in the same manner and with the same strength, to the dependent variables. These are the empirical facts. It is also reasonable to question, based on the theoretical discussion, whether perceived task variability and analyzability are conceptually independent and explain different things. Furthermore, it is not crystal clear from reading the studies that Perrow’s two dimensions are perceptual. The task analyzability variability constructs seem sometimes to describe objective characteristics of the task and a clear distinction between the objective and subjective are not made.

For the test of non-redundancy, Singh (1991) prescribes a discussion of both the antecedents and the consequences of the construct analyzed. This is the theme in the forthcoming section.

2.5 The Antecedents of Technology

A high covariance between dimension A (perceived task analyzability) and B (perceived task variability), as found in for example Withey et al.’s (1981) test of five instruments and as illustrated in Figure 2.7 (I), may indicate that the two dimensions share common characteristics. Figure 2.7 (II) makes this picture more complex, indicating that antecedents X and Y cause the covariance between the two dimensions and directly influence the dependent variable (C). All three alternatives may also interact simultaneously; that is, A and B may share common characteristics, have antecedents X and Y influencing them, while X and Y both directly and indirectly influence the dependent variable C. If the situation is as illustrated in Figure 2.7 (II), there are good reasons to be careful using construct A and B as sole predictors of C. These reasons will be further discussed in the following sections.
I propose that the two most conspicuous antecedents of perceived task analyzability and variability are the task itself and the task doer’s cognitive schemata\(^{24}\). Accordingly, in order to obtain reliable and valid results in task-related studies, it is necessary to distinguish between what is to be perceived and the task doers’ perceptual propensities, for example the task doers’ cognitive schemata\(^{25}\). When the two are confounded, it is likely that different task doers refer to different tasks, and that subjects with different degrees of expertise evaluate the same task differently. It is certainly likely that subjects with different degrees of expertise evaluate different tasks differently. Thus, confounding the task and the perception of the task will be a threat to both validity and reliability\(^{26}\).

To evaluate the extent to which these two factors were taken into account in earlier empirical research, I developed an index for the studies presented in Table 2.1 (p. 24), ranging from “high control” to “no control” for both cognitive schemata and objective task complexity.

\(^{24}\) The term cognitive schemata is defined on page 5 and is further discussed in the following chapters.

\(^{25}\) See Weick (1965), Wood (1986) and Campbell (1988) for a similar argument for the need to distinguish between the objective and subjective in task related research.

\(^{26}\) How to distinguish between tasks of different types and levels of objective complexity is discussed in detail in section 3.1.
In order to achieve the rating “high control” (3) for cognitive schemata, a cognitive mapping technique \(^{27}\) should be applied (Markóczy, 1997). The rating “control” (2) would be given if the study applied a control for the respondent’s demographics with regard to background (e.g. Walsh, 1988; Markóczy, 1997), while studies that applied a control for the respondent’s position, for example as supervisor or subordinate, received the rating “low control” (1)\(^{28}\). Studies without any of these or any other controls were rated “no control” (0).

The control for objective task complexity was rated similarly. The control and measure of objective task complexity has to be performed independently of the task doer\(^{29}\), requiring that the researcher develop and administer such a control. Studies were rated “high control” (3) if an index of objective task complexity was used to categorize or rate the tasks in advance (e.g. Wood, 1986) and if the tasks were administered to the subjects according to a plan. If tasks were categorized based on some more or less explicated structural properties (e.g. Van de Ven & Delbecq, 1974) and some means ensured that the task-doers were in fact referring to the categorized task(s), the study rated “control” (2). If variation in objective task complexity in any other, less specified way was attempted controlled for, the rating “low control” (1) was given. Barring any of the above control initiatives, the rating “no control” (0) was given.

Fry and Slocum’s (1984) study of work units in a police organization is an example of a study with no control for variation in task complexity. Within each unit respondents were asked whether they felt there was variety in their work and whether new things happened on the job, with person specialization measured in terms of job title. The tasks were however not distinguished from each other - not within nor between work units.

The control rating is presented in the very right column in Table 2.1 (p. 24). Only one study received the rating “2”, one “1” and the rest scored “0”, which underscores the point that there have been virtually no controls for such antecedents in the empirical studies of technology and structure.

\(^{27}\) Cognitive mapping refers to techniques for systematizing individuals’ cognitive schemata pertaining to a specific task or field. See for example Huff (1990).

\(^{28}\) This rating is based on empirical research on different proxies for degree of expertise. The discussion of demographics as proxies for cognitive schemata and degrees of expertise is presented in section 3.2.

\(^{29}\) The methodology section in this study illustrates how such a control can be developed and administered.
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Despite the threats such antecedents pose to validity, the relationships between Perrow's technology construct and its antecedents have never been studied. It has been mentioned that the two dimensions may interact, even by Perrow himself (1967), but the consequences of such a suspicion have never been analyzed.

This section will further discuss the relationships between Perrow's technology construct as a dependent variable and knowledge structures and objective task complexity as independent variables. I will first present how knowledge structures influence each of the two dimensions in the technology construct, followed by a discussion addressing how objective task complexity influences the same two dimensions. The purpose of this discussion is to logically explore, in accordance with Singh's (1991) test of non-redundancy, the degree of overlap between the two dimensions in the technology construct. I hope as well to further clarify the rationale for an empirical investigation of the consequences of the confounding suggested to exist in this technology construct.

2.5.1 Knowledge Structures Influence Perceived Task Variability and Analyzability

In other traditions there is much relevant research to further understanding of the antecedents of the two dimensions and their interrelations. For example, summarizing and structuring the work on cognition in organizations, Walsh (1995) presents the literature pertaining to antecedents and consequences of knowledge structures. See Walsh's framework in Figure 2.3 on the next page.

---

30 Thus, the propositions developed here pertain to the non-redundancy test and not to the hypotheses later to be developed and tested in this study.
Of particular interest to the present discussion is the link between "knowledge structures" and their "consequences". The existence of the "information environment", which in this case can be seen as the task outside the task doer's knowledge structures, is also interesting to this study.

How knowledge structures influence the two Perrow dimensions will be pursued in the next two sections. Thereafter, I will discuss how the information environment, in terms of objective task complexity, influences Perrow's construct.

2.5.2 Knowledge Structures and Perceived Task Variability

This is the area where psychological research has contributed most and where it has been established that knowledge structures affect information processing in predictable ways (Walsh, 1995). Research findings within the cognitive sciences support the proposition that the task-doer's knowledge structures influence his or her perception of the task. It has been found that knowledge structures serve to allocate attention, facilitate perception, encoding, retrieval, and speed-up problem-solving, among other skills (see Walsh, 1995, for a review). More specifically, experiments with experts' and novices' information-processing indicate that differences in knowledge structures lead to predictable and systematic differences in both perception of problems and search for their solutions (e.g. Chi & Feltovich 1981; Schoenfeld & Herrmann, 1982; Chi et al., 1988; Dukerich & Nichols, 1991; Day &
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Lord, (1992). In this perspective, perceived task variability, or the perception of an exception, can be defined as occurring when the domain-specific schemata do not contain a slot or script as to how to interpret the stimulus. Hence, when a stimulus is perceived but not recognized by the schemata, it constitutes an "exceptional case".

2.5.3 Knowledge Structures and Task Analyzability

From a cognitive perspective, "task analyzability" represents the consequences of the quality of an organization's script to perform the task. Thus, a given task is analyzable when there is a well-defined script for handling the task, and vice versa. In this perspective, the analyzability of a task is a subjective phenomenon and will, for the same task, vary among individual task performers and organizations. Similarly, the number of exceptions encountered will reflect the task performer's capacity to recognize such stimuli.

The link from perception to knowledge structures was drawn in early theories on the influence of schema on perception (e.g. Neisser 1976; Weick 1979). These theories argued that perception depended on one's schema, their stance captured in the quote of Neisser (1976):

The schema accepts information as it becomes available at sensory surfaces and is changed by that information; it directs movements and exploratory activities that make more information available... (p. 112).

This quote proposes that the task doer's schemata influence the analyzability of a problem. But dependency has both a long-term and short-term character. In the short term, search depends on perception through comparison and selection of schemata for search; in the long term, it further depends on the learning that is assimilated and accommodated by the schemata.

There is much research on the distinction between controlled and automatic information processing (for managerial application see for example Dutton, 1993). This distinction is analogous to Perrow's distinction between unanalyzable (controlled) and analyzable problems (automatic). The similarity is that analyzable problems are routinized and can be processed more automatically than can unanalyzable problems, which require careful and controlled processing. There are empirical studies supporting the proposition that the perception of unexpected stimuli interrupts automatic information processing and evokes a greater or lesser degree of problem-solving activity (e.g. Reger & Palmer, 1996; Hastie, 1984).

---

31 These differences will be further discussed in Section 3.2.
32 - or "performance programs", to use March and Simon's (1958) term.
Since degrees of task analyzability are defined by degrees of systematic search, it is interesting to take notice of more recent research on the direction of search processes. Hastie (1984) reviewed empirical studies and suggested that the information search tended to be causal in the case of unexpected events. Dukerich and Nichols (1991) elaborated on this view and found that experts tended to search for information according to the causal structure of the problem, as opposed to novices who tended to search for information according to the surface-structure of the problem. These findings support related research results on the relationship between the quality of cognitive structures, perception and search processes (e.g. Chi & Feltovich, 1981; Chi et al., 1988; Day & Lord, 1992).

Hence, the non-redundancy test suggests a positive correlation between perceived number of exceptions and perceived task unanalyzability. It may further be proposed that degree of expertise correlates negatively with number of exceptions encountered; similarly, higher degree of expertise correlates negatively with task unanalyzability. This is illustrated in Figure 2.9.

*Figure 2.9: Knowledge Structures as Antecedent of Perrow's Construct.*
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2.5.4 Objective Task Complexity and Perrow's Technology Construct

The application of Perrow's technology construct reflects a very general concept of tasks, which does not distinguish between the subjective and objective. I have argued that the lack of this distinction is at the core of the confounding problem in the construct. Specificity in
conceptual definitions and operationalizations reduces the risk of measuring irrelevant variation and increases the validity of the measures. More objectively oriented conceptualizations of tasks than Perrow’s exist, as in for example the work of Hackman (1969), Naylor & Dickinson (1969), and Naylor et al., (1980). To distinguish between the task to be perceived and the perceptions of the task gives ground to a more valid and reliable measure. A review and further development of the objective task complexity construct is given in Section 3.1.

With respect to the non-redundancy test and the evaluation of Perrow’s technology construct’s relationship to its antecedents, it is commonly held that an increase in the objective complexity of the task increases the demands on the task-doer’s information processing (e.g. Wood, 1986; Campbell, 1988). It would as such be reasonable as well to assume that variance in objective task complexity influence perceived analyzability and variability. More specifically, it may be proposed that an increase in objective task complexity will increase the perceived number of exceptions perceived. Similarly, an increase in objective task complexity will increase the unanalyzability of the task. These relationships are illustrated in Figure 2.10 and will be discussed in more detail in sections 3.1, 3.2 and 3.3.

Figure 2.10: Objective Task Complexity as Antecedent.

In the test of non-redundancy between the two dimensions in Perrow’s technology construct, I have discussed the relationship between the technology construct and its consequences, first at a theoretical and then an empirical level. It was concluded that there is a strong positive correlation between the two dimensions, perceived task unanalyzability and variability. The relationships to the consequences also had similar
direction. The test could therefore not reject the proposition of redundancy between the two dimensions with respect to the technology construct’s consequences.

The second part of the test addressed the technology construct’s relationship to its antecedents, in terms of objective task complexity and degree of expertise. The conclusion reached is that each of the antecedents is related to the two dimensions in the technology construct with similar signs. The test does not therefore provide evidence of non-redundancy in Perrow’s technology construct; it provides, rather, reasons to conclude that the two dimensions in fact reflect overlapping phenomena. I have argued that two of the overlapping phenomena can be conceived of as the cognitive structures of the task-doer and the task to be perceived. The next section points to some further complications of confounding these two phenomena, while Chapter 3 develops a theory and research model to study the consequences of confounding the task as such and the perceptions of the task.

2.5.5 Interaction Effects of Antecedents

An interaction effect is present when the effects of one independent variable on a dependent variable change at the different levels of the second independent variable (e.g. Keppel, 1991). Interaction effects between not explicated and overlapping parts of a construct are impossible to control and therefore reduce the validity of the construct. Such interaction effects are likely to take place in Perrow’s technology construct, due to the confounding of objective task complexity and the task-doer’s knowledge structures. For example, several studies indicate that experts and novices perceive tasks differently. Experts perceive certain parts of the task more accurately than do novices, while novices perceive other parts more accurately (e.g. Chi & Feltovich 1981; Schoenfeld & Herrmann 1982; Chi et al., 1988; Dukerich & Nichols 1991; Day & Lord 1992; Wiley, 1998)\(^3\). It can thus be argued that the two groups will perceive different types of task variability and that these differences differ as the types of variability change\(^4\). More specifically, recent studies indicate that novices tend to be better at performing tasks that require perception of certain types of details, while experts may at this level be at a disadvantage because of their more abstract knowledge (Wiley, 1998).

The consequence of such interaction between the two antecedents would be instability regarding the direction of the discussed relationships. Depending on the type of variation in the task and the degree of expertise, the relationships to the two Perrow dimensions would change. If this holds true, confounding the subjective and

\(^3\) These perceptual differences with respect to different types of task complexity will be discussed in detail in chapter 3.

\(^4\) Such different types of exceptions are defined and discussed in section 3.1.
objective part of the task would result in an unreliable and often invalid measure of the technology construct. The next section will further specify this critique. The subsequent chapter, meanwhile, develops a research model to study the effects of differences in knowledge structures and objective task complexity on the perceptions of task analyzability and variability, in order to thereby evaluate the consequences of confounding objective and subjective task characteristics.

2.6 Explicating Redundancy

The proposition discussed so far is that redundancy and confounding, at both the theoretical and operational levels of the technology construct, contribute to a lack of conclusive results in technology-structure research. Perceived task variability and analyzability, which have been claimed to be independent and to measure separate phenomena (e.g., Perrow, 1967; Withey et al., 1981), are both in fact dependent and comprise redundancy. The nature of this redundancy is a confounding of subjective and objective task characteristics. In this section, I will further specify some of the characteristics that are confounded and suggest how they may interact.

2.6.1 Distinguishing Between the Subjective and Objective in Perrow’s Construct

Research on task complexity can be seen in three perspectives: 1) complexity as a psychological experience, 2) complexity as a task-person interaction, and 3) complexity as a function of objective characteristics (Campbell, 1988).

For the purpose of this study it is useful to create a mix between perspectives 2 and 3 above, or a match between the task-doer’s cognitive structure and the task as a function of objective characteristics. The task-doer’s cognitive structure and the objective task complexity represent the subjective and objective elements of the task resolution process, respectively. These are analyzed separately in this study. When the task-doer perceives the [objective] task, the result is referred to as the perceived task complexity. See sections 3.1, 3.2 and 3.3 for a detailed discussion of the perceived task complexity construct and the relationship between cognitive structures, perceptions and objective task complexity.

2.6.2 Problems on the Theoretical Level

In order to explicate how the subjective and objective are mixed together in Perrow’s two dimensions, perceived task analyzability and variability, a two-by-two matrix may be illustrative. The subjective construct reflects on the one hand the task-doer’s ability to analyze the task and, on the other hand, the task-doer’s ability to perceive and
evaluate exceptions. The objective construct, for its part, reflects on the one hand the objective task complexity and on the other hand where and how objective exceptions in the task may occur.

How do differences in cognitive structure and in objective task complexity influence the relationships between analyzability and variability, as well as the relationships between these and a dependent variable? The interaction of these two constructs can be summarized as a specification of Perrow’s technology construct in Figure 2.11 below.

*Figure 2.11: The Mix of Objective and Subjective Dimensions in Perrow’s Construct.*

<table>
<thead>
<tr>
<th>Task Doer’s Cognitive Structures</th>
<th>Task Doer’s Ability to Analyze the Task Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective/Task Complexity</td>
<td>(1) Number of Objective Task Exceptions</td>
</tr>
<tr>
<td></td>
<td>(2) Task Structure</td>
</tr>
<tr>
<td></td>
<td>(3) Task Doer’s Ability to Perceive Exceptions</td>
</tr>
<tr>
<td></td>
<td>(4)</td>
</tr>
</tbody>
</table>

Task Analyzability     Task Variability

The two-by-two matrix illustrates that both task variability and analyzability have two dimensions: the objective task complexity and the subjective knowledge structure\(^\text{35}\) of the task executor. The arrows in the figure indicate how the two dimensions in Perrow’s technology are interrelated. An increase in number of objective exceptions (1) represents, as discussed in Section 2.4.4, an unexpected cue or incident in the objective task structure (2). A further definition of objective task structure is provided in Section 3.1. An increase in the complexity of task structure leads to an increase in the general information-processing demands of the executor’s cognitive structures (3).

\(^\text{35}\) For the purpose of clarity, the term “structure” refers to different concepts as it is used together with the terms knowledge (structures), task (structures) and organizational (structure). For an overview of definitions, see the list on page xii and xiii.
Furthermore, the type of objective exception (1) will interact with the task-doer's degree of expertise, as suggested in Section 2.5.5 and further discussed in Sections 3.2 and 3.3.

It is generally held that the number of exceptions and the analyzability of these exceptions are independent dimensions (e.g. Perrow, 1967 and Withey, 1983). This matrix helps as well to analyze whether the assumption of independency between the two dimensions holds. If the two dimensions are independent, it then holds that there do exist tasks that have many exceptions, of which all are analyzable, and that the task itself is consequently analyzable. It is also reasonable to suggest that a given task may have just a few exceptions but these may be un-analyzable, rendering as a result the whole task un-analyzable.

However, this logic is the result of mixing subjective and objective task characteristics. Both the number of exceptions and their analyzability are treated by this logic as objective task characteristics, yet they are not solely objective. The perceived exception is the result of both an objective task characteristic and the task doer's cognitive map of the task. Similarly, the perceived analyzability of the exception is a result of an objective task characteristic and the task doer's cognitive map of the task. Since the cognitive map of the task doer is an element of both dimensions, it is difficult to argue that the two dimensions are independent. It is likely that the task-doer perceiving a task as having many exceptions has a less complete cognitive map of the task than s/he who perceives the same task as having few exceptions. In the same vein, it is likely that the one with a less complete cognitive map engages a less systematic search behavior pertaining to the exception than does his/her counterpart with a more complete cognitive map. This argument thus proposes an opposite conclusion of that which has been commonly held in the literature; that is, that there is in fact a dependency between number of exceptions perceived and their perceived analyzability.

This argument is further strengthened when considering the objective task, which may itself be a source of dependencies between variability and analyzability as well. A complex as opposed to a simple task has more sources for variability and thus a propensity to be perceived as having more exceptions. Similarly for its analyzability, the complex task would require a more complete cognitive map to ensure a systematic search behavior than would the simple task.

2.6.3 Problems at the Empirical Level

The theoretical relationships outlined above point to how problems occur at the empirical level. Take the example of a survey study where
a task is kept constant\textsuperscript{36} but the raters of the task have different degrees of expertise. Due to differences in perceptions, the respondents will evaluate the analyzability and variability of the task differently and thereby increase the variance and measurement error of the technology construct. This will decrease confidence in the estimate and make it more difficult to obtain strong and significant estimates of correlations with other variables. The validity and reliability of the study would decrease further when the control for objective task complexity was absent. Even task differences that may seem small and insignificant may prove to be detrimental to the reliability of such measures. The same task may be routinized differently in different business units and thereby be vastly different in both objective and perceived task complexity. For instance standardization of input, transformation or output may all make a complex task simple. The assembly-line production of, for example, cars is a good illustration of how division of labor and standardization turn a complex task into the product of a set of simple and routinized smaller tasks. How different organizations have organized task resolution differently will influence both perceived and objective task complexity.

With the et al.'s (1983) assessment of the validity of the instruments for measuring Perrow's technology construct documents consequences of not controlling for differences in cognitive structures and in perceptions of task. They found a significant difference between supervisors' and subordinates' assessments of technology, however this discrepancy was neither further discussed nor included in the analysis, thereby not influencing the instruments' validity and reliability. This documented discrepancy is however interesting to the present discussion, as it provides empirical support for my argument\textsuperscript{37}.

2.7 Research Implications of the Review

This review indicates that Perrow's technology construct has in fact not been sufficiently validated with respect to possible redundancy and the consequences thereof. Furthermore, it has been shown that such redundancy is indeed likely to exist, and studies of the literature based on Perrow's original work (1967) have reinforced this proposition.

The resulting thesis is that the redundancy stems from a mixing of subjective and objective elements of the construct, which in turn leads to a confounding of factors. The confounding of subjective and

\textsuperscript{36}Which in itself is unlikely, as documented in 2.1, objective task complexity is rarely controlled.

\textsuperscript{37}A further empirical support to my argument is Maynard and Hakel's (1997) study. They measured the correlation between perceived and objective task complexity and found it to be only .34.
objective factors represents a validity problem insofar as it may obscure the relationship between the technology construct and its dependent variables. I have therefore suggested that the objective and subjective elements be separated into objective task complexity and the task-doer's perceptions of the task. The main focus of the remaining chapters is to study how these antecedents, directly and by interaction, influence perceptions of task analyzability and variability. This study aims further to empirically test how measurements, using these antecedents, compare with the conventional application of Perrow's construct.

Furthermore, the review has suggested how individual differences in expertise may have contributed to invalidating measures of technology. Some individuals may be better trained in solving certain tasks and have as a result the "appropriate" knowledge structure for solving the task, while others may have less adequate knowledge structures. Thus, if one does not control for individual differences in expertise and differences in objective task complexity, the results will rather reflect an average of the respondents' cognitive structures with respect to different tasks and not any innate properties of the task or technology in the organization. As argued earlier, there are reasons to propose interaction effects between the subjective and objective dimensions and that such effects may render main effects or averages deceptive and misleading (e.g. Nunnally & Bernstein, 1991; Kirk, 1995). Thus, to further the research on how organizations differ with respect to technology, such interaction effects should be explored.

The following chapter will develop a theory of how tasks are perceived differently by task-doers of different degrees of expertise.
3. Towards a Theory of Task Perceptions – The Research Model

Task perceptions in terms of perceived task analyzability and variability have, as mentioned, primarily been studied as independent variables in organization science. However, the discussion above points to the need to also understand the antecedents of task perceptions. The main proposition is that degree of expertise and objective task complexity influence the technology construct; that is, perceived task variability and analyzability. The corollary proposition is that the two antecedents better explain the variance in task performance than does the technology construct. The following sections will define the two independent variables and develop hypotheses for the relationships to the three dependent variables as illustrated in the figure below.

Figure 3.1: Theoretical Framework.

I will start by developing and defining the objective task complexity construct and proceed to a review and definition of the expertise construct. These two constructs set the background for the perception of tasks and eventually task performance. By having a theory of how tasks vary, and knowing experts’ and novices’ propensity to perceive different task properties, we can be more precise in our prediction of task doers’ perceptions. Finally, the perceived task analyzability and variability construct will be discussed with respect to these antecedents and the present definition will be confronted with problems of impreciseness. The propositions developed here are summarized at the end of the chapter.
3.1 Objective Task Complexity

To discuss perceived task variability and analyzability it is necessary to establish what is to be perceived. In the conceptual separation of objective and subjective dimensions of task resolution, a conceptual definition of the objective task complexity construct is necessary. The operational definition will be developed and discussed in the methodology chapter. However, the distinction between the objective and subjective raises, as mentioned, epistemological and methodological problems. Can the task or the stimuli be seen as objective - as an entity existing independently of the task doer?

The philosophical discussion of such questions is beyond the scope of this dissertation, although the main disagreements seem to have been resolved with Kant’s “cogito ergo sum” and its implications for an acceptance of a world outside our perceptions (Føllesdal, Walløe, & Elster, 1986). For empirical research, even in central writings of an interpretative tradition (e.g. Berger and Luckman, 1966; Denzin, 1989 and Strauss & Corbin, 1990) this distinction is recognized among most researchers. Berger and Luckman developed the argument that our reality exists as a result of interaction between humans and is therefore a social construction; however, according to Berger and Luckman, even elements in a constructed world can be conceived of as objective.

Neisser’s (1976) discussion within the field of cognitive psychology of humans’ interaction with the “objective world” carries much influence in organizational theory. His model of the “perceptual cycle” is the same as that later applied by Weick (1979) in his much cited enactment model, which again is central to the view of organizations as interpretative systems (Weick and Daft, 1984).

Thus, in the literature today, the main problem of the objective task complexity construct is neither theoretical nor philosophical, but rather practical. The practical challenges pertain especially to operationalizations and measurement, which represent barriers to a more extensive use of objective measures of task complexity.

3.1.1 Definition of the Objective Task Complexity Construct

Objective task complexity, according to Wood (1986), following-up on the work of Naylor and Dickinson (1969) and Naylor et al. (1980), is

36 The operational definition bridges the theoretical and empirical levels and ties the concept to observable phenomena (Frankfort-Nachmias & Nachmias, 1996)

39 I will return to these challenges in detail in the methodology chapter, Section 4.3.
conceptualized by combining two perspectives of tasks; the "task qua task" perspective and "behavior as requirements".

The "task qua task" perspective defines the task in terms of stimuli impinging on the individual. Task characteristics are "real world" dimensions that relate to the physical nature of either the stimuli or the stimulus material. The task as "behavior requirements" approach defines tasks in terms of the critical behavioral responses the task-doer is required to execute in order to achieve some specific level of performance (Wood, 1986). In order to separate individual and task effects, it is necessary to define the task independently of the individuals performing the task. The "task qua task" perspective contributes to this end, however Wood points to difficulties in identifying the stimuli, describing them, as well as how they are combined with other resources to complete the task.

The behavioral requirements framework is adaptable to describe what has to be done to perform the task, thereby making operationalization more feasible. Because behavior requirements differ from one task to the next and are a relatively stable property of a given task, they can be described independently of the characteristics of the task performer. By combining these two perspectives and drawing on the work of Naylor, Pritchard, and Ilgen (1980), Wood (1986) postulates that:

all tasks contain three essential components: products, (required) acts and information cues. These constructs are the building blocks for the definition of task complexity, but also represent the foundations of a general theory of tasks... (p. 64).

Wood's framework has won a certain foothold in management research and is increasingly applied in empirical task-related research (e.g. Puffer & Brakefield, 1989; Mykytyn & Green, 1992; Mathews, et al., 1994; Bonner, 1994; Stephen and McDaniel, 1996; Banker, et al., 1998). An advantage of this objective task complexity construct is that it provides an approach to distinguish between different sources and types of objective task variations and thereby as well an opportunity for better control in empirical variability. Such an advantage suits the ambitions of this study, as the framework has the potential to facilitate analysis of how and where in the task objective exceptions may occur.

Furthermore, these building blocks for a theory of task comply as well with Thompson's (1967) system theory of task performance which, together with the work of Perrow (1967) and Woodward (1965), is the most cited research on technology in organizational theory (Hall, 1991).

40 For a more detailed discussion of these and other perspectives on tasks see (Hackman, 1969), Naylor, Pritchard, and Ilgen (1980) and Wood (1986).
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What Thompson calls input is for Wood information cues. Wood’s required acts correspond to how the organization solves the task by handling different types of interdependencies in the process stage of Thompson’s system perspective. Wood’s concept of products corresponds to Thompson’s system’s output.

In a similar vein, Campbell (1986) synthesizes the objective task complexity construct into four sources of complexity: 1) Presence of multiple paths to a desired end-state, 2) presence of multiple desired end-states, 3) presence of conflicting linkages and 4) presence of uncertainty or probabilistic linkages. These dimensions are compatible with Wood’s and Thompson’s views: Campbell’s desired end states corresponds to Wood’s “products” and to Thompson’s “output”. Campbell’s multiple (1), probabilistic (4) and conflicting linkages (3) are properties of what Thompson’s refer to as interdependencies, which is handled in the process stage in his system perspective and describes how Wood’s products, required acts and information cues belong together.

Furthermore, Wood distinguishes between three different types of objective task complexity: component, coordinative and dynamic. Component complexity is a direct function of the number of distinct acts and information cues that need to be executed and processed in the execution of the task (Wood, 1986, p. 66). Component complexity also accounts for the kind of complexity that arises when a task involves the completion of other tasks as input. More specifically, component complexity is defined as the number of information cues to be processed, summarized over each act, in each sub-task to be performed in the overall task.

By coordinative complexity, Wood refers to the nature of relationships between task inputs and task products. Coordinative complexity pertains to the processing of information cues to handle the interrelationships between each act and the other acts to be performed in order to perform the task. He argues that

...as the number of precedence relationships between acts increases, the knowledge and skill required for the coordination of acts will also increase because individuals who perform the task will have to learn and perform longer sequences of acts. (Wood, 1986, p. 69.)

Dynamic complexity captures the changes in the means-ends hierarchy to which the task-doer must adapt. The index that Wood uses is the sum of the differences across specified time periods for anyone or all of the indices for component and coordinative complexity.

One of the differences between Campbell’s and Wood’s definitions is that Wood includes the time dimension in the dynamics of his task
complexity concept. Another is that Wood explicitly builds the objective task complexity concept on task inputs in terms of information cues, which in turn are combined by acts to make up the products. For instance, Campbell’s use of the term “paths to a desired end state” will in Wood’s terminology be described as the interactions and combinations of cues and acts that are integrated to task products.

Each of these two conceptualizations illuminates properties of relevance to the task resolution process. Figure 3.2 presents a synthesis of Campbell’s and Wood’s complexity constructs.

*Figure 3.2: Objective Task Complexity*

To the left in the figure are the information cues, illustrated by small circles. The bigger circles on the right-hand side of the figure illustrate the presence of multiple desired products (also referred to as end states, outputs or goals), all of which are concepts used to refer to the same phenomenon by different authors in the literature discussed above. Moving from right to left in the figure, complexity is further increased by the presence of multiple paths to the desired products. Some products may require an assembling of sub-tasks in order to be achieved, while there may even be conflicting interdependencies among the chosen paths. In this case there are two conflicting paths as illustrated by the two short vertical lines. In addition, uncertain or probabilistic linkages may further complicate the picture; in this case there are three probabilistic linkages, as illustrated with probability ratios (.25, .5
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and, 10). The links without probability ratios are not probabilistic, i.e. have a probability of 1.

The elements in the middle of the figure listed from right to left are not intended to indicate any sequential occurrence of the complexity elements: probabilistic linkages, conflicting interdependencies and multiple paths to desired products could occur both before and after any assembling of sub-task. Further more, the assembling of sub-tasks may at a lower level of analysis be viewed as end products. The selection of level of analysis is thus critical to the analysis of objective task complexity. Finally, these elements may change over time as illustrated by the vertical arrows at the bottom of the figure. Each dimension in the objective task complexity construct is a driver of the task’s complexity.

The figure illustrates four desired products. To simplify the illustration, let us assume that we only desire to reach the product marked “1” and consider how this product can be reached. Under the label “Presence of multiple paths to the desired products” we can see that there are three paths to this state. Under the label “Assembly of subtasks” we can see that two of the paths go through a sub-task, specifically sub-tasks “x” and “y”, and that one does not go through any sub-tasks. Under the label “Presence of conflicting interdependencies” we see that two paths are conflicting, illustrated by the two small vertical lines crossing two paths. The direct path, from the cue to the end state, is in conflict with one of the paths to the sub-task “x”. Under the label “Presence of probabilistic linkages” we see that the direct link is also probabilistic, as are two of the paths to the sub-task “z”. Finally, we see that 6 of the information cues are by direct or indirect links related to the desired product 1.

In the following sections, this model of objective task complexity will be further expanded, based on research on experts’ and novices’ information processing, describing properties of tasks perceived differently by the two groups. Central to this stream of research has been the concepts of deep- and surface-structure. The following sections will integrate the concepts of deep- and surface-structure into the objective task complexity construct, providing a starting point for an instrumental operationalization of the objective task complexity construct that will be utilized in this study. This will further provide the basis for a more specified discussion of experts’ and novices’ information processing capacities and, finally, may contribute to more precise predictions of how experts and novices perceive a task’s analyzability and variability.

3.1.2 Definition of a Task’s Deep- and Surface-Structure

Chomsky is often referenced for the concepts of deep- and surface-structures, having applied the constructs in linguistics to develop a
theory of transformational grammar (Chomsky, 1957). Analysis of the surface-structure of sentences is similar to the parsing exercise in grammar, where sentences are parsed into for example a verb phrase, a noun phrase, an adjective and a pronoun. Linguistics used such labels to form “rewrite rules” for actually generating sentences (see for example Anderson, 1985, for a brief introduction).

Chomsky (1957) demonstrated, by such rules for transformations, that sentences with very similar meanings could have very different surface-structures, as the deep-structure of the sentence reflects more directly the meaning of the sentence. Chomsky’s ideas have strongly influenced cognitive psychology and researchers within the cognitive sciences have adopted the concepts of surface and deep-structure (e.g. Anderson, 1985).

Tversky and Kahneman’s (1981) use of the deep- and surface-structure constructs illustrates how these constructs were applied to research on decision tasks. Two groups of task-doers were presented the same decision problem, but one of the decision problems was formulated by a surface-structure presentation, and the second by a deep-structure presentation. The deep-structure presentation consisted only of the mathematical meaning necessary to capture and solve the problem, while the surface-structure problem also captured a context of the problem as well as other information irrelevant for a purely rational solution of the problem. The study showed how problem solvers, depending on the presentation of the problem, allowed other aspects than the mathematical logic\(41\) to influence their answers (Tversky & Kahneman, 1981).


The cognitive science literature’s definitions of a task’s deep- and surface-structure are parallel to the linguistic definition and relatively general. A task’s surface-structure is defined as the stimuli that are accessible on the surface of the task, as in the sentences in the task description of a puzzle in physics (e.g. Chi et al., 1981). The deep-structure of a task is defined as the underlying laws or principles used to solve the task, as in physical laws in Chi’s physics puzzles (Chi et al., 1981, 1982 and 1988; see also for example Simon, 1979 and Hammond, Hamm, Grassia, & Pearson, 1987). The task complexity

\(41\) Tversky and Kahneman (1981) used Subjective Expected Utility (SEU) theory to model such mathematical rationality.
construct and the concepts of deep- and surface-structure have not before been tied together as a unified specification of task characteristics. The discussion of the objective task complexity construct in the previous sections can however be used to create more precise definitions of a task's deep- and surface-structure.

I will first define the six dimensions listed at the top of Figure 3.3 (on page 49) as the task's structure, which represent the task's structural complexity, also called objective task structure or, simply, task structure. Secondly, it follows that the dynamic complexity represents variation in the task structure, as illustrated by the arrows at the bottom of the same figure. Such objective variation can be conceived of as a normal distribution defining what is a normal case and what is an exceptional case. By statistical means, objective exceptions can be distinguished from normal variation and made both operational and measurable. This definition also underscores the distinction between objective and perceived exceptions. Perceived exceptions may reflect normal variation in the task.

Structural complexity can also be divided and specified into the task's input, process and output (e.g. Bonner, 1994). The input is the information cues, the output the desired products, and the process the handling of probabilistic linkages, conflicting interdependencies, multiple paths to desired products and the assembly of sub-tasks. Task input and output reside in the surface of the task, assuming that they are directly accessible in the stimulus material. Perceived exceptions in the process, by which the inputs are transformed to outputs, reflect the task's deep-structure.

This structural complexity construct provides a practical framework for a more specific definition of a task's surface and deep-structure. I will define a task's surface-structure as the task's inputs (cues) and desired products, since these are assumed to be available in the immediate stimulus material. The deep-structure of the task corresponds to the "process part" of the task, which represents the way in which acts and cues are combined and assembled through sub-tasks to form products. The deep-structure is not directly observable in the stimulus material, but may be inferable. Below is the task's deep- and surface-structure incorporated into the picture of objective task complexity as first presented in Figure 3.2 (p. 45).
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Figure 3.3: Relationship between Surface and Deep-structure and Objective Task Complexity.

Coordinative and component complexity specify how these basic task elements are combined to form the outputs of the task. The objective task structure meanwhile, as specified by the input, process and output concepts, provides a less detailed, but more practical operationalization. The refined definitions of a task’s deep- and surface-structure tie the objective task complexity construct to the theories of experts’ and novices’ information processing, thereby providing richer and more specific content to these constructs.

Finally, I will define the term “critical complexity” as the simplest way of solving the task. The critical complexity is identified by the selection of information cues, the selection of paths and the assembly into sub-tasks that minimize the information processing necessary to solve the task to the agreed upon quality. Critical complexity bears resemblance to the shortest path problem in operational research and management Science. This concept is also important for the evaluation of objective exceptions; if the objective exception arises within the critical complexity, it may alter the way the task is best solved. Exceptions arising outside the critical complexity will not lead to a change in the optimal resolution path.42

42 On the other hand, it may be noted that, permanent changes within or outside the critical complexity may change the optimal task resolution and thus, the critical complexity.
The critical complexity construct will come in handy in the operationalization of objective task complexity and the measurement of perceived task variability, analyzability, and performance. Furthermore, it opens up for a refined definition of surface-structure and deep-structure tasks: “Surface-structure tasks” (SS-tasks) are tasks where the critical complexity resides mainly in the surface-structure of the task, while “deep-structure tasks” (DS-tasks) are tasks where the critical complexity resides mainly in the deep-structure of the task. I will also refer to tasks that are a blend of the surface and deep-structure task, which I will call I-tasks. These definitions are central to analyze the perceptions of tasks later in this chapter (section 3.2, 3.3 and 3.4).

3.1.3 A Distinction Between Task Difficulty, Routine Task and Task Complexity

In the organizational literature, Perrow’s framework is often used as a reference for the definition of task difficulty, routinization and complexity, in addition to task analyzability and variability. Examples include Van de Ven and Delbecq (1974), Van de Ven et al. (1976), Galbraith (1977), Tushman and Nadler (1978), Dewar and Hage (1978), Daft and Weick (1984), Daft and Lengel (1984), and Liker, Haddad, & Karlin (1999). It follows from the discussion above (Section 3.1.1) and the definition of task complexity that these are not the same. More importantly still, an implicit assumption often taken in the task-related research, and in the Perrow tradition in particular, is that a complex task or a difficult task cannot be a routine task. Following the same logic, a non-routine task may be said to be equivalent to a complex or a difficult task. This would often be incorrect and confusing to both research and practice.

Task difficulty and routine are subjective constructs, which are discussed both at the individual and organizational level. At the individual level, both constructs pertain to the match between the task-doer’s cognitive structures and the objective task complexity. Routinization at the individual level is simply how well the task is learned and the degree to which the task-doer’s cognitive structures allow the information processing to go on automatic (e.g. Sternberg, 1994; Dutton, 1993).

Parallel relationships are found at the organizational level. The quality of an organization’s routine can be defined as how well the organization’s routines match the task in question (see for example Sims & Gioia et al., 1986 and Walsh, 1995 for a discussion of the relationship between individual and organizational knowledge and routines). With respect to the definition of the objective task complexity construct in Section 3.1.1, routinization regards the degree to which different paths from information cues to desired products are learned
and supported by organizational means. This specification captures the often mistaken assumption that only simple tasks are routinized in organizations; the importance of routinizing more complex tasks becomes more obvious in knowledge intensive firms, which depend on being better than their competitors at repeating knowledge intensive services.

3.2 Degree of Expertise

Sternberg (1994a) summarizes the evolution of the expertise construct as progressing through three stages. Initially, the work of Newell, Shaw and Simon (1958) and others put the processing of information in focus, in contrast to the then prevalent focus on “stimulus – response” theories. Through studying chess players’ problem-solving they developed a theory of grand masters’ superiority in information processing (Newell, Shaw, & Simon, 1958). From this definition of expertise as superiority in information processing through, secondly, viewing expertise as arising from quantity of knowledge, recent research has been focusing on the importance of how experts’ knowledge is organized. Steinberg (1994a) summarized findings from the evolution of the expertise construct into 8 dimensions: different cognitive processes, higher quantity of knowledge, superior knowledge organization, superior analytical ability, superior creative ability, superior automatization, and superior practical ability.

This study’s conceptual definition of expertise, as a match between the task-doer’s cognitive structures and the objective complexity of the task, can be seen as a synthesis of these developments. The more sophisticated cognitive maps of the task, the higher the expertise. The operational definition is discussed and presented in the methodology chapter. The next sections elaborate on the specific properties found to characterize different levels of expertise.

3.2.1 General Findings on the Information Processing of Experts and Novices

An early review of expertise research concluded that experts do solve problems faster — although they use more time on the early phase of problem-solving (Chi, Glaser, & Rees, 1982). Contrary to perhaps practitioners’ views, expertise is domain specific. However, within experts’ specific domains of expertise, the expert’s knowledge is much more elaborate than that of novices. Experts’ long and short-term memory is also superior to that of novices, especially of logical patterns. Experts also tend to have a more general focus and may to a

---

43 See for example Nelson & Winter (1982) and Walsh & Ungson (1991) for a perspective on how routines are developed and drawn upon from an organizational memory.
Towards a Theory of Task Perceptions – The Research Model

lesser extent than novices notice and remember details that are less relevant to the task (Chi et al., 1982).

More recently, various studies equate experts with superior performers (e.g. Ericsson & Smith, 1991; Sonnentag, 1998; Sonnentag & Schmidt-Braße, 1998). High performers pursue more specific goals (Hershey, Walsh, Read, & Chulef, 1990), use more time on the analyzing phase (Klemp & McClelland, 1986) and spend more time on planning (Earley, Wojnaroski, & Prest, 1987) and on developing good internal representation of the problem early in the work process (Klein & Hoffman, 1993). High performers seek more feedback and are particularly interested in negative feedback that provides opportunities for improvement (Ashford & Tsui, 1991; Sonnentag, 1998)\(^{44}\).

On the other hand, Wiley (1998) found that novices are more flexible in addressing problems where the logic is contrary to what may be expected based on common knowledge. It is assumed that a huge amount of domain specific knowledge makes the expert able to quickly perceive a pattern in, for instance a chess table, and recall and compare this with a huge quantity of learned patterns. However when the pattern is unfamiliar and does not follow the rules within the knowledge domain, experts’ knowledge may cause a fixation and novices may then better solve such problems.

Research on experts’ and novices’ information processing has been successful in identifying significant differences between the two groups’ knowledge content and their ways of structuring and processing information. Relevant examples are found in studies on the differences in forward and backwards reasoning in problem-solving processes (e.g. Newell & Simon, 1972; Chi & Feitovich, 1981; Chi et al., 1988; Lord & Maher, 1990; Dukerich & Nichols, 1991; Day & Lord, 1992; Ericsson & Charness, 1994; Schenk et al., 1998; Wiley 1998). Experts are found to engage in more forward reasoning strategies in problem solving, while novices apply more backward reasoning techniques. This is especially prevalent in problem domains where the solution can be predicted by stable rules as in physics and math. In problem with less stable and clear rules this difference is less clear (Anderson, 1985).

This is the case in the domain of software programming, where the rules are the properties of the programming language and where the goal is a rich and precise model of the problem. In this domain the difference between novices and experts is that experts tend to develop the breadth of the problem solution first, while novices tend to develop the depth. The advantages of the breadth-first strategy are clear in the more complex programming tasks, where the solution often depend on

\(^{44}\) See Sonnentag and Schmidt-Braße (1998) for a further review of expertise as superior performance.
the breadth of alternatives on previous steps (Anderson, Farrell & Sauers, 1984; Anderson, 1985).

One of the more robust findings in research on experts' and novices' problem-solving is that experts apply different principles than novices to sort and describe problems (e.g. Chi & Feltovich, 1981; Schoenfeld & Herrmann, 1982; Day & Lord, 1992; Ericsson & Charness, 1994). Novices are found to define problems in terms of their surface-structure, while experts seem to define problems in terms of their deep-structure (e.g. Chi & Feltovich, 1981; Schoenfeld & Herrmann, 1982; Day & Lord, 1992). Fewer studies have explored differences in experts' and novices' search processes. Dukerich and Nichols (1991) nonetheless found that experts tended to search for solutions relative to the problems' deep-structure, while novices seemed to search according to the problems' surface-structure.

3.2.2 Experts' and Novices' Selective Perception

A related research stream has explored a wider range of personal characteristics as determinants of what managers perceive and, in particular, whether such characteristics lead to selective perception (e.g. Dearborn & Simon, 1958; Kefalas & Schroderbek, 1973; Hambrick & Mason, 1984; Walsh, 1988; Waller et al., 1995; Beyer et al., 1997). Selective perception has often been defined in terms of general narrowness of perceptions, whether perceptions are directed toward information related to functional experience (Beyer et al., 1997) or categories of problems (e.g. Waller et al., 1995; Walsh, 1988; Dearborn & Simon, 1957; Cowan, 1990). Examples of frequently used personal characteristics are functional background, age, hierarchical position, and national-cultural background (Markóczy, 1997).

Dearborn and Simon (1958) argued that the subject perceives "what he is ready to perceive" and found a positive correlation between functional experience and selective perception. Later empirical studies have not managed to fully replicate this finding (e.g. Walsh, 1988; Beyer et al., 1997) and suggest that the relationship between functional background, belief structures, and selective perception is not that clear.\(^{45}\)

This research stream has been of interest to the management field, since managers' perceptual bias would have consequences for their ability to handle different types of stimuli. Research on selective perceptions is related to the present study's interest in experts' and novices' characteristics are poor proxies for the underlying cognitive structures that could lead to such differences in perceptions. I will come back to this point in section 4.4 about the operationalization of the expertise construct.

\(^{45}\) Furthermore, Markóczy (1997) found that such simple personal characteristics are poor proxies for the underlying cognitive structures that could lead to such differences in perceptions. I will come back to this point in section 4.4 about the operationalization of the expertise construct.
perceptions, as the question at hand is whether there are any predisposed properties of experts and novices regarding perceptions of task variability and analyzability. Or, more specifically, whether experts and novices have systematically different perceptions with respect to task variability and analyzability and how such perceptual propensities influence performance.

Earlier studies clearly conclude that novices tend to focus on a task’s surface-structure and experts on the deep. It is implicit in these studies that the opposite holds true as well: that experts do not perceive a problem’s surface-structure while novices do not perceive its deep-structure.

Such cannot, however, be concluded from these experiments. The reason lies in the general design of the experiments, where one task was administered to two groups - one group of experts and one group of novices. In these studies, the task description itself was defined as part of the task; in fact, it was defined as part of the task’s surface-structure (Chi et al., 1981). Thus, a variation of the task description was a manipulation of the surface-structure of the task. And yet in principle, the task may require a cognitive response that relates either to the task’s surface or deep-structure or to both dimensions. The early studies of expertise used tasks that, for a correct solution, required a response relating only to the deep-structure of the task. Consequently, we do not know from the earlier studies whether experts also perceive the surface-structure of the task, nor whether they would respond correctly if the task required a cognitive response relative to the task’s surface-structure.

If the manipulation also applied tasks that required a surface-structure response, several interesting questions could have been answered. Would experts then perceive the surface-structure? Would experts or novices be superior at the “surface-structure task”? In which of these two dimensions do exceptions most contribute to increased perceived variability and decreased analyzability, and is this effect equal for experts and novices?

It may be argued that experts and novices would perceive exceptional cases differently as well. It is likely that experts perceive fewer exceptions, since experts have broader and more sophisticated cognitive maps pertaining to the task than novices do and thus have seen it all before. On the other hand, it may be that their more elaborated cognitive maps lead the experts to be more sensitive to exceptional cases, as these maps enable them to discover a wider range of task relevant cues and thereby identify exceptional cases that a novice would not notice. To develop more specific hypotheses about experts’ and novices’ perceptions of task variability and analyzability, it is necessary to discuss both the cognitive properties of the task doer
(experts and novices) and the properties of what is to be perceived
(objective task complexity).

3.3 Task Perceptions: The Relationship Between Degree of
Expertise and Objective Task Complexity

The purpose of this section is to discuss how objective task complexity
and degree of expertise influence perceived task variability and
analyzability. I will discuss consequences of manipulating the
constructs - specifically, objective task complexity and degree of
expertise - and analyze how they influence the two Perrow dimensions.
The objective is to achieve a better understanding of the relationships
between task perceptions, degrees of expertise and objective task
complexity.

3.3.1 Perceptions of Objective Task Complexity

Perrow’s definition of number of exceptions encountered raises three
sets of questions. Firstly, what is necessary in order to classify a task as
having many exceptions? Is it many exceptions per task completion, or
many exceptions per time unit? Must there be many exceptional stimuli
to categorize the task as “non-routine” or is one exception sufficient?

Secondly, there is a set of questions pertaining to type of exception
perceived. Is it the case that all exceptional stimuli are dealt with in the
same way? What about the time needed for resolving each exception?

Thirdly, what is an exceptional stimulus? Is an exceptional stimulus one
that has never before been encountered, or may it in fact have been
previously encountered but not yet been incorporated as a routinized
script for the task resolution process? Can it be a familiar stimulus and
yet cause the case to be categorized as an exception if it demands that
the task-doer change the script for task resolution, as Weick (1990)
suggested as one cause of the Tenerife air disaster?

It is intuitively clear that both the number and type of cues may put
task-doers out of their routine. However, these questions demonstrate
that in order to understand when and how an exception is perceived we
need to understand how the task-doer comes to perceive the task,
making a conceptualization of perceived task complexity necessary.

Perceived task complexity is different from both perceived task
analyzability and variability, although they are often not distinguished
in the management literature. Parallel to Wood’s definition of objective
complexity, I will define “perceived task complexity” to be the
perception of the task doer of the objective task complexity. The task-
doer’s perceptions of reality may be a quite accurate reflection of the
objective task complexity, but may also add complexity elements not
objectively there; or there may be objective complexity elements that are not perceived. Thus, the task-doer may perceive a task as either more or less complex than it objectively is. This implies that task doers may perceive a reduced or increased complexity of a task by the ways in which they approach it, since there may well be several ways to perform a given task. Perceived complexity can be equal to, smaller or greater than the objective complexity.

Neisser’s perceptual cycle (1976, p. 112) may be of help here to illustrate the relationship between the task-doer's cognitive structures, perceptions and the objective task complexity. Compared to the original model it has been modified to include a more specified level of objective task complexity, task relevant schema and perceived task complexity.

*Figure 3.4: Neisser’s “Perceptua Cycle” (modified)*

The constructs within the circle are at a more specific level than the more general constructs outside the circle. The three triangles illustrate different parts of the perceptual cycle, starting outside the circle in the triangle to the left with a schema of the present environment. This schema directs the perceptual exploration in the right triangle. The perceptual exploration samples information from the actual present environment; the triangle at the top of the figure. Information from the actual environment does in turn modify the schema of the present environment.
The two levels of abstractions, inside versus outside the circle, reflects the view of Neisser (1976) that the more general schema, e.g. of the actual present environment, guides the more specific schema related to the relevant task. The logic is similar for the two other triangles as well. In the triangle to the right, the "perceived task complexity" is guided by the more general process of perceptual exploration, anticipating consequences and opportunities before translating them into action (Neisser, 1976). In the triangle at the top of the figure, the "objective task complexity" of interest is embedded in the greater context of the "actual present environment".

The three constructs within the triangles and covered by the circle (task relevant schema, objective task complexity and perceived task complexity) represent my modification of Neisser's original figure. On this more specific level the model illustrates how the task-doer's task relevant schema directs the perception of task complexity. Similarly, by the perceptual exploration, the perception of task complexity samples information of the objective task complexity. This sampled information in turn modifies the task-doer's task relevant schema.

Perceived Task complexity can be conceived of as those complexity elements that the task-doer takes into consideration, ranging from none to all possible combinations of cues, acts and outputs and including irrelevant and misleading ones. Increased perceived task complexity places a heavier burden on the analytical abilities of the problem solver, conceivably even more so for a novice as perceived complexity may exceed objective complexity, and novices' cognition is not as "automated" as the experts'.

With respect to operationalizations and methodological concerns, there may also be difficulty in evaluating and comparing different perceptions of the same task, and comparing perceived and objective complexity. To clarify and make possible the development of standards to evaluate perceived task complexity, the concept of critical complexity as defined on page 49 is instrumental. Since the objective complexity of a task may increase or decrease, depending on the solution strategy applied, the notion of critical complexity provides us with a more objective standard: namely, the most efficient way to combine the cues and acts to perform the task to the agreed-upon quality.

If we know how tasks are perceived by task-doers with different degrees of expertise, as well as which dimensions they perceive, it becomes possible to predict which exceptions are likely to be perceived, which are not, and by whom. Furthermore, if one knows the critical complexity it becomes possible to evaluate perceptions as well. This is relevant for the operationalization of the objective task complexity construct, to which I will return in Section 4.3. Where such
exceptions are likely to be located is also important for an understanding of the perceptions of exceptions. The following section provides three categorizes for such sources.

3.3.2 Three Sources for Perceptions of Exceptions – challenging perceived Task Analyzability

Although the Perrow research tradition assumes that the perception of exceptions and the analyzability of the task are independent, the theory presented here proposes that they are dependent on each other by their shared antecedents. This implies that if task-doers' knowledge structures are inaccurate reflections of the objective task complexity, task-doers will both perceive more exceptions and search less systematically; that is, they will perceive the task as less analyzable than if they had an accurate knowledge of the task.

Systematic search, or high-perceived task analyzability, can only be achieved when an accurate overview of the structural complexity is established. The structural complexity is also itself a main source of perceived exceptions, also without objective variation\(^{46}\). The structural complexity specifies where the objective variation occurs. The structural complexity construct embraces three sources from which perceptions of exceptions may arise: input (surface-structure of the task), process (deep-structure of the task) and output (surface-structure of the task). Each of these sources is a challenge to the analyzability of the task\(^{47}\).

To explore the differences in perceptions between task-doers of different degrees of expertise, it is helpful to distinguish between tasks on the basis of where in the task structure the critical complexity resides.

Critical complexity is, as mentioned in Section 3.1.2, defined as the selection of the solution path that minimizes the information-processing necessary to solve the task to agreed-upon quality. Although any solution path must go from information cues through a set of required acts to the desired end products (Wood, 1986), it is also a question of where in fact the main thrust of the critical complexity

\(^{46}\) This is the case in any learning processes where the task-doers' cognitive structures assimilate more of the objective task complexity and adjust to their new perception of the task, as in Neisser's (1976) “perceptual cycle”.

\(^{47}\) Again, here it is important to distinguish between objective exceptions and perceived exceptions as defined in section 3.1.2. The concept of critical complexity is also important here. If the objective exception arises within the critical complexity, it alters the way the task is best solved by requiring another resolution path. Exceptions arising outside the critical complexity will not lead to a change in the optimal resolution path.
resides. For example, for some tasks it is sufficient to connect information cues directly to the desired end states, without dealing with the complexity in the deep-structure or the process part of the task, as illustrated in desired products 1 and 4 in Figure 3.3 (on page 49). In other tasks, it is necessary to handle inter-dependencies and assemble sub-tasks — that is, to work with the deep-structure of the task - in order to reach the desired end products, as illustrated in desired products 2 and 3 in Figure 3.3. In the first instance, the task-doer best solves the task without exploring or using the deep-structure of the task; in the second, the task-doer cannot solve the task without exploring and using the deep-structure of the task. When stating that “the critical complexity of the task resides in the surface-structure”, it is suggested that the task-doer best solve the task without manipulating complexity elements in the deep-structure of the task. The task is most successfully solved when linking task elements residing in the surface-structure of the task. By stating “the critical complexity resides in the deep-structure of the task”, the implication is that the task-doer can only solve the task by manipulating complexity elements residing in the deep-structure of the task.

Where the objective exception exists and the critical complexity resides may have different consequences for the task’s analyzability, depending on the task doer’s degree of expertise. The theory of experts’ and novices’ perceptions implies what types of exceptions the two groups are and are not likely to perceive. If an expert is exposed to an objective exception in the deep-structure of the task, it is proposed that the probability that the exception be perceived is high. This is due to the traditional theory of experts’ information-processing, which predicts that experts search the deep-structure of the task. If, on the other hand, an expert is exposed to an objective exception in the surface-structure of the task, the probability for the exception to be perceived is proposed to be low. Since novices are found to search the surface-structure of the task, the correlating relationships are proposed opposite in direction to those of the experts. The consequence of not perceiving an objective exception in the task’s critical complexity is that the task resolution will tend to demand more search activity and will be less systematic than regularly since the task resolution requires another than its regular solution path. These proposed perceptual propensities are illustrated in Figure 3.5 below.

48 The theory about experts’ and novices’ perceptions relative to the objective task complexity will be summarized and specified in terms of hypotheses in the next section, section 3.4.

49 It follows from Perrow’s definition of perceived task analyzability that more search activity implies lower perceived task analyzability.
Perceived task analyzability is thus affected by the task-doers’ degree of expertise as well as where the objective exception arises. For task-related research in general, the distinction between objective exceptions and perceptions of exceptions, and whether or not the exception resides within the critical complexity, seem central to theory development and measurement. Without controls, these aspects will be confounded and, since there is a proposed interaction effect, real effects may as a result be canceled out. The next section develops a specific research model and hypotheses to test the theory presented in this chapter.
3.4 Putting it together: Research Model and Hypotheses

The three previous sections have defined the objective task complexity construct, the expertise construct and the relationship between expertise and the perceptions of objective task complexity. This section ties the three together by recapturing and specifying both the research model and relationships developed in the theoretical sections, in terms of testable hypotheses.

To provide an overview, the research model (Figure 3.6) applies the numbers I to V, with I to IV designating the relationships between antecedents of the technology constructs and the technology construct. The black solid lines point to the main effects this study focuses on50. The “overall hypothesis”, H1, is formulated to test all four relationships simultaneously. Hypotheses 2, 3, 4 and 5 pertain to each of the four proposed main effects (I-IV). Hypotheses 6 – 15 address the interaction effects between degree of expertise and objective task complexity, with respect to each of the three dependent variables. The third dependent variable, task performance, is of particular interest, since it makes it possible to compare the predictive power of the technology construct to that of the two antecedents. The gray lines, marked with the number V, pertain to comparative hypothesis 15.

Figure 3.6: Research model

---

50 Main effect refer to the average effect of a single factor (in this case, of objective task complexity or degree of expertise) (Keppel, 1991).
The section is written up accordingly. First, the overall hypothesis is presented, then the main effects, the interaction effects, and finally, the comparative hypothesis 15.

3.4.1 Overall Test

The overall test reflects as mentioned one of the main arguments in this dissertation as outlined in section 2.4 and discussed in detail in chapter 3. It tests to which degree objective task complexity and degree of expertise directly and by interaction influence the perceptions of task analyzability and variability. Thus, the main hypothesis is:

H1: Objective task complexity (otc), degree of expertise (e) and their interaction (tse) influence perceived task analyzability (pta) and variability (pvt).

3.4.2 Main Effects

**Expertise => Perceived Task Variability and Analyzability (Between Groups Effects).** These hypotheses test to what extent degree of expertise influences perceptions of task analyzability and variability. Experts’ and novices’ perceptual propensities are discussed in Section 3.2, and their perceptions of tasks in Section 3.3. For the main effects on perceived task variability and analyzability, the following hypotheses result from these discussions:

H2: The higher the degree of expertise, the lower the perceived task variability.

H3: The higher the degree of expertise, the higher the analyzability perceived.

**Objective Task Complexity => Perceived Task Variability and Analyzability (Within Groups Effects)**

Objective task complexity will have a main effect on perceived task variability and analyzability, although of most interest is the interaction effect with degree of expertise. Novices are proposed to have a better understanding than do experts of the surface-structure of the task, while experts are proposed to have a better understanding of the task’s deep-structure. Thus, on average, given the interaction effect is perfect, one would expect the effects to cancel each other out, as illustrated in Figure 3.7 (on page 63). However, the understanding of a task’s deep-structure provides a general understanding of the task – even when the critical complexity resides in the surface-structure. Since the understanding of the deep-structure of the task benefits experts, also

---

\(^{51}\) For a discussion of how the empirical observations of these variables are to be done, see the sections for operationalizations in the methodology chapter.
when the critical complexity resides in the surface-structure of the task, perceived variability and unanalyzability will on average, for a population of experts, intermediates and novices, increase as the critical complexity is moved from the surface to the deep-structure of the task.

**H4:** The perceived variability of the task will increase as the critical complexity is moved from the surface to the deep-structure of the task.

**H5:** The perceived analyzability of the task will increase as the critical complexity is moved from the surface to the deep-structure of the task.

### 3.4.3 Interaction Effects Between Expertise and Objective Task Complexity

To explore the differences in perceptions among task-doers with different degrees of expertise, it is helpful to distinguish between tasks on the basis of where in the task structure the critical complexity resides. The theory of experts’ information processing predicts that experts think of problems in terms of their deep-structure (DS), while novices tend to think of problems in terms of their surface-structure (SS). The hypothesized interaction between a objective task complexity and the perceptual properties of task-doers of different degrees of expertise can be summarized with respect to perceived task variability, perceived task analyzability and performance, as in the figure below.

*Figure 3.7: Hypothesized Directions of Interaction Effects.*

[Diagram showing interaction effects between expertise and objective task complexity. The diagram illustrates how experts, intermediates, and novices perceive task variability and analyzability at different levels of treatment dose and task structure.]

*Tasks, where critical complexity is gradually moved from the surface structure to the deep structure of the task.*
This figure illustrates the directions of the hypothesized interaction between degree of expertise and objective task complexity with respect to the dependent variables perceived task variability, analyzability and performance. The x-axis, "treatment dose", represents the variable objective task complexity in term of tasks, where critical complexity at the low end of the continuum resides in the task's surface-structure and, conversely, resides at the high end in the task's deep-structure. The Y-axis represents the response of experts, intermediates and novices to the treatment they are exposed to.

A fundamental rationale for this study is that confounding of subjective and objective task characteristics is a major reason for the lack of clear results in technology-structure research. Strong disordinal interaction effects between objective task characteristics and the task-doer's perception would statistically cancel out the main effects between technology and structure or any other dependent variable, if the objective and subjective were not controlled. Figure 3.7 illustrates this point: on average, degree of expertise and objective task complexity have no effect on the three dependent measures. The flat line, illustrating intermediates' perceptions, is the average response of experts and novices together. But there is a strong effect when considering the expert and the novice group isolated.

As shown in the literature review, there is no tradition for controlling for objective task complexity and respondents' degree of expertise in task-related research in organizational theory today. Testing the hypotheses presented here should indicate whether there should be.

Of course, the interaction effects are in all probability not as perfect as the illustrations suggest; the point is to illustrate the general direction of the interactions as the theory presented here predicts. Below follows the verbal formulation of the 9 hypotheses on interaction effects, with three hypotheses for each dependent variable.

---

52 The operationalization of objective task complexity construct, i.e. the design of this treatment, is described in further detail in section 4.3.

53 An interaction is disordinal when the rank order between two factors changes over different levels of the other factor. In a plot this can be diagnosed when plotted lines for the two factors cross each other, as illustrated in figure 3.7. With disordinal interaction effects, analysis of the main effect alone will give an incorrect picture. The interaction effects have to be analyzed in order to get the right picture of the effects (Keppel 1991; Kirk, 1995)
Towards a Theory of Task Perceptions – The Research Model

**Expertise – Objective Task Complexity – Perceived Task Variability**

H6: Novices perceive the surface-structure (SS-) tasks as less variable than do experts. Intermediates perceive the SS-tasks as more variable than do novices but less variable than experts do.

H7: Intermediates, experts and novices perceive the intermediate-structure task (I) equally with respect to its variability.

H8: Experts perceive the DS-tasks as less variable than intermediates, who perceive them as less variable than do novices.

**Expertise – Objective Task Complexity – Perceived Task Analyzability**

H9: Novices perceive the SS-tasks as more analyzable than do experts. Intermediates perceive the SS-tasks as less analyzable than novices do, but more analyzable than experts.

H10: Intermediates, experts and novices perceive the intermediate-structure task (I) equally with respect to its analyzability.

H11: Experts perceive DS-tasks as analyzable and more analyzable than intermediates do, and intermediates perceive them as more analyzable than do novices.

**Expertise – Objective Task Complexity – Performance**

H12: Novices perform better than intermediates on SS-tasks, who in turn perform better than do experts.

H13: Novices, intermediates and experts perform equally well on I-tasks.

H14: Experts perform better than intermediates on DS-tasks, who again perform better than do novices.

3.4.4 Competing Models: Technology Construct vs. Antecedents

This study suggests that the task doer’s degree of expertise and the objective task complexity influence perception of task variability and analyzability. If the hypotheses above are supported, the implication is that perceived task variability and analyzability are well explained by variables typically neglected in previous research. This holding true, prior studies using perceived task variability and analyzability have as a

---

54 The intermediate task (I) is conceptually defined on page 50 and further operationalized in the methodology section 4.3 (p. 73-88), as is the SS- and DS-task.
consequence been exposed to sources of uncontrolled and systematic influence. It follows that these sources, as specified here, will cause an increased variance in Perrow's technology construct, increase the error term in the regression and in turn reduce the $r^2$ square, or, simply put, cause the construct to be a poor predictor of any dependent variable.55

The research model, as previously presented in Figure 3.6 (on page 61), illustrates two possible models as predictors of performance: one comprised of the two dimensions in the technology construct, and the other is the antecedents of the technology construct. The relationships are marked with the numeral V. Hypothesis 15 is a comparison of the two models, which also tests the effects on performance of expertise and objective task complexity. The essence of the rationale behind the hypothesis is that the match between objective task complexity and expertise has stronger effects on performance than do the task-doer's perceptions of task variability and analyzability. Furthermore, since Perrow's technology is subject to the effects of objective task complexity and expertise, as is the performance variable, the noise caused by the antecedents is proposed to weaken the predictive power of the technology construct.

H15: Performance is better explained by degree of expertise and objective task complexity than by perceived task variability and analyzability.

As a whole, these hypotheses suggest in what manner degree of expertise and variations in objective task structure influence perceptions of task variability and analyzability as well as performance of tasks. What is new about these hypotheses, compared to earlier studies, is that there are three levels of expertise assessed: that of novices, intermediates and experts. Intermediates have not previously been studied in expertise research.

Furthermore, the set of hypotheses is very specific with regard to comparisons of groups, with directional hypotheses on three rather than two levels. Introducing the third level of analysis involves a dramatic increase in complexity; in directional hypotheses with comparisons of two variables and two levels, there are only two other possibilities than the hypothesized to consider. With three levels there are 10 other possibilities than the one hypothesized to be examined. This is as a consequence a relatively specific theory and the chances that some of the levels are not as hypothesized is greater than in the tests typically applied.

The main point of the study is however not the rank order test of each single hypothesis. The objective is, rather, to test the general thesis:

55 See section 7.2 for a further specification of this argument.
namely, that objective task complexity and expertise influence the three dependent variables. The specificity in the hypothesized relationships is intended to facilitate understanding of how the dependent variables are influenced by degree of expertise and objective task complexity. It is further hoped to contribute to the expertise research in general by including three levels in the comparisons and by being more specific in the manipulation of the objective task complexity construct.

The interaction effects are, however, the most critical to future research. If there are strong disordinal interaction effects, the research tradition in organizational theory of not controlling for these dimensions must evolve, as the interpretation of regular main effects will then be misleading (Keppel, 1991; Nunnally & Bernstein, 1994; Kirk, 1995). How to test these hypotheses is the question discussed in the next chapter.
4. **Methodology**

This chapter will first present the chosen research design and discuss its strengths and weaknesses. The operationalizations of the independent variables (treatments) will then be presented. The objective task complexity construct is operationalized in Section 4.3, the expertise construct in Section 4.4, with validation of the measure for expertise following in Section 4.5. The instruments measuring the dependent variables perceived task variability, analyzability and performance are presented in Sections 4.6 and 4.7. Finally, Section 4.8 presents the procedures the subjects followed when participating in the experiment.

4.1 **Research Design**

To study the hypothesized relationships requires control over the task - that is, over the three different types of objective task complexity, and the respondents' degree of expertise. To accomplish this I chose a quasi-experimental research design or, more specifically, a factorial design as illustrated in Table 4.1, containing two treatments, three levels and repeated measures. The details and background of this design will be closely described in this chapter.

Before doing this, however, I will provide a short overview of the experiment, which consisted of two treatments (independent variables): objective task complexity and degree of expertise. Since the subjects' degree of expertise was not developed within the experiment, but rather selected from an existing population and divided into three groups or levels, this constitutes a quasi-treatment. Objective task complexity also contains three levels and is operationalized by three requirement specifications, which in this case represent a customer's lists of specific demands for software functionality. There are three dependent variables: perceived task variability, perceived task analyzability and performance. The latter were measured by completion of the response to each of the three requirement specifications.

By asking the subjects to judge each requirement and specify how it could be solved, the subjects had to think through the requirements and consider how the software could meet the requirement. A main function of this treatment was to prime the subjects with a perception of the task's variability and analyzability. These perceptions were subsequently recorded by the two questionnaires while the performance variable was recorded when the subjects specified how the software could or could not meet the requirement. All such specifics will, as mentioned, be further described in this chapter.

\[56^*\) The task, i.e. responding to requirement specifications, is described in detail in section 4.3 (p. 73-88).
Table 4.1: Research Design

<table>
<thead>
<tr>
<th>Treatment Groups: Degrees Of Expertise</th>
<th>Deep Structure</th>
<th>Surface Structure</th>
<th>Intermediate Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treatment Objective Task Complexity</td>
<td>Measure of Task Var/Analyze Performance</td>
<td>Treatment Objective Task Complexity</td>
</tr>
<tr>
<td>Se</td>
<td>X_{ds}</td>
<td>Y_{eds}</td>
<td>X_{ss}</td>
</tr>
<tr>
<td>Si</td>
<td>X_{ds}</td>
<td>Y_{ids}</td>
<td>X_{ss}</td>
</tr>
<tr>
<td>Sn</td>
<td>X_{ds}</td>
<td>Y_{nds}</td>
<td>X_{ss}</td>
</tr>
</tbody>
</table>

Notation:

Subjects are denoted with a capital S, and Y denotes the dependent variable, of which there are three: Perceived Task Variability (PTV), Perceived Task Analyzability (PTA) and Performance (P). Both S and Y have two subscripts; j and k. j symbolizes the treatment “degree of expertise” and has three levels:

- e = experts
- i = intermediates
- n = novices.

The latter, k, symbolizes the treatment “objective task complexity” and has three levels as well:

- ss = surface-structure
- i = intermediate-structure
- ds = deep-structure

X symbolizes the administration of the treatment objective task complexity (k) and shares the three levels specified above.
$S_{ex}$ refers to subjects who are experts and have received the deep-structure task as treatment. With regard to the dependent variables, hypothesis 6, for example, where it is contended that i) novices perceive the SS-tasks as less variable than experts, and ii) intermediates perceive the SS-tasks as more variable than novices, but less variable than experts, can be formulated as: $PTV_{ex} > PTV_{ix} > PTV_{xn}$

This research design is often referred to by psychologists as the “Mixed Two Factor Within-Subjects Design” (e.g. Keppel, 1991) or by statisticians as a “Split Plot Factorial 3*3 Design” (Kirk, 1995). The term “mixed” primarily implies that there are sources of variance that are produced both by between-groups (subjects) differences and by within-groups (subjects) differences. In the design chosen here, groups (subjects) represent a factor that has three (quasi) “treatment levels”: novices, intermediates and experts. Each of these three groups receives all three levels of the treatment “objective task complexity”: surface, intermediate- and deep-structure57. Effects of variability in task structures within each group of subjects and between each group can thereby be analyzed.

The term “mixed” refers as well to the fact that the design is not a pure “within-subject design”, since not all subjects can receive all treatment combinations. Obviously, the experts can neither receive the novice “treatment”, nor can the novices receive the expert treatment. The effects of the treatment “degree of expertise” are called between-group effects; the effects of the objective task variability treatment as well as the interaction effects are called within-group effects. Differences between any two levels of the task structure treatment can be analyzed without analyzing differences between the different degrees of expertise, either by considering the three groups combined or by analyzing the effects of task structure for one group at a time. Thus, the experiment mixes effects from a within-subject and a between-subject treatment.

4.2 Strengths and Weaknesses of the Design

The advantage of a within-subject design is the control of subject variability or individual differences, which again - of course - reduces the standard error terms for the within-subject effects. This gives increased power to the test of both task structure and interaction effects. The economic advantages of the design are especially great with respect to the enhanced utilization of respondents as a scarce resource.

57 Task complexity can, as discussed in chapter 3, be described by the task’s structure and the variability of the structure. The further operationalization of the task complexity construct is discussed in section 4.3.
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The possible disadvantage of such a design is the risk of any practice or carry-over effects linked to the repeated measures. In this case, the chance of a practice effect is small: any significant advancement along the learning curve for the tasks used in this design would require far more time than the few minutes used to respond to the requirement specifications. Furthermore, no feedback is provided during the experiment, which decreases if not eliminates any opportunities for learning.

It may however be argued that this design is sensitive to some testing effects, or more specifically, to contrast effects. The subjects may perceive one task as more or less analyzable or variable because of the sequence in which the treatments are presented. Let us assume for the purpose of argument that the hypotheses developed above are true. Namely, that novices perceive the surface-structure treatment as low on variability, high on analyzability, and the deep-structure treatment as high on variability and low on analyzability, with experts scoring in the opposite direction for the respective treatments. It would then follow that if novices are first presented the deep-structure and thereafter the surface-structure tasks, they may find the latter task even more analyzable and less variable due to the contrast. The opposite effects would be observed among the experts.

The effect would be that novices perceive the task as either more or less analyzable or variable depending on the sequence of the task presentation. The expert is hypothesized, due to the construction of the task, to have the opposite reaction. This contrast effect would therefore serve to only either increase or decrease the effects of the treatments, thereby only having the potential to reduce or increase the sensitivity of the experiment. The contrast effect would not represent any new and confounding factor and therefore would not invalidate the study. There are however several conventional means to control for such effects (Keppel, 1991; Kirk, 1995), as for example a Latin square and other rotation techniques. In order to control and measure the breadth of any such effects, a scheme to rotate the sequence of the treatments was designed. See Section 5.3.2 for the results of this rotation.

The next sections describe the operationalization of the treatments, namely, objective task complexity and degree of expertise. The development of measures for the dependent variables, or perceived task variability, perceived task analyzability and performance, will be described in the subsequent sections, as will the procedure for the experiment.
4.3 Operationalization of Objective Task Complexity

This section will first review the application of the objective task complexity construct in the management literature. Secondly I will review the criteria applied for selection of task to study and describe the selected task. A general operational definition of the deep- and surface-structure tasks will then follow. Before the operationalization of the experimental task or development of the objective task complexity treatment, a general discussion of how the respondents would perceive the task is given. This discussion is necessary to ensure that the treatment manipulates what is intended manipulated. Finally, the section describes the operationalization of the objective task complexity treatment on three levels.

The use of objective measures of task complexity is not new. Table 4.2 (p. 74) provides a review of operational definitions of the task complexity construct in management literature, and table 4.3 (p. 89) a review of the tasks used in expertise research. In empirical management research, operationalizations of objective task complexity have been relatively simple, achieved for example by selecting two tasks, one defined as complex and the other as less complex (e.g. Puffer & Brakefield, 1986; Mykytyn & Green, 1992; Hwang, 1995; Timmermans & Vlek, 1996). Several other studies define complexity in terms of number of alternatives to be evaluated (one-dimensional complexity), while some add a second dimension by asking respondents to evaluate a number of criteria per alternative.
<table>
<thead>
<tr>
<th>Author</th>
<th>Year/Volume</th>
<th>Type of operationalization</th>
<th>Dimensions of complexity</th>
<th>References to other authors on Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campbell, Donald J.</td>
<td>1988/13/1</td>
<td>No operationalization</td>
<td>-</td>
<td>Payne 1976, Wood 1986</td>
</tr>
<tr>
<td>Gardner, Donald G.</td>
<td>1990/45</td>
<td>One- and two dimensional</td>
<td>Number of different lengths of wire, Size of circuit board, Amount of instruction – used to create two tasks. Measures perceived complexity using a scale developed by the author.</td>
<td></td>
</tr>
<tr>
<td>Hwang, Mark I.</td>
<td>1995/8/3</td>
<td>Complex / non-complex</td>
<td>Utilizes the three different tasks in Dickson, DeSanctis and McInride 1988, adding a time pressure factor.</td>
<td></td>
</tr>
<tr>
<td>McKee, James D. and Tor Guin</td>
<td>1997/14/2</td>
<td>One- and two-dimensional</td>
<td>Ambiguity, measured by Rizzo, House and Litzmann's (1970) measure as a surrogate for task complexity</td>
<td>Campbell 1989, March and Simon 1958</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author</th>
<th>Yr/Vol/iss</th>
<th>Type of operationalization</th>
<th>Dimensions of complexity</th>
<th>References to other authors on Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paquette, Laurence and</td>
<td>1988/41</td>
<td>One- and twodimensional</td>
<td>Number of alternatives, based on a similar operationalization by Payne (1976)</td>
<td>Payne 1976</td>
</tr>
<tr>
<td>Thomas Kida</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payne, John W.</td>
<td>1976/16/2</td>
<td>One- and twodimensional</td>
<td>Number of alternatives and Number of dimensions of information available</td>
<td></td>
</tr>
<tr>
<td>Puffer, Shelle M and</td>
<td>1988/42/3</td>
<td>Complex / non-complex</td>
<td>Tasks are classified as complex or non-complex on the basis of Wood's (1986) definition.</td>
<td>Wood 1986</td>
</tr>
<tr>
<td>James T. Bratkfeld</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sundström, Gunilla A.</td>
<td>1993/36/11</td>
<td>No operationalization</td>
<td></td>
<td>Wood 1986</td>
</tr>
<tr>
<td>Takamura, Kazuhisa</td>
<td>1994/36/1</td>
<td>One- and twodimensional</td>
<td>Number of alternatives.</td>
<td>Payne 1976</td>
</tr>
<tr>
<td>Timmermanns, Daniëlle, and</td>
<td>1992/80</td>
<td>One- and twodimensional</td>
<td>Number of alternatives and Number of descriptive attributes in a personnel selection problem.</td>
<td>Paquette and Kida 1988</td>
</tr>
<tr>
<td>Charles Vliek</td>
<td></td>
<td></td>
<td></td>
<td>Payne 1979</td>
</tr>
<tr>
<td>Charles Vliek</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In general, the traditional measures of objective task complexity are unidimensional at the ordinal level\(^{58}\) with only two levels, as for example a complex or not complex task, even in those cases where the conceptual definitions are multidimensional. This state of affairs does not provide a solid basis for comparisons across studies: both reliability and internal validity suffer when definitions, operationalizations and measures of task complexity vary within and across studies.

Some recent studies apply more sophisticated or multi-dimensional operationalizations by utilizing Wood’s (1986) or Campbell’s (1988) definition.

To ensure a conservative test\(^{59}\) of the influence of objective and subjective task characteristics on task perceptions, the objective task variability is in the following experiment limited to variations within one single task, keeping constant the overall task structure. If it can be shown that subjects of varying degrees of expertise systematically perceive as significantly different even such relatively subtle differences, the test must as a result be regarded as conservative.

Studies of experts’ perceptions have, as mentioned, been criticized for using experimental tasks that are particularly designed for so-called “deep-structure” perceptions (Schoenfeld, 1982). Most studies of expertise and task perceptions are undertaken with well-structured tasks prepared for lab experiments, such as categorizing physics and mathematical problems, word association problems, and so forth (see table 4.3 for a more detailed overview of tasks used and studies referenced). More task-related studies in more real-life environments have been requested (e.g. Sternberg, 1994b).

Ericsson and Smith (1991b) suggest a set of general guidelines for ideal tasks for the study of expertise. They contend that such tasks should capture superior performance, reflect stable characteristics of superior real-life performance, be insensitive to short-term learning during the testing period, and be goal-directed so that they can result in reproducible overt behavior. Such general guidelines may be valuable, but do not however provide an instrumental operationalization of task complexity.

---

\(^{58}\) The ordinal level is the first measurement level that allows the researcher to say anything about whether something is smaller or bigger than something else. See for instance (Frankfort-Nachmiyas & Nachmiyas, 1996) for an overview of measurement scales.

\(^{59}\) I.e. a test that is purposely designed so that conclusions are reached with caution.
In order to create just that - a more instrumental operationalization of task complexity - I have in the theory sections synthesized earlier conceptual studies of task complexity, and developed a definition of deep- and surface-structure of task. I tied the general definition of deep- and surface-structure to the task complexity construct, thereby providing a foundation to engage more systematic and precise manipulations of the two dimensions. This framework also provides a basis for a systematic pre-experimental tailoring of the construct to the dependent variables (Cook & Campbell, 1979). The goal for this operationalization is make it possible to measure how different parts of the objective task structure are perceived by task-doers of different degrees of expertise, and to increase the opportunities to obtain replicable and comparable studies on information processing in tasks.

It is important for the nomological validity of the objective task complexity construct that it captures dimensions that are relevant to the task performer’s perception. In short, it is proposed that the idiosyncratic characteristics of experts’ and novices’ cognitive structures be contrasted in their respective perceptions of the objective task structure variation. The theory further suggests that experts perceive the deep-structure characteristics of the task to a greater extent than do novices. Similarly, novices perceive the surface-structure of the task to a greater extent than experts do. It is further induced that experts focus on changes in the deep-structure of the task and novices on the surface. As a consequence, these two dimensions of the task seem to be critical for the operationalization of objective task structure variation. In summary, three dimensions of the task complexity construct are found to be critical to experts’ and novices’ perceptions of task analyzability and variability: 1) the general level of complexity, 2) the dimension where the critical complexity resides, and 3) the dimension where the exceptions occur.

4.3.1 Selection of the Task Treatment

The theoretical framework developed in the theory section is applicable to tasks in general. In order to operationalize the framework for this study, several types of tasks have been considered. Among these have been accounting, medical diagnosing, employment processes, software programming, strategy consulting services and sales processes.

Ericsson and Smith’s (1991b) four criteria presented above were used to evaluate the tasks. An operationalization of objective task variability requires thorough insight into a specific task. To compensate for lack of absolute insight into any given task, I searched for one i) that could be limited in extent, ii) where experts were willing to aid in the dissection of the objective task complexity, and iii) where I had sufficient prior knowledge to evaluate the quality of the operationalization.
4.3.2 Description of the Task Treatment

I chose a task from the software industry, that of responding to a customer's "requirement specification". This is a task that is critical to most firms selling software in the business-to-business market. Responding to a requirement specification is a regular part of any tender process in the software industry and is a familiar setting for sales representatives and consultants. For medium-sized and large organizations, the purchase of a new ERP (Enterprise Resource Planning) system is a major project. The customer usually develops - often with help from external consultants - detailed requirement specifications to ensure that the vendor can and is committed to deliver what is needed. The documentation from this process is usually a part of any final contract addressing delivery of an ERP system, which often represents a multi-million-dollar project. The consequences of responding incorrectly to such a requirement specification are often serious and very expensive. Awareness of the importance of this task was a main motivation for the company's commitment to this research project.

It was possible to limit the requirement specification response task in extent, and it was closer to my own area of expertise than many other tasks. Instead of using a complete requirement specification, which in real life may take from a few hours to weeks to respond to, I could choose to focus on a small part of a complete requirement specification. The task could then be designed so that it could be completed within 45 minutes, the time the company's management had accepted their consultants use on the research project.

The software firm chosen is one of the leading European ERP vendors, Unit 4-Agesso. Among many other activities, the typical bid setting for such firms involves responding to a requirement specification. In this specification the customer has set the requirements against which the competing software solutions are evaluated.

Unit 4-Agesso's ERP system supports a wide range of processes involved in running a corporation. The advantage of analyzing a

---

60 I will revert to a discussion of such consequences in the chapter 9, "Implications for Practice".

61 It should be, at this point, be underscored that the fact that the task in this case is related to Agesso's technology should not be confused with the technology construct referred to in the research question in this thesis. The definition of technology in this dissertation is still that of Perrow (1967); "they way tasks are solved" and is defined in term of his technology construct with the two dimensions; Perceived task variability and analyzability. The task related to the Agresso software serves only to operationalize objective task complexity.
specific software solution is that it is possible to agree on the objective complexity of the task. One tends to agree on the possibilities of the standard software's capabilities, and how they are to be achieved. Technical documentation of the system’s architecture and standard functionality is readily available. Modern ERP systems have in general Application Programming Interfaces (APIs) where more customer-specific development can be realized. Such systems have as well interfaces for import and export of different types of data to support integration with other systems. There exist opportunities, often related to import and export function necessities, to tailor the import and consecutive actions by query functionality. The opportunities and limitations as well as the costs of meeting different customer requirements are to a large extent dictated by the software’s present database tables, business logic, user interfaces, APIs and import-export interfaces.

To limit further complexity, I selected one specific module of the system - “Accounts Receivable”\textsuperscript{62}. This confined the area of expertise and made it easier to operationalize task complexity and identify experts. The account receivable module is one of the most well known modules in the system, affording also novices a fair knowledge of the basic functionality. All requirements are based on the same module of the same software; consequently, the overall complexity is constant in terms of the module’s architecture and graphic user interfaces. However, within the module, a range of functions can be achieved by combining task elements, which reside in different parts of the task structure.

To develop the requirement specifications, I identified three experts recommended by the Director of Development Unit 4-Agresso and we started out with a real requirement specification, which a major Norwegian organization had previously developed. I had weekly meetings over 9 months with one of the selected experts, who in her daily work was responsible for the module’s functionality, to define, develop and adjust the requirement specifications presented in Appendix 2. To define the objective complexity of the module, I worked intensely with the software to map the graphic user interfaces (GUIs) and the functionality of the program. Furthermore, I developed maps of the tables and the relation between the tables and the processes, as illustrated in the figure below, to ensure that the requirements were designed with the type of complexity required. In this process I relied heavily on discussions with the experts mentioned and on close interaction with the software.

\textsuperscript{62} This is the module in ERP systems where accounts receivable can be managed. The module includes such functionality as implementing routines for sending reminders to customers, transfer to collection, calculation of interest rates if payment is late etc.
Figure 4.1: Description of the Modules' Architecture
The central point in figure 4.1 is not the content of each table and process, but the illustration of the existence of a defined logic in terms of relationships between tables and processes for how tasks are solved by the specific module of the software. For each required operation, the software receives input through different interfaces and processes the information (as illustrated by rectangles), utilizing information stored in specific fields in the database tables (illustrated by cylinder shapes). Eventually, the end product is exposed through user screens, printouts or electronic files.

The objective task complexity construct was operationalized in terms of how the software met the different requirements. The deep-structure of the task represents the architecture underlying the GUIs, or the database tables and business logic or processes, as illustrated in Figure 4.1. The surface-structure reflects the GUIs and the explicit input and output described by the requirement specifications.

We designed the three sets of requirement specifications\(^6^3\): a surface- , a deep, and an intermediate-structure set. The principles governing how the requirements were defined and operationalized with respect to the task’s surface- and deep-structure are further described in Sections 4.3.5 and 4.3.6.

This was achieved by starting out with a real-life requirement specification from a customer. Each single requirement was mapped with respect to the tables, processes and screens that were involved in the task to execute the demanded functionality, thereby making possible an analysis of each requirement in terms of the objective complexity elements involved. Through an iterative process, between the theoretical operationalization and the practical design of each requirement, the three requirement specifications were developed to represent the three treatments in the experiment.

The two other experts functioned as discussants and several meetings were held with each of them to qualify and adjust the specifications to ensure that treatments were as intended. In addition, pilot tests of the specifications were performed with 5 experts and 4 novices.

The subjects were asked to enter the appropriate response to each of the customer’s requirements in a column by entering the codes S, Q, A, N, depending on the way in which the software could meet the requirement. The definitions of the codes provided below are an extract from the instructions presented to the subjects.

\(^6^3\) We, in this case, are the 3 experts from Unit4-Agresso and the author.
### Methodology

<table>
<thead>
<tr>
<th>Letter</th>
<th>Requirement Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>When the requirement can be met using Standard functionality in Agresso.</td>
</tr>
<tr>
<td>Q</td>
<td>When the requirement can be met by using Agresso-Queries</td>
</tr>
<tr>
<td>A</td>
<td>When the requirement can be met by Adaptations to the system adaptations are changes/amendments of the standard functionality by changes/amendments in standard software code by using programming tools.</td>
</tr>
<tr>
<td>N</td>
<td>When the requirement can be met only by the development of totally New code and modules.</td>
</tr>
<tr>
<td>U</td>
<td>When you do not know</td>
</tr>
</tbody>
</table>

Standard functionality is that functionality which is possible to execute through standard fields in standard graphic user interfaces. That which can be achieved by development of queries is also to a large extent limited by the existing database structure, but is as well affected by any external data and import routines. What can be managed by customer specific adjustments is also to a large extent regulated by the available tables and processes, but often has more to do with integration with external systems. Finally, most things become possible with the development of totally new code and modules, although the additional cost is likely to be very high. To summarize, the task to be accomplished by the participants in this experiment was a normal part of the preparation of a sales bid. Actual requirements from a real customer were classified as to how much additional programming and adaptations would be required in order for Agresso to be able to deliver the required functionality. Based on this assessment, cost can be calculated and a bid prepared. Actual programming and delivery of the complete system was not a part of this task.

**4.3.3 Operational Definition of Deep- and Surface-structure Problems**

Surface-structure problems are operationally defined by that the requirements can be solved through standard screens, fields in screens so that the requirement can be solved directly through these fields. Most of the accounting customers’ requirements can be solved through such standard graphic user interfaces.

Deep-structure problems are defined as those that cannot be solved by knowledge of surface-structures alone: they require knowledge of and a manipulation of complexity elements at a deep-structure level. The deep-structure of a problem is operationally defined as the architecture
of the program with respect to the database-tables, business logic, and their interconnections as previously illustrated in Figure 4.1. To solve the deep-structure requirements of this study, the task-doer had to identify and combine precisely these elements. Figure 4.2 (on page 85) and 4.3 (on page 89) illustrates how this is done for surface- and deep-structure requirements respectively.

As mentioned, three different sets of requirements were constructed: deep-, surface-, and intermediate-structure requirements, a mix of the two first sets. The surface-structure requirements were constructed with the critical complexity residing in the surface-structure of the task, while the deep-structure of the task held a high objective variability. The deep-structure requirements, conversely, were constructed with the critical complexity residing in the deep-structure of the task, while its surface-structure held a high objective variability. In general, however, the structural elements where critical complexity resides were constructed so that the principles for solving the tasks or requirements would remain constant for the whole set of requirements. In other words, this part of the structure holds a low objective variability. The third requirement specification, finally, the intermediate-structure task is again a blend of the two first, where the critical complexity did not clearly reside either the surface-structure or in the deep-structure of the task, but represented some of each of the two other stereotypes.

In general, the deep-structure requirements demanded the task performer identify the interdependencies between information tables and processes in the business logic of the system. The surface-structure problems could however be solved by interaction with graphic screens, without requiring consideration of interdependencies in the database tables and/or business logic of the architecture.

To summarize and link this operational definition back to the conceptual, we may say that there are variations in task input, the task transformation process, or task output; these three types of variations may further be categorized as belonging to two different task structures. The task input and output are observable through the task’s surface-structure, while the transformation process is observable at the task’s deep-structure. In short, objective task complexity is manipulated by varying task elements residing in the task’s input, process or output, while the location of the critical complexity is moved gradually from the surface-structure to the deep-structure, by the three requirement specifications.

4.3.4 Estimation of Experts’ and Novices’ Response to Deep- and Surface-Structure Problems

While constructing the requirement specifications, we distinguished between the objective problem space of the software, and the subjective
problem space of the experts on the one hand and the novices on the other. These were distinguished based on the proposed perceptual dispositions of experts and novices. For instance, the novices are proposed to match the surface-structure of the requirements to the surface-structure of the software, while the experts were expected to match the deep-structure of the requirements to the deep-structure of the software.

To construct for example the surface-structure requirements, which are supposed to match the novices’ perceptions, a solution should be possible by matching the surface of the requirement (the explicit text in the requirement description) to the surface of the software (fields in the screens or the graphic user interfaces). At the same time, we had a model of how the experts were proposed to perceive the surface-structure problem. Similarly, based on the proposition of experts’ problem solving propensity, or matching the deep-structure of the requirement specifications to the deep-structure of the software, we needed to predict experts’ problem space (Newell & Simon, 1972). By knowing as well the software’s objective “problem space”, we could design requirements that had the intended structure and, thereby, internal validity.

4.3.5 Development of the Surface-Structure Treatment

The surface-structure requirement specification consists of 8 distinct requirements. These are constructed so that they can most easily be solved by matching the stimuli on the surface-structure of the requirements to the surface-structure of the problem matter; or, in this case, to the application, or even more specifically, to the graphic user interfaces (GUIs). Since surface-structure problems should be possible to solve by interaction with GUIs, all these problems should accordingly be possible to solve with standard functionality. The match between the graphic user interfaces and the task requirements is illustrated in the figure 4.2.
The operationalization of the surface-structure requirements can be summarized in 4 points:

The objective task variability is manipulated by allowing the requirement specifications to call for different configurations of dependencies within the same overall task.

The surface-structure is manipulated by ensuring that the most straightforward resolutions to all requirements are only made by matching cues accessible in the requirement specifications to specific fields in screens in the software – without regard for the tables and processes in the deep-structure of the software. In other words, the critical complexity for solving the task resides in the surface-structure.

The eight requirements represent low objective task variability with respect to the surface-structure of the tasks.

At the same time, any deep-structure resolution paths that can be utilized reflect a high objective variability; the resolution paths are different from requirement to requirement, are not economically feasible, and are sub-optimal relative to the surface-structure alternative.
Methodology

For task-doers thinking in terms of the deep-structure of the problem—that is, attempting to solve the surface-structure requirements by searching through available tables and processes in the software to solve the task - there would be a highly complex set of interrelations that needed to be resolved. Thus, under this treatment, experts were hypothesized to perceive many exceptions, low task analyzability, and to perform worse than novices.

4.3.6 Development of the Deep-structure Treatments

The deep-structure requirement specification consists of 6 requirements. These are constructed so that the critical complexity resides in the deep-structure of the task; that is, they are most easily solved by matching the stimuli in the deep-structure of the requirements to the deep-structure of the application.

The four principles described above may, with opposite signs, be used to specify the development of the deep-structure requirements. The task resolution was for this treatment condition best achieved by identifying specific queries that could be developed in certain screens specifically designed for writing queries related to import of external data.\(^{65}\) Thus, the principles for solving the task were the same for all the requirements in the set, ensuring low objective variability in the deep-structure of the requirements.

For task-doers thinking in terms of the surface-structure of the problem, there would be no direct link between the requirements and the GUIs. A manipulation of tables and processes was necessary to solve these tasks, however the requirements all asked for different functions. It was thus predicted that task-doers thinking in terms of the surface-structure of the problem, would perceive many exceptions or high task variability. The design of the deep-structure manipulation is illustrated in figure 4.3 on next page.

\(^{65}\) Operations in such “queries-screens” are an important part of the system.
The figure shows that there is no direct relationship between any graphical user interface and the requirements 1-4. In figure 4.3 all the requirements are linked to the graphic user interfaces by the deep-structure of the task, illustrating that to achieve the related requirements, it is necessary to manipulate the tables and processes. Examples of one type of such deep-structure requirements are functionality that need import of data from an external system, which in turn need to be sorted by query functions - utilizing tables and processes within the system, before the data in turn can be utilized to execute the required functionality. Evaluations of such requirements demand knowledge of the import functions and the available tables and processes in the software.

The third treatment consists as mentioned of a mix of the surface- and deep-structure requirements. These requirements were designed so that to solve the task it was necessary to combine screens and/or fields in screens and it would be more helpful to have knowledge of the tables and processes than in the pure surface-structure requirements.

4.3.7 Summary of Operationalization of the Objective Task Complexity Treatment
The purpose of this 3-level treatment is to stimulate differences between the two groups’ perceptions of objective task variability and analyzability. The three treatment conditions were designed so that
they, from an objective task complexity perspective, were possible to rank on a scale of increasing levels of treatment dosage. The surface-structure treatment holds low surface-structure variability and high deep-structure variability. The deep-structure treatment carries high surface-structure variability and low deep-structure variability. The scale can as such be conceived of as ranging from problems with low surface/high deep-structure variability to problems with high surface/low deep-structure variability. This scale is used in Figure 3.7 on page 63 to summarize the hypothesized interaction effects.

The surface-structure treatments are in other words constructed so that the requirements can be solved by interacting with a few fields, in a few screens, if the task-doer considers only the surface-structure, or the user interfaces. If, however, the task-doer only considers the deep-structure of the task, the requirements call for different solutions and vary considerably.

The deep-structure treatments are constructed so that the requirements vary considerably and are impossible to solve if the task-doer considers only the surface-structure. All requirements can however be solved by exploiting a fixed set of tables, processes and the same methodology, if the task-doer considers the deep-structure of the task.

The intermediate-structure treatment is designed so that the critical complexity is not clearly localized in either the deep- or surface-structure and it is necessary to have some perception of information from both structures to complete the task.

The sets are referred to as the “surface-structure requirement set” (SS), the “deep-structure requirement set” (DS) and the “intermediate-structure requirement set” (I). Thus, objective task complexity is operationalized by these three requirement sets, representing three types of objective task structures.

4.4 Operationalization of Degree of Expertise

The distinction between experts and novices has often been operationalized as length of experience (e.g. Sonnentag, 1998; Shaft & Vessey, 1998; Greenwood & Kig, 1995). The rationale is that the mental representation of problems influences how people perceive problems and that the quality of mental representation develops over years of experience (e.g. Chi et al., 1981). Table 4.3, the following two pages, includes a list of operationalizations and definitions of expertise in frequently cited studies in this area.
### Table 4.3: Review of Definitions and Operationalizations of Expertise

<table>
<thead>
<tr>
<th>Article</th>
<th>Operational definition of expertise</th>
<th>Operationalization of expertise</th>
<th>Task to accomplish</th>
<th>Main or representative thesis</th>
<th>Main finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butler &amp; Scherer, 1997</td>
<td>Level of domain knowledge.</td>
<td>Dichotomy. High or low level of domain knowledge</td>
<td>To structure problems and generate options</td>
<td>Experts will generate more and better options. Presentation of objectives have a positive effect (even better)</td>
<td>Experts generated more options, objectives aided quantity and quality.</td>
</tr>
<tr>
<td>Day and Lord, 1992</td>
<td>Exp. knowledge organized around implicit principles and abstractions used to guide responses.</td>
<td>CEO = Experts. MBA = novices. (No connection with definition)</td>
<td>To categorize problems from the machine tool industry.</td>
<td>Novices more fluidly oriented, Exp. group problems based on meaning, abstracting the cause or implication.</td>
<td>Exp. sort problems faster. Novices tended to rely on the surface dimension of problems.</td>
</tr>
<tr>
<td>Schenk, K D., Vitalari, N P &amp; Davis, K S, 1998</td>
<td>Exp. requires experience as well as a conceptual understanding of rational decision making in the domain area and the ability to recognize biases.</td>
<td>Novice = students. Low ranked experts. High ranked experts. (Ranked by superiors).</td>
<td>To determine the information requirements for an accounts receivable system.</td>
<td>Exp. will verbalize more domain-specific issues, more triggers, more hypotheses, more goals, more problem-solving strategies and more heuristics.</td>
<td>Exp. utilized domain-specific knowledge. They had a better understanding of the problem's deep-structure, that resulted in a bottom-up approach to determining information requirements.</td>
</tr>
<tr>
<td>Wiley, 1998</td>
<td>Possession of a large body of domain knowledge, combined with superior organization of that knowledge.</td>
<td>High knowledge. Low knowledge. Based on a questionnaire, median split</td>
<td>Word association (RAT)</td>
<td>Domain knowledge can act as a mental set, and promote fixation in creative problem solving.</td>
<td>High knowledge subjects were misled more easily than low knowledge subjects.</td>
</tr>
<tr>
<td>Mckelhman, Reitman, Reuter and Hinkle, 1981</td>
<td>Experts have more information, better organized into meaningful chunks. Superior organization = key to expertise.</td>
<td>Three skill levels, experts, intermediates and beginners. Tested for short-term recall (the classic expert-novice difference).</td>
<td>Organizing programming concepts by constructing hierarchical representations of the relations among computer language keywords.</td>
<td>Differences in organization of keywords related to skill level.</td>
<td>Correlation between expertise and particular mental organization of concepts. Depth of organization (defined as number of nodes between root and terminal) does not seem to increase with skill level.</td>
</tr>
<tr>
<td>Article</td>
<td>Operational definition of expertise</td>
<td>Operationalization of expertise</td>
<td>Task to accomplish</td>
<td>Main or representative thesis</td>
<td>Main finding</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------</td>
<td>--------------------------------</td>
<td>-------------------</td>
<td>-------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Schoenfeld and Herrmann, 1982</td>
<td>Training and experience gives knowledge of structural relationships among parts of the discipline.</td>
<td>Two groups of novices (freshmen and sophomores) = math professors</td>
<td>Sort mathematical problems on the basis of similarity. Problem perception</td>
<td>Criteria for problem perception shift as a person's knowledge base become more richly structured.</td>
<td>Novices that were trained showed significant improvement, and they perceived problem relatedness more like experts.</td>
</tr>
<tr>
<td>Buckland and Florian, 1991</td>
<td>The users ability to deal with task complexity. A combination of systems and subject expertise</td>
<td>Not an empirical article</td>
<td>Not an empirical article</td>
<td>Not an empirical article</td>
<td>Expertise must match complexity. If this is not the case, one must increase the user's expertise or simplify the system.</td>
</tr>
<tr>
<td>Shaft and Vessey, 1996</td>
<td>Combination of application domain knowledge and programming knowledge.</td>
<td>One group of experienced programmers, two programs from two application domains. One familiar and one unfamiliar.</td>
<td>Comprehension of programs. Accounting as familiar domain, hydrology as unfamiliar.</td>
<td>Programmers using top-down comprehension process make more application domain references.</td>
<td>Computer programmers who use a comprehension strategy in which references to the domain and the program are interconnected results in better comprehension.</td>
</tr>
<tr>
<td>Sonnentag, 1993</td>
<td>Adequate problem comprehension, planning, feedback processing, task focus, use of visualizations and knowledge of strategies (action theory)</td>
<td>Peer nomination and performance gave groups of high and moderate performing professional software designers.</td>
<td>Software design task</td>
<td>High performers spend more time on problem comprehension, planning, feedback processing, and less time on task irrelevant cognitions. They will produce more visualization and know more about strategies.</td>
<td>High performers spent more time on feedback processing and less time on task irrelevant cognitions. They produced more visualization and know more about strategies. Length of experience did not explain differences.</td>
</tr>
<tr>
<td>Melone, N.P.</td>
<td>Specificity and time of experience</td>
<td>No comparison to novices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soloway, Adelson and Ehrlich, 1988</td>
<td>Experts have knowledge of programming plans and rules of programming discourses.</td>
<td>Experienced students and undergraduate students</td>
<td>Fill in blank line of code in computer programs</td>
<td>Experts perform better at plan-like programs than at unplan-like. Novices perform at a consistent level.</td>
<td>Experts performed better, there was interaction between program type, version and expertise.</td>
</tr>
</tbody>
</table>
4.4.1 Traditional Operationalizations

This list shows that operationalizations of expertise by demographics constitute the dominant approach, with the operationalization of expertise seeming unproblematic in this literature (Sternberg, 1994a). However, as mentioned earlier, recent studies in related fields, using general demographics such as age, title, and years of experience as indicators of certain skills, have demonstrated that such proxies for expertise do not measure what they are intended to and are thus poor proxies (Sonnenberg, 1998; Markóczy, 1997).

Wiley (1998) operationalized expertise in terms of the subjects’ knowledge of the task in question. Sonnenberg (1998) developed a peer-nomination measure of high performers, arguing that the traditional criteria of long experience did not necessarily discriminate between high and low performers; she preferred to equate high performance with expertise, rather than long experience. This is not however necessarily a recommendable operationalization, since the theory presented here suggests that experts perform poorly on some tasks, show reasonable results on some, and perform very well on still others, while novices perform well on certain tasks where experts perform poorly, suggesting that high performance and expertise are not the same thing.

The word “demographics” as referred to above represents broad and general descriptions of respondents based on such variables as age, position, education, and number of years of experience in a position. Together with the finding that expertise is domain specific (Chi et al., 1988), it is clear that such general demographics are poor proxies of expertise. Using the same logic, it would, however, be reasonable to believe that more specific demographics would better serve as proxies.

For this study, I chose to develop a set of criteria for identifying experts and novices in cooperation with the respondents, their managers, and the corporation’s education center. Expertise was preliminarily operationalized based on the domain from which the experimental task was developed. From this basis, a more detailed set of criteria was developed. These criteria were communicated to the managers who then nominated respondents to the experiment based on these criteria. The nominees were screened against the Unit4-Agresso Academy profile archive, where data on courses taken and courses taught were filed, to ensure the quality of the nominations. Experts should have in-depth insight into the architecture of the system and the accounts receivable module in particular. They should be able to modify the code, use the query functionality well, and know which tables and processes are involved in the different functionalities in the module. Evidence of such knowledge would be repeated experience implementing the module, or experience writing queries in the module.
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in customers' projects. To further triangulate the methods for selection of candidates, I included a questionnaire asking respondents to evaluate themselves according to the same criteria.

Finally, some of the experts nominated by managers appeared during the course of the pilot study to be experts in related, but other domains than the one this study was specifically focusing on. To be specific regarding the nature of expertise, I then developed a model of three knowledge domains critical for the bid process: knowledge related to the bid process can be conceived of as a match between three domains of expertise as illustrated in figure 4.4 on the next page, which also was a part of the questionnaire presented to the subjects.

The logic underlying these three domains is, firstly, that one needs to understand the customers' problems in terms of the everyday jobs they want solved, the information requirements of these, and the transformation of these two dimensions into specifications of requirements for an IT solution. Secondly, one needs expertise in managing the sales process, or matching an understanding of the customers' needs to the technical properties of the software, which is the third domain. Finally, one needs to understand how required functionality can be created based on the underlying technical architecture of the IT solution - often in terms of the tables and processes available in the system.

It seems from this and earlier studies of such bid processes (Haerem, 1995; Haerem, Von Krogh, & Roos, 1997) that expertise in all of these three domains is rarely found in one individual. Organizations seem to have experts within each domain, while sales consultants are the generalists who manage the bid process and to different degrees utilize the knowledge of the experts. Sales consultants' domain specific knowledge may vary considerably. Some have a fair and sometimes even considerable knowledge about both domains, while others rely nearly entirely on their 'knowledge brokerage' role. The respondents were asked to identify their domains of expertise and rate their degree of expertise within the three domains.

For the purposes of this project I defined expertise as "technical expertise on the accounts receivable module and on the import/export functions in the system". The technical expertise relative to the other domains is illustrated in the lower box (box marked "3 Agresso Architecture) of Figure 4.4 on the next page. This is a specific definition of expertise, and for the purposes of this experiment, it was expected to provide the best match with the expertise required to solve the different tasks, i.e. to classify the requirements in the specification.
Figure 4.4: Three Domains of Expertise; section from the expertise
4.4.2 Validation of the Scale for Degree of Expertise

For development of the measurement scale it is important to note that the expertise construct as defined above requires a set of combined experiences. For example, a consultant with a relevant engineering education who had solely worked with sales, would probably not be an expert on the infrastructure of the software. Similarly, a consultant with an economics degree who had only worked with programming and consultancy related to writing queries in the software to fit the software to the customer's need, would probably be closer to becoming an expert.

The combined effects of experience in programming, implementation projects, teaching and relevance of education would therefore probably better predict expertise than a construct built on the single items. The combination of experience is expressed as interaction effects between the different areas of experience. The variables for the interaction effects were generated and a factor analysis on the combined set of variables was performed.

**Table 4.4: Component Matrix: Relevant Experience**

<table>
<thead>
<tr>
<th>Items</th>
<th>Component t</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Number of years' experience of programming or adjusting software to customer needs</td>
<td>.55</td>
</tr>
<tr>
<td>2 Number of times you have held a course in adaptation/customization or setup of AGRESSO</td>
<td>.78</td>
</tr>
<tr>
<td>3 Number of Agresso implementation projects where you have made or specified in detail customer specific adjustments</td>
<td>.85</td>
</tr>
<tr>
<td>4 Experience in both teaching courses (2) and implementation (3)</td>
<td>.94</td>
</tr>
<tr>
<td>5 Experience in both teaching courses (2) and programming (1)</td>
<td>.94</td>
</tr>
<tr>
<td>6 Experience in both programming (1) and implementation (3)</td>
<td>.90</td>
</tr>
</tbody>
</table>

*Extraction Method: Principal Component Analysis. 1 component extracted, N=64, number of items=6*

All items loaded on a single factor solution. This factor was then used in the further data reduction procedure as representing relevant experience, leading to a second-order factor analysis (Nunnally & Bernstein, 1994).

In the second-order factor analysis the items were: self-evaluation of area of expertise, self-evaluation of degree of expertise, and the formal education factor and their respective combinatory effects. With the criteria of eigenvalues above 1, a single component solution was suggested as indicated in the scree plot in Figure 4.5.
All the items loaded on the one-component factor solution. The item for education relevance had the lowest score alone, but the combination of relevant education and relevant experience and specialization in software architecture loaded strongly.

Table 4.5: Factor Analysis and Reliability Tests of the Expertise Scale

<table>
<thead>
<tr>
<th>Items</th>
<th>Component 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience component</td>
<td>.88</td>
</tr>
<tr>
<td>Relevance of education</td>
<td>.48</td>
</tr>
<tr>
<td>Self-evaluation of area of expertise</td>
<td>.91</td>
</tr>
<tr>
<td>Interaction of experience component and education scores</td>
<td>.91</td>
</tr>
<tr>
<td>Interaction of self-evaluation of area of expertise and education</td>
<td>.93</td>
</tr>
<tr>
<td>Interaction of experience component and self-evaluation of area of expertise</td>
<td>.96</td>
</tr>
<tr>
<td>Self-nomination of general degree of expertise</td>
<td>.80</td>
</tr>
<tr>
<td>Eigenvalue</td>
<td>4.4</td>
</tr>
<tr>
<td>Percent of variance</td>
<td>73.5</td>
</tr>
<tr>
<td>Coefficient alpha</td>
<td>.91</td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis. 1 component extracted. N=64, items=6.

The items are theoretically relevant, supported by the theory presented, and the internal validity seems ensured. The coefficient alpha is .91,
which is a sufficient level of reliability for most decisions (Nunnally & Bernstein, 1995). The items were therefore selected as a measure of expertise and a scale from 1 to 7 was developed. The subjects were assigned to the three groups based on their score. Respondents scoring from 1 to 2.5 were assigned to the novice group, those in the range from 2.6 to 5.5 were designated to the intermediate group, and those scaled from 5.6 to 7 were defined as the expert group.

These cut-off points reflect an expert range that is equal to the novice, and an intermediate range that is equal to that of the expert and novice groups together. This to reflect an assumed normal distribution of knowledge, where intermediates represent a broader group than experts and novices and where experts and novices have a corresponding distance from the average. The limits between novices, intermediates and experts are ultimately based on the researcher’s judgment and will of course depart from any “true classes”; subjects falling close to the class limits will be at particular risk of falling in the wrong class. However, any misclassifications represent a minor problem due to the scale’s relatively high reliability and may ultimately only present a problem with weak effects. Should this prove to be the case, the strategy would be to retreat to the traditional approach of only comparing experts and novices, omitting intermediates altogether.

4.5 Operationalization of Task Analyzability and Variability

Traditionally, perceived task variability and analyzability have been measured in surveys by questionnaires asking how the task-doers perceive the tasks solved in their regular working life. Operationalizations are in general however limited by the research methodology applied. Experiments provide better opportunities than surveys to control for the tasks performed and for variations in those tasks. Eight items from the traditional instruments were included for the purposes of this study, and adjusted to the experimental situation (see Table 4.6). This rendered the items more specific as one could, for example, refer to aspects of the specific task in the experiment rather than to tasks in the work unit or in the organization in general.

---

66 See for example Withey et al., 1983, who evaluated six different scales applied in six publications in Administrative Science Quarterly)
The validity of the perceived task analyzability and variability measures was tested by a principal component analysis (PCA).

<table>
<thead>
<tr>
<th>Items</th>
<th>Perceived Task Analyzability</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent do the requirements reflect structured tasks?</td>
<td>.83</td>
<td>.08</td>
</tr>
<tr>
<td>To what extent do you feel that the requirements can be solved by use of a certain method?</td>
<td>.76</td>
<td>.26</td>
</tr>
<tr>
<td>To what extent do you feel that there are fundamental similarities between the responses to these requirements?</td>
<td>.72</td>
<td>.21</td>
</tr>
<tr>
<td>To what extent do you feel that you have a mental picture to guide you in responding to the above requirements?</td>
<td>.71</td>
<td>.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Items</th>
<th>Perceived Task Variability</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent did you come across problems about which you were unsure while responding to these requirements?</td>
<td>.08</td>
<td>.83</td>
</tr>
<tr>
<td>To what extent did you come up against unexpected factors in responding to the above requirements?</td>
<td>.14</td>
<td>.81</td>
</tr>
<tr>
<td>To what extent do you feel that your solutions were vague and difficult to anticipate?</td>
<td>.24</td>
<td>.66</td>
</tr>
<tr>
<td>To what extent do you feel that it is difficult to identify a solution to the requirements?</td>
<td>.23</td>
<td>.51</td>
</tr>
<tr>
<td>Pot of variance</td>
<td>49.03</td>
<td>16.80</td>
</tr>
<tr>
<td>Coefficient alpha</td>
<td>.78</td>
<td>.70</td>
</tr>
</tbody>
</table>

Varimax rotation with Kaiser Normalization. N=64, items=4.

The items match the theoretical definitions of the two dimensions. The first dimension, task analyzability, refers to the degree of systematic search processes when an exception is encountered, and will depend on the task-doers’ mental map of the task and their ability to analyze the objective task structure. The items therefore appear to maintain the construct’s content validity.

The variability dimension refers, as mentioned earlier, to the degree to which the task throws the task-doers out of their routine. Questions about surprises, uncertainty and difficulty load on this dimension and have thus a good face validity, which in turn maintains the construct’s content validity.

The reliability was calculated based on all respondents’ perceptions of all three tasks. The reliability of the analyzability scale has alpha coefficient of .78, which is satisfactory. The reliability alpha coefficient for the variability scale is .70, which is as well satisfactory (Nunnally & Bernstein, 1994).

67 Based on the theory presented here, less than perfect reliability was expected. A reason why the unreliability is not greater may be that the variances in perceptions are to some degree systematic. This will be examined further in chapter 6 and 7.
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4.6 Operationalization of Performance

As described in Section 4.3.2, the subjects were asked to enter their response to each of the customer's requirements in a column by entering the codes 'S/Q/A/N', depending on how the software could solve the requirement.

With this response the subjects provided as well the data for measuring performance. Responses were evaluated according to an answer key where one point was given for each correct response and one point was subtracted for each incorrect response, including the "don't know" alternative. "Correct" in this situation means that the respondents' selected the code that was objectively correct, no more, no less.

Since each subject responded to three different requirement specifications, the measurement of performance was repeated three times: one for the surface-structure treatment, one for the deep-structure treatment and one for the intermediate-structure treatment.

Each correct response was coded with a single point, while each incorrect response was coded with a negative point. The validity and reliability of this instrument was verified, together with the operationalization of the task structure treatment, by interviews with four experts and their testing against the software. The requirements were adjusted according to the extent to which they were perceived differently between experts. The adjustments focused on formulating the common denominator, or the deep-structure manipulations, so that the expert group had a common perception of the requirement and its solution. Iterative meetings were held until an agreement was reached. The correct responses and best requirement formulations were established and documented.

4.7 Procedures

When the list of nominees from managers was ready, an e-mail was sent to each of them. In a brief presentation of the project, the participants were told that this was part of a research cooperation initiative between the Norwegian School of Management BI, Copenhagen Business School and the software firm's own Academy. Subjects were informed that the research project was addressing problem-solving and task perceptions in organizations. This mail contained a recommendation of participation in the project from two executives of the corporation, and the link to the website where the experiment was prepared. This was to ensure that the participants could solve the task in their regular working environment. The instrument to measure their degree of expertise was administered before they were introduced to the tasks to solve.
Instructions introduced them to the tender situation, asking them to respond to the customer’s requirement specifications, and to reply to the questions about how they perceived the task. The layout and context of the requirement specifications were quite similar to what they experienced in their everyday work\textsuperscript{64}. The subjects were informed that there were three requirement specifications and that the same questions regarding perceptions would follow each requirement specification. The web pages were constructed so that it was not possible to return to a given section after it was completed. This eliminated the chance of adjusting responses as the subjects proceeded, and ensured that the original response alone was recorded. The subjects used between 25 and 40 minutes to complete the experiment; of the 89 original nominations, 67 respondents participated and finished the test, providing a response rate of 78%. Three respondents were categorized as outliers\textsuperscript{65}, as they lacked the most basic knowledge of the software’s functionality, reducing the final number of respondents to 64.

The results and analysis of the experiment are reported in the next chapter, together with tests of the hypotheses developed in the previous chapter.

\textsuperscript{64} The treatments, the requirement specifications, are presented in appendix 2.

\textsuperscript{65} Subjects were classified as outliers if they departed more than 3 standard deviations from the mean. Outliers were removed since both MANOVA and ANOVA is especially sensitive to outliers (Hair et.al, 1995).
5. Results

This chapter tests the hypotheses 1-15 presented in Chapter 3 and reports the results. The specific findings will subsequently be discussed in detail in Chapter 7.

First, H1, the overall test, contains two interrelated dependent variables (perceived task variability and analyzability) and two independent variables (objective task complexity and degree of expertise), therefore both a multivariate analysis of variance (MANOVA) and a univariate analysis of variance (ANOVA) are appropriate (Hair et al., 1995). The advantage of MANOVA resides in control of the experiment-wide error rate; this avoids the problem of inflation of the type one error rate that sequences of ANOVA analyses introduce. Furthermore, since perceived task variability and analyzability are theoretically interrelated and positively correlated, it makes sense to do a MANOVA analysis with the two dependent and two independent variables. This should provide a good overall test of whether degree of expertise and objective task structure variation significantly influence perceptions of task analyzability and variability; Perrow's technology construct.

Secondly, an analysis of the univariate relationships between each dependent and independent variable is carried out, providing as such tests of hypotheses 2-5.

The third element of the test, which regards hypotheses 6-14, is the analysis of the interaction effects of task structrue and degree of expertise with respect to perceived task analyzability and variability.

The final step is H15; to test the predictive power of Perrow's technology construct with respect to performance and compare it to the predictive power of the two independent variables, degree of expertise and objective task structure. Interpretations of the results will be discussed in Chapter 7 and onward.

Before I can undertake the test of the overall hypothesis, H1, by MANOVA, it must be established whether the statistical assumptions for the analyses are met.\[71\]

\[70\] A type-one error is to reject the null hypothesis when it is actually true or, in other words, to represent the possibility of the test showing statistical significance when it actually is not present.

\[71\] These assumptions are more demanding than the assumptions for the regular ANOVA analysis.
5.1 Testing the Assumptions of the MANOVA

5.1.1 Normally Distributed Treatment Populations

The assumption that the individual treatment populations from which the experts, intermediates and novices are drawn are normally distributed seems to hold with respect to perceptions of task variability and analyzability. This assumption was tested by estimating the means, the standard deviations, kurtosis and skewness of the distribution as well as the scores from the Shapiro-Wilks test, reported in Table 5.1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Degree of expertise</th>
<th>Shapiro-Wilks Statistic</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived Task Variability</td>
<td>Novices</td>
<td>.97</td>
<td>19</td>
<td>.70</td>
</tr>
<tr>
<td>Intermediate-structure</td>
<td>Intermediates</td>
<td>.94</td>
<td>23</td>
<td>.22</td>
</tr>
<tr>
<td>Task</td>
<td>Experts</td>
<td>.95</td>
<td>22</td>
<td>.26</td>
</tr>
<tr>
<td>Perceived Task Analyzability</td>
<td>Novices</td>
<td>.96</td>
<td>19</td>
<td>.01</td>
</tr>
<tr>
<td>Intermediate-structure</td>
<td>Intermediates</td>
<td>.95</td>
<td>23</td>
<td>.30</td>
</tr>
<tr>
<td>Task</td>
<td>Experts</td>
<td>.95</td>
<td>22</td>
<td>.20</td>
</tr>
<tr>
<td>Perceived Task Variability</td>
<td>Novices</td>
<td>.97</td>
<td>19</td>
<td>.84</td>
</tr>
<tr>
<td>Deep-structure</td>
<td>Intermediates</td>
<td>.97</td>
<td>23</td>
<td>.63</td>
</tr>
<tr>
<td>Task</td>
<td>Experts</td>
<td>.95</td>
<td>22</td>
<td>.34</td>
</tr>
<tr>
<td>Perceived Task Analyzability</td>
<td>Novices</td>
<td>.94</td>
<td>19</td>
<td>.33</td>
</tr>
<tr>
<td>Deep-structure</td>
<td>Intermediates</td>
<td>.96</td>
<td>23</td>
<td>.53</td>
</tr>
<tr>
<td>Task</td>
<td>Experts</td>
<td>.98</td>
<td>22</td>
<td>.96</td>
</tr>
<tr>
<td>Perceived Task Variability</td>
<td>Novices</td>
<td>.95</td>
<td>19</td>
<td>.43</td>
</tr>
<tr>
<td>Surface-structure</td>
<td>Intermediates</td>
<td>.93</td>
<td>23</td>
<td>.19</td>
</tr>
<tr>
<td>Task</td>
<td>Experts</td>
<td>.92</td>
<td>22</td>
<td>.06</td>
</tr>
<tr>
<td>Perceived Task Analyzability</td>
<td>Novices</td>
<td>.91</td>
<td>19</td>
<td>.07</td>
</tr>
<tr>
<td>Surface-structure</td>
<td>Intermediates</td>
<td>.97</td>
<td>23</td>
<td>.71</td>
</tr>
<tr>
<td>Task</td>
<td>Experts</td>
<td>.95</td>
<td>22</td>
<td>.37</td>
</tr>
</tbody>
</table>

Since the sample size in the treatment groups is at approximately only 20, the statistical test of normality should demand a more stringent level of significance. However, of the 18 levels of the dependent measures only one variable showed a significant departure from normality at the 5% level; in general, the results indicate only moderate departures from normality. The F-test has been shown to be robust with respect to such departures (Keppel, 1991; Kirk, 1995).

5.1.2 Independence of Scores

There are three repeated measures: perceived task variability, analyzability and performance. As discussed in the methodology section, perceived task analyzability and variability may be subject to contrast effects, while the performance measure would not be subject to such influences as it is not a perceptual measure. The treatment sequences were rotated to ensure that such contrast effects be controlled: they were coded as a dummy variable and its influence on the dependent...
measures was measured both as a main and as an interaction effect. The results did not show any significant influence.

There is no missing data. The group sizes of novices, intermediates and experts are 19, 23 and 22 participants, respectively. The differences in number between the groups are due to the empirical cut-offs chosen in the measurement scale, access to respondents, as well as their time constraints. My early focus on the problem of access to enough experts ensured that I ultimately secured more experts than novices.

5.1.3 Homogeneity of Variance

The results of the Box’s test of equality of covariance matrices or homogeneity of variance for the dependent variables are not significant at the 5% level. The assumption of homogeneity of variance is as such not rejected.

Table 5.2: Box’s Test

<table>
<thead>
<tr>
<th>Box’s M</th>
<th>59.855</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>1.220</td>
</tr>
<tr>
<td>df1</td>
<td>42</td>
</tr>
<tr>
<td>df2</td>
<td>10456.415</td>
</tr>
<tr>
<td>Sig.</td>
<td>.156</td>
</tr>
</tbody>
</table>

5.1.4 Mauchly’s Test of Sphericity

The Sphericity assumption means that the variances of the differences between the within subjects effect scores are equal. The statistical package, SPSS, applies “Mauchly’s Test of Sphericity” to test this assumption:

Table 5.3: Mauchly’s Test of Sphericity

<table>
<thead>
<tr>
<th>Within-Subjects Effects</th>
<th>Measure</th>
<th>Mauchly’s W</th>
<th>Chi-Square</th>
<th>df</th>
<th>Sig.</th>
<th>Greenhouse-Geisser Epistion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective Task Complexity</td>
<td>Analyzability</td>
<td>.760</td>
<td>16.495</td>
<td>2</td>
<td>.000</td>
<td>.806</td>
</tr>
<tr>
<td></td>
<td>Variability</td>
<td>.989</td>
<td>.643</td>
<td>2</td>
<td>.725</td>
<td>.989</td>
</tr>
</tbody>
</table>

Mauchly’s test of sphericity indicates that the analyzability measure violates the sphericity assumption at a 1% significance level. This implies that the differences between the within-factor measures do not have equal variance across the population. The violation of this assumption is problematic as it tends to positively bias the within-factor F-tests and thereby increase the probability of rejecting the null hypothesis (Box, 1959; Huyhn & Feldt, 1970).
The sphericity assumption is often violated in social sciences (e.g. Keppel, 1991) and several means exist to correct it (Kirk, 1995). I have applied the Greenhouse-Geisser Epsilon to adjust the F-values for the unequal variances (Keppel, 1991); this correction tends to be overly conservative, especially for small sample sizes (Keppel, 1991). After this correction, the evaluations of the assumptions justify the use of MANOVA. The following evaluations of the significance of the F-ratios are undertaken with the corrected degrees of freedom.

5.2 Multivariate Analysis of Variance

The goal of this multivariate analysis of variance is to test the overall hypothesis, H1, and thereby explore the main research question of whether perceptions of task analyzability and variability are influenced by objective task complexity and task-doer's degree of expertise.

| H1: Objective task complexity (otc), degree of expertise (e) and their interaction (otc*e) influence perceived task analyzability (pta) and variability (ptv). |

To test H1 a multivariate analysis is performed, with perceived task analyzability and variability as dependent variables and objective task structure and expertise as independent variables, including their interaction term. This is to evaluate how the perceptions of task analyzability and variability can be explained by task structure, degree of expertise and the interaction effect of the two.
Table 5.4: Multivariate Analysis of Variance\textsuperscript{72}

<table>
<thead>
<tr>
<th>Effect</th>
<th>Measures</th>
<th>Tests</th>
<th>F</th>
<th>Sig.</th>
<th>Partial Eta Square</th>
<th>Observed Power*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-Subjects</td>
<td>EXPERT</td>
<td>Pillai's Trace</td>
<td>2.37</td>
<td>.06</td>
<td>.07</td>
<td>.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wilks' Lambda</td>
<td>2.43</td>
<td>.05</td>
<td>.08</td>
<td>.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hotelling's Trace</td>
<td>2.48</td>
<td>.05</td>
<td>.08</td>
<td>.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Roy's Largest Root</td>
<td>5.13</td>
<td>&gt; .01</td>
<td>.14</td>
<td>.81</td>
</tr>
<tr>
<td>Within-Subjects</td>
<td>TASK</td>
<td>Pillai's Trace</td>
<td>14.43</td>
<td>&gt; .01</td>
<td>.19</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wilks' Lambda</td>
<td>16.49</td>
<td>&gt; .01</td>
<td>.24</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hotelling's Trace</td>
<td>18.58</td>
<td>&gt; .01</td>
<td>.24</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Roy's Largest Root</td>
<td>37.78</td>
<td>&gt; .01</td>
<td>.38</td>
<td>1.00</td>
</tr>
<tr>
<td>TASK * EXPERT</td>
<td>Pillai's Trace</td>
<td>6.20</td>
<td>&gt; .01</td>
<td>.17</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wilks' Lambda</td>
<td>6.45</td>
<td>&gt; .01</td>
<td>.18</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hotelling's Trace</td>
<td>6.70</td>
<td>&gt; .01</td>
<td>.18</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Roy's Largest Root</td>
<td>11.57</td>
<td>&gt; .01</td>
<td>.28</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{72} SPSS reports four measures to evaluate the multivariate results: Pillai's Trace, Wilks' Lambda, Hotelling's Trace and Roy's Largest Root. Pillai's Trace and Wilks' Lambda are the most robust tests with respect to violations of assumptions. Roy's Largest Root is the most powerful, as long as assumptions are not violated and the dependent variables are related by one dimension. Since there are no serious violations of assumptions, as discussed in Section 7.3, Roy's Largest Root may seem most appropriate (Keppel, 1991). However, since there are differences between the tests and each test conveys some information about the data, I have provided the reader with all four measures.
The table shows that the between-subject effect of expertise varies in significance from the > .01 to .06 level, depending on the choice of evaluation criteria. The effect size varies between 7 and 14%. The power of the tests is in the range of .57 and .81.

The effect of the objective task structure variable is significant at the 1% level, has an effect size between 19,1 and 38,2 %, and a power of 1. The interaction effect between task and expertise is also significant at the 1% level and has an effect size in the range between 16,1% and 27,5%. The test of the interaction effect has a power of 1.

Based on the MANOVA, the null hypothesis regarding no effect of task structure, degree of expertise, and their interaction on perceived task analyzability and variability must be rejected and H1 – namely that task structure, degree of expertise and their interaction influence the perception of task analyzability and variability - is retained.

5.3 Univariate Tests – Tests of Main Effects

The main effects concern the between subjects and within-subjects effects. H2 and H3 are the between subjects hypotheses, testing the effects of expertise on perceived task variability and analyzability. H4 and H5 are the within subjects hypotheses, testing the effects of objective task complexity on perceived task variability and analyzability.

5.3.1 Tests of Between-Subjects Effects

| **H2:** The higher the degree of expertise, the lower the perceived task variability. |
| **H3:** The higher the degree of expertise, the higher the analyzability perceived. |

To test Hypotheses 2 and 3, two univariate analyses of variance were performed. The null hypothesis is that there will be no differences in the perception of task analyzability and variability across respondents with the three levels of expertise. With respect to the directions of H2 and H3, the marginal means for the task structure treatment were inspected at the three levels of expertise: novices, intermediates and experts. The marginal means for perceived task variability are 4,51, 4,96 and 5,00, respectively (note that variability has a reverse scale). For perceived task analyzability, the respective marginal means are 4,14, 4,70 and 4,74; the directions as proposed by H2 and H3 are thus supported by the data.
The table below reports the critical figures; significance levels reflect two-tailed tests. Since H2 and H3 are directional hypotheses, and further include three directional comparisons, one-tailed tests are appropriate.

**Table 5.5: Univariate Analysis of Variance – Main Effects of Expertise**

<table>
<thead>
<tr>
<th>Source</th>
<th>Measure</th>
<th>F</th>
<th>Sig.</th>
<th>Partial Eta Square</th>
<th>Observed Power*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree of Expertise</td>
<td>Perceived Task Analyzability</td>
<td>4.38</td>
<td>.02</td>
<td>.13</td>
<td>.74</td>
</tr>
<tr>
<td></td>
<td>Perceived Task Variability</td>
<td>2.41</td>
<td>.10</td>
<td>.07</td>
<td>.47</td>
</tr>
</tbody>
</table>

*a) Computed using alpha = .05. Observed power is the probability that the statistical test will identify a treatment’s effect if it actually exists*

The differences between experts’, intermediates’ and novices’ perceived task analyzability are significant at the .02% level. The effect size is 13% and the power .74 at the 5% level in a two-tailed test.

Similarly, the differences between experts’, intermediates’ and novices’ perceived task variability are significant at the 5% level in a one-tailed test; the test, however, has a relatively low power (.60), even considering a one-tailed test.

In sum, the null hypotheses of no differences between the groups’ perceptions of task analyzability and variability are to be rejected, perhaps with a question mark with respect to the perceptions of task variability. The data is consistent with H2 and H3, although the test held a lower power for H2.

However, as discussed in the theory section, the existence of any disordinal interaction effects may reduce or even cover up significant effects in the univariate analysis of main effects. These interaction effects are hypothesized and summarized in Figure 3.7 and are likely reasons for the relatively low power for H2.

### 5.3.2 Test of Within-Subjects Effects

<table>
<thead>
<tr>
<th>H4: The perceived variability of the task will increase as the critical complexity is moved from the surface to the deep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H5: The perceived analyzability of the task will increase as the critical complexity is moved from the surface to the deep.</td>
</tr>
</tbody>
</table>

Hypotheses 4 and 5 state that the perceived variability and unanalyzability of the task will increase as the critical complexity is moved from the surface- to the deep-structure of the task. A comparison of the marginal means of the surface-, intermediate- and deep-structure treatment
for the two dependent variables tests the direction of the hypotheses. The results for perceived task variability are 5.30, 4.88 and 4.29 respectively, and 4.78, 4.56 and 4.24 for perceived task analyzability. The direction of the effects is as hypothesized.

To test whether the differences are significant, a univariate analysis of variance was performed. The results are presented in the table below.

<table>
<thead>
<tr>
<th>Source</th>
<th>Measure</th>
<th>F</th>
<th>Sig.</th>
<th>Partial Eta Square</th>
<th>Observed Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective Task Structure</td>
<td>Perceived Task Variability</td>
<td>31.87</td>
<td>&gt;.01</td>
<td>.34</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Perceived Task Analyzability</td>
<td>15.17</td>
<td>&gt;.01</td>
<td>.20</td>
<td>1.00</td>
</tr>
</tbody>
</table>

a) Computed using alpha = .05

The results indicate that there are significant differences between the treatment effects with respect to both perceived task variability and analyzability at the .01 level. The effect size is .34 and .20 respectively. The powers of the tests are 1. The null hypothesis suggesting no differences between the means must therefore be rejected and H4 and H5 are retained.

5.4 Analysis of Interaction Effects

This section focuses on the interaction effects between degree of expertise and objective task structure with respect to Perrow’s technology construct, namely perceived task analyzability and variability. These effects concern hypotheses H6-14. As mentioned, the first three of these hypotheses pertain to interaction with respect to perceived variability, the next three to perceived analyzability, and the last three to performance, which will be discussed at the end of this section on interaction effects.

The table below shows that the univariate tests of the interaction effects are significant at alpha levels < .01, with effect sizes of .235 and .181 respectively, and with powers of 1.

<table>
<thead>
<tr>
<th>Source</th>
<th>Measure</th>
<th>F</th>
<th>Sig.</th>
<th>Partial Eta Square</th>
<th>Observed Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective Task Structure * Expertise</td>
<td>Perceived Task Variability</td>
<td>9.37</td>
<td>&lt;.01</td>
<td>.24</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Perceived Task Analyzability</td>
<td>6.76</td>
<td>&lt;.01</td>
<td>.18</td>
<td>1.00</td>
</tr>
</tbody>
</table>

a) Computed using alpha = .05
The discussion of the interaction effects will be raised by first inspecting the plot of the three groups' different perceptions of task variability over the three types of objective task structures, providing us with a first impression of the interaction effects. This comparison will be followed by a statistical analysis of the interactions by pair-wise comparisons; this same approach will be pursued for all three dependent measures.

One problem in analyzing interaction effects is that they require repeated statistical tests, which lead to an accumulation of type-one errors. However, conventions do exist to not correct for the inflation of type-one errors for planned comparisons, but rather only for the post-hoc tests. The question of how many planned comparisons are allowed without taking inflation into account is still mainly open to the researcher's judgment, though Keppel (1991) suggests 5.

The formula for the "family-wise error rate" can be formulated as

$$\alpha_{FW} = 1 - (1 - \alpha)^C$$

where

- $\alpha_{FW}$ is the family-wise error rate,
- $\alpha$ is the chosen significance level in single comparisons, and
- $C$ is the number of pair wise comparisons performed.

I have chosen a significance level of .05. To analyze all possible pair-wise combinations of the three levels of expertise, the three levels of task structure and the two dependent variables, there are a total of 18 comparisons, with 9 of them redundant, however. Entering these numbers into the formula provides a $\alpha_{FW}$ of .37. This implies that I have a 37% rather than a 5% chance of making one or more type-one errors. However, these calculations assume that all the population treatments are equal and independent, while the theory assumes the opposite. There are also several other reasons why the calculation of the $\alpha_{FW}$ becomes too conservative (see for instance Keppel, 1991).

If I change the single comparison alpha to .02, the probability of making one or more type-one error is 17%. However, the chance of committing two or more type-one errors is then only 3%. Out of nine, the probability of 3% for doing two wrongs is acceptable. A too conservative significance level increases the chances of making type-two errors; a family-wise significance level of .02 should keep the type-two errors under control as well.

---

73 A type-two error is to retain the null hypothesis when it is false.
However, the hypotheses presented here suggest not only differences between groups, but also a specific rank order for the groups' scores. This reduces the chances for type-one errors because, while there are many ways the groups may be different, there is only one way in which they can have a specific rank order. Thus, a specified net of interrelations, as hypothesized here, reduces the opportunity to capitalize on the error rate.

5.4.1 Interactions Between Objective Task Complexity and Expertise - Perceived Task Variability

There are differences between the three groups with respect to the between-group comparisons of perceptions of task variability illustrated in Figure 5.1. The differences differ across the three task structures and the interaction effects are, as hypothesized, disordinal.

Figure 5.1: Interaction of Task Structure and Expertise - Perceived Task Variability

By just studying the plot we see that the disordinal interaction effect is quite strong. Both novices' and intermediates' perceptions of variability are lower than experts' of the surface-structure task, but higher than experts' of the two other tasks.

The slope of experts' and intermediates' perceptions might serve as a perfect textbook example to illustrate how interaction effects can cancel out main effects. In Table 5.8 below, I have presented the scores of the
expert and intermediate groups. The main effect is presented in the column to the very right (mean); we can see that the expertise variable has a main effect of .04 (the difference between the two means), which is insignificant.

**Table 5.8: Main Effects of Degree of Expertise on Perceived Task Variability**

<table>
<thead>
<tr>
<th></th>
<th>Surface-structure</th>
<th>Intermediat-</th>
<th>Deep-structure</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experts</td>
<td>3.1</td>
<td>2.8</td>
<td>2.65</td>
<td>2.92</td>
</tr>
<tr>
<td>Inter-</td>
<td>2.24</td>
<td>2.84</td>
<td>3.8</td>
<td>2.96</td>
</tr>
</tbody>
</table>

If we had used only these two groups and not controlled for the three different types of task complexity, we would not have found any clear effect of expertise. However, since we have the data for how the two groups performed differently on the three tasks, we can see from Figure 5.1 (on previous page) that there is a strong effect of the expertise variable. As the effect is disordinal, the average effect is canceled out.

In the univariate test in Section 5.4, we found a small effect of expertise on perceived task variability. It was barely significant at the 5% level in a one-tailed test and had a power of only .47, which made it difficult to conclude with respect to the testing of H2. However, through the analysis of the interaction effects, we can now conclude that these are disordinal and cancel out the main effects and that there are in fact significant effects of degree of expertise on perceived task variability. H2 cannot be entirely rejected, and the analysis of interaction effects has demonstrated that there is a more complex picture to consider than the main effects alone. Hypotheses 6, 7 and 8 specify these additional considerations:

**H6:** Novices perceive the surface-structure (SS-) tasks as less variable than do experts. Intermediates perceive the SS-tasks as more variable than do novices but less variable than experts do.

**H7:** Intermediates, experts and novices perceive the intermediate-structure task (I) equally with respect to its variability.74

**H8:** Experts perceive the DS-tasks as less variable than intermediates, who perceive them as less variable than do novices.

The table on the next page shows the mean differences between the three groups’ perceptions of each of the three tasks, the standard error and the significance levels.

---

74 The intermediate task (I) is conceptually defined on page 50 and further operationalized in the methodology section 4.3 (p. 73-88), as is the SS- and DS-task.
Table 5.9: Perceived Task Variability Pair-wise Comparisons: Task Structure*Expertise

<table>
<thead>
<tr>
<th>Measure</th>
<th>Objective Task Structure</th>
<th>(i) Degree of Expertise</th>
<th>(j) Degree of Expertise</th>
<th>Mean Diff (i-j)</th>
<th>Std. Error</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived Task Variability</td>
<td>Surface-Structure (SS)</td>
<td>Novices</td>
<td>Intermediates</td>
<td>-.70</td>
<td>.33</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Novices</td>
<td>.17</td>
<td>.34</td>
<td>.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intermediates</td>
<td>Experts</td>
<td>.70</td>
<td>.33</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Novices</td>
<td>.86</td>
<td>.32</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Intermediates</td>
<td>-.17</td>
<td>.34</td>
<td>.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Novices</td>
<td>Intermediates</td>
<td>-.86</td>
<td>.32</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>Intermediate-Structure (SS)</td>
<td>Novices</td>
<td>Experts</td>
<td>-.43</td>
<td>.31</td>
<td>.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intermediates</td>
<td>Novices</td>
<td>.36</td>
<td>.31</td>
<td>.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Novices</td>
<td>-.04</td>
<td>.30</td>
<td>.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intermediates</td>
<td>Experts</td>
<td>.43</td>
<td>.31</td>
<td>.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Intermediates</td>
<td>.04</td>
<td>.30</td>
<td>.88</td>
</tr>
<tr>
<td>Deep-structure (DS)</td>
<td>Surface-Structure (SS)</td>
<td>Novices</td>
<td>Intermediates</td>
<td>-.25</td>
<td>.26</td>
<td>.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Novices</td>
<td>-1.20</td>
<td>.27</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intermediates</td>
<td>Novices</td>
<td>.25</td>
<td>.26</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Experts</td>
<td>Novices</td>
<td>-.95</td>
<td>.25</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intermediates</td>
<td>Experts</td>
<td>1.20</td>
<td>.27</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>
Surface-Structure Task:

The data is partially consistent with H6, stating that experts perceive the surface-structure task as more variable than intermediates do, who in turn perceive it as more variable than do novices (PTV_{e,es} > PTV_{i,es} > PTV_{n,es}). The results are significant at the .02 level. Intermediates perceive the surface-structure tasks as having significantly less variability than experts perceive them, which is as hypothesized. Novices perceive the SS-tasks as less variable than experts do, although not significantly so. But the surprise is that intermediates perceive the SS-tasks as having significantly less variability than novices perceive them to have. This is opposite to what is hypothesized and a particularly interesting finding, since intermediates have not before been studied in expertise research; intermediates have implicitly been assumed to have perceptions and performance between that of experts’ and novices’. This finding is further discussed in Section 7.2.2.

Intermediate-Structure Task:

The data is consistent with H7, stating that intermediates, experts and novices perceive the I task as equal with respect to its variability (PTV_{e,i} = PTV_{i,i} = PTV_{n,i}). There are no significant differences between the three groups’ perceptions of task variability under the intermediate-structure task treatment, although novices have a none-significant higher score than experts and intermediates.

Deep-structure Task:

The directional hypotheses in H8, stating that experts perceive the DS-tasks as less variable than intermediates do, who in turn perceive them as more variable than do novices (PTV_{e,de} < PTV_{i,de} < PTV_{n,de}), are consistent with the data. The difference on the DS-task between experts and intermediates is significant at the .01 level and has the hypothesized direction. The difference between intermediates and novices carries the hypothesized direction but is not significant.

Overall, the within-group analysis supports the theory presented. Furthermore, it is interesting to note that experts’ perceptions of task variability are constant across tasks as the critical complexity is moved from the surface of the task to its deep-structure. But novices and intermediates find the task increasingly variable as the critical complexity is moved from the surface-structure and into the deep. The findings will be discussed in detail in Chapter 7.
5.4.2 Interactions of Objective Task Complexity and Expertise – Perceived Task Analyzability

Hypotheses 9, 10 and 11 concern to the interaction effects of objective task complexity and degree of expertise on perceived task analyzability:

| H9: Novices perceive the SS-tasks as more analyzable than do experts. Intermediates perceive the SS-tasks as less analyzable than novices, but more analyzable than experts. |
| H10: Intermediates, experts and novices perceive the intermediate-structure task (I) equally with respect to its analyzability. |
| H11: Experts perceive DS-tasks as analyzable and more analyzable than intermediates do, and intermediates perceive them as more analyzable than do novices. |

As illustrated in Figure 5.2, there are differences between the three groups in terms of their perception of task analyzability, particularly with respect to deep-structure tasks. The interaction is disordinal for the expert and intermediate groups, while there is a strong ordinal interaction effect for the expert and novice groups.

Figure 5.2: Interaction of Task Structure and Expertise – Perceived Task Analyzability
Results

A quantitative analysis of these differences was made by pair-wise comparisons. The table below summarizes all the pair-wise comparisons of task structure with respect to the three different levels of expertise.
<table>
<thead>
<tr>
<th>Objective Task Structure</th>
<th>(i) Degree of Expertise</th>
<th>(j) Degree of Expertise</th>
<th>(k) Degree of Expertise</th>
<th>(l) Degree of Expertise</th>
<th>Mean Diff.</th>
<th>Std. Error</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
<td>Experts</td>
<td>Novice</td>
<td>-.13</td>
<td>.25</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>Experts</td>
<td>Novice</td>
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Table 5.10: Perceived Task Analyzability. Pair-wise Comparisons: Task Structure, Expertise
Surface-Structure Task

The directional hypotheses in H9, stating that novices perceive the SS-tasks as more analyzable than experts do and that intermediates perceive them as less analyzable than do novices but as more analyzable than experts, are not supported. The statistics in the table above show that the difference in perceptions of the analyzability of the SS-task between novices, intermediates and experts is not significant.

The Intermediate-Structure Task

The hypotheses in H10 are supported; namely, that intermediates, experts and novices perceive the intermediate-structure task equally with respect to its analyzability. The differences between the three groups are not significant at the .02 level.

The Deep-Structure Task

The directional hypotheses in H11 - that experts perceive DS-tasks as more analyzable than intermediates do, who in turn perceive them as more analyzable than do novices - are supported. All the differences between groups are significant at the .02 level and the directions are as hypothesized.

With respect to the direction of the interaction effect, it is interesting to note that experts’ perceptions of task analyzability are relatively constant across the three tasks as the critical complexity is moved from the surface-structure of the task to its deep-structure. Novices and intermediates, however, find the task less and less analyzable as the critical complexity is moved from the surface-structure to the deep.
5.4.3 Interactions of Task Structure and Expertise - Performance

These interactions pertain to Hypotheses 12, 13 and 14.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H12:</td>
<td>Novices perform better than intermediates on SS-tasks, who in turn perform better than do experts.</td>
</tr>
<tr>
<td>H13:</td>
<td>Novices, intermediates and experts perform equally well on I-tasks.</td>
</tr>
<tr>
<td>H14:</td>
<td>Experts perform better than intermediates on DS-tasks, who in turn perform better than do novices.</td>
</tr>
</tbody>
</table>

The graphs in Figure 5.3 and table 5.11 show how respondents with different degrees of expertise performed on the three different types of tasks. The differences between the three groups' performance are largest for the deep-structure tasks.

Figure 5.3: Interaction of Task structure and Expertise – Performance
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The data is partially consistent with H12: novices perform as the experts on the surface-structure task. The difference between intermediates and novices is opposite to that which is hypothesized and significant at the .05 level, while intermediates perform better than experts, which is as hypothesized. The difference is significant at the .025 level in the one-tailed test.

The data is consistent with H13: the differences between the three groups' performance on the intermediate-structure task are not significant. H14, for its part, yields partially consistent data. All differences have the hypothesized directions on the deep-structure task; the difference between experts' and novices' performance is significant at the 1% level, as is the difference between intermediates' and novices' performance, both on the one and two-tailed tests. The difference between intermediates' and experts' performance is, however, not significant on the one-tailed test (sig. .085).

5.5 Testing Competing Models

The test of the competing models pertains to Hypothesis 15

| H15: Performance is better explained by degree of expertise and objective task complexity than by perceived task variability and analyzability. |

The goal is to compare the explanatory power of two regressions. The first equation regresses the two perceptual measures, perceived task analyzability and variability, and their interaction term on performance, while the second equation regresses task structure and expertise and their interaction term on the same performance measure, as illustrated in the research model, Figure 3.6.

Both "sub-models" have the same number of variables and the same structure. The two models are analyzed by two step-wise regression analyses. The variables have been entered in two blocks; the main effect variables first in one block and secondly the interaction term in another block, allowing comparison of the two models. The first regression - with perceived task analyzability, perceived task variability, and their interaction term - provides an adjusted R square of .23. However, as can be seen in Appendix 6, the beta coefficients for perceived task analyzability and the interaction term are not significant. Perceived task variability alone provides an adjusted R square of .23.

The second regression - with task structure, expertise, and their interaction term provides an adjusted R square of .40 (see Appendix 7 for details). As can be seen in Appendix 7, all the beta coefficients are significant at the 1% level for all three variables and the increase in R square is as well significant for each added variable. The equation using objective task structure, degree of expertise and the interaction term
explains approximately 73% more of the variance in performance than the equation using the perceptual measures. The data is therefore consistent with Hypothesis 15. It should be mentioned that the VIF-value increases as the interaction term is added in the second regression. However, as the test of hypotheses 15 concerns comparison of predictions, collinearity does not pose a problem. To understand the influence of each variable, the more sophisticated controls allowed for by the experiment and the analytical techniques applied above, do a better job.

It should be noted that these tests are conservative, as the task is the same throughout the study. Often in empirical research the differences between tasks is much greater than simply addressing whether the critical contingencies reside in the surface- or deep-structure of the same task.

This chapter has focused on the actual testing of the hypotheses rather than a discussion of the results. Such a discussion is presented in Chapter 7, after first addressing the validity and generalizability of the study. Implications for research and practice are discussed in Chapter 8 and 9, respectively.
6. Validity

6.1 Validity

Before discussing the results and their implications, it is important to evaluate the validity of the present research. Cook and Campbell (1979) suggest four key aspects of validity: statistical conclusion validity, internal validity, construct validity of causes and effects, and external validity. These will be discussed in the following four sections.

6.1.1 Statistical Conclusion Validity

After the statistical analysis and results, it is possible to evaluate the statistical conclusion validity, which refers to the soundness of the statistical considerations: whether it is reasonable to presume co-variation given a specified alpha-level and the obtained variances (Cook & Campbell, 1979). Violations of the assumptions of the statistical tests are a threat to validity. The assumptions were discussed in section 5.2 (on page 104), with no serious or uncorrectable violations found.

Low statistical power is another threat to statistical conclusion validity. The statistical power of the performed analyses, as reported above, is high; it seems valid to conclude for the significant results, that the causes and effects co-vary strongly with a high level of confidence (alpha <.05) and with a power above .8. The multiple test or error rate problems appear to be under control, most notably in that all hypotheses contribute toward one integrated theory.

The strength of the co-variation is measured by the degree of variation in the dependent variables accounted for by the independent variables. As hypothesized, the effects of expertise and task structure on perceived task variability, analyzability and performance interact: the effects of each independent variable depend on the level of the other. The results are that expertise explains between 6 and 36% of the variance in the dependent variables, depending on the type of task in question. Task structure accounts for between 3 and 54% of such variance, depending here on the level of expertise. The interaction effect explains about 27%. The power of the significance tests lies between .8 and 1, which implies a low probability of making type-two errors. These statistical results indicate effects of considerable magnitude (Cohen, 1969) and thus contribute to statistical conclusion validity.

Low reliability of the measures is another threat to statistical conclusion validity. As discussed in Chapter 5, the coefficient alphas are satisfactory for most statistical decisions. The reliability of the treatment implementation was addressed by the operationalization and
standardization of the task structure treatment. The data collection and
the management of the treatments in a relatively controlled setting, as
described in Section 4.7, further help reduce the threats to statistical
conclusion validity. Finally, the within-subjects research design itself
serves to reduce error variance.

6.1.2 Internal Validity

A main goal of this study was to establish the statistical conclusion
validity of the relationships suggested, and point to the consequences of
such relationships, in technology-structure research in general. The
putative cause-effect mechanisms behind the results point to experts' 
propensity to focus on the deep-structure of the task, and novices' 
tendency to focus on the surface-structure of the task. It is proposed that
this mechanism, combined with the nature of different task structures,
cause the differences in the groups' perceptions. Having established
that a statistical relationship exists between the variables, internal
validity concerns determining whether the relationships are causal and
in the proposed directions.

In general, establishing causality is problematic. J. S. Mill has three
criteria for inferring cause: (1) co-variation between the presumed
cause and effect, (2) temporal precedence of the cause, and (3) whether
control over the experimental situation may be argued to be present.
The first criterion about co-variation between presumed cause and
effect is met by the statistical conclusion validity. The second
condition, temporal precedence of the both treatments (objective task
complexity and degree of expertise), was ensured by the experiment's
design.

The third condition, control over the experimental situation, was
established by control over the treatments and recording of the
dependent variables. However, this design is a quasi-experiment in a
Cook and Campbell (1979) perspective, in that expertise is not
developed within the limits of the experiment. Novices, intermediates
and experts are qualified by a measurement instrument. Control over
the experimental situation may thus be argued to be less than perfect
with respect to the expertise variable. While it is of course impossible
to allow expertise room to develop within the limits of such an
experiment, this study represents nonetheless an improvement with
respect to the control and measurement of expertise in that it utilizes
more specific proxies, triangulates the selection methods, and avoids
certain pitfalls that have been pointed to in recent studies (see
discussion in Section 4.4). Compared to surveys, which have

75 See for example Cook and Campbell (1979) for a discussion of J.S. Mill's
view on causality.
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constituted the traditional approach to research on technology and structure, the control achieved here is clearly superior.

6.1.3 Construct Validity of Putative Causes and Effects

Confounding is the central problem to construct validity of putative causes and effects. Suspicions regarding the Perrow-construct’s lack of validity of causes and effects were one of the factors inspiring the present study, with the consequences for measurement of such confounding having now been demonstrated. The technology construct will be deemed both invalid and unreliable due to this confounding of the effects of task structure, expertise and their interaction.

The same criticism of confounding of Perrow’s technology construct and task-related research in general as raised in this study could potentially be turned against it. To avoid such criticism and increase the construct validity of putative causes and effects, Cook and Campbell’s (1979) suggestions were followed as reported in the methodology section. The constructs were first explicated and differentiated; data analyses - assessing the “take” of the independent variables – subsequently indicated that they manipulated what they were intended to. Thirdly, factor analysis verified that the items tapped the factors they were meant to measure while the constructs, finally, were defined relative to prior research and the theory developed here. The operations were performed to ensure that the treatments and measures did in fact reflect the constructs, with the validation results as reported in Chapter 4. Despite these efforts, threats to validity may still be identified.

To reduce the threat of a mono-operation bias, each task structure treatment consists of between 6 and 8 tasks to be solved. In the same manner, the expertise construct is operationalized by several specific dimensions of experience or knowledge and by the subjects’ self-nomination on three specific dimensions. This study does not however eliminate the threat of a mono-method bias, as it does not apply a multi-method approach. Yet to minimize the method bias or exposure to irrelevancies, the treatments and setting are made as realistic as possible: a real-life setting, with actual experts, intermediates and novices are used. The tasks to be solved are identical to the tasks the subjects meet in responding to customers’ requirement specifications in their everyday life. Furthermore, the way in which the tasks are solved is also similar to their real-life situation; in spite of these efforts, however, a part of the error term will always have its source in the experimental method. Nonetheless, compared to most research on expertise, a strength of this study lies in its proximity to real-life, thereby reducing method bias and any effects of subjects’ hypothesis-guessing, evaluation apprehension or experimenter’s expectancies (Cook & Campbell, 1979).
Validity

The experimental design of earlier studies of expertise and deep- and surface-structure has itself posed a threat of confounding constructs and their levels, as traditional studies of expertise have mainly administered one level of task treatment; that is, one task, and only two levels of expertise. The dependent variable has often had only two levels, for example deep- and surface-structure perceptions (e.g. Chi et al., 1985). The best control for this threat is parametric research, in which several levels of the independent variable are varied and many levels of the dependent variable measured (Cook & Campbell, 1979). This study includes three levels of expertise, three levels of mixes of deep- and surface-structures and approximately 7 levels for the dependent variables, contributing as such to increased understanding of the effects at different construct levels. More levels also imply clearer definitions and operationalizations of constructs.

The use of three levels instead of two revealed that the difference in perception and performance on the surface-structure task was not as assumed greatest between novices and experts; the greatest difference, rather, tended to be between intermediates and experts. There are interesting theoretical implications of this finding with respect to learning curves, which are further discussed in Chapter X on theoretical and practical implications.

6.1.4 External Validity

Two issues are of particular interest for the generalizability from experiments: 1) the specific subject matter addressed, and 2) the sample of subjects employed (Cook & Campbell, 1979). The generalizability discussion may also be distinguished from generalizability across populations and to specific and well-explicated target populations.

Contrary to traditional laboratory-oriented experiments, this study takes place in a real-life organization, with a real-life task and real experts, intermediates and novices. Both setting and subject sample are as such closer to the actual field of study - hence, more realistic - and may be argued to contribute to a higher external validity.

The specific population for this study is consultants involved in customer-oriented implementation and sales projects in a European software firm. One ambition of this project has been to generate generalizable theory of how degrees of expertise and differences in task influence task perceptions. Cook and Campbell list three areas of threat to generalizability across persons, setting and time: 1) interaction of selection and treatment, 2) interaction of setting and treatment, and 3) interaction of history and treatment.

The interaction of the selection of subjects, setting and history of subjects on the one hand, and the treatment or the experiment on the other, poses a threat insofar as this interaction may be unique to the
present study and not representative of other subjects, settings or histories. Several measures were therefore taken to ensure these elements were representative of the software industry in general.

The setting and task - responding to requirement specifications for software solutions - constitute a situation that is well known in the software industry. Similar situations are usual in many other industries, as bidding processes are common to most businesses. The setting may therefore be generalizable across many industries, while the three sets of requirement specifications were, as mentioned, identical to real requirement specifications that the software firm encountered in its everyday work.

Subjects were sampled from a network of companies across Europe, but mainly in Sweden, UK and Norway, and included people working with development, sales, and implementation of software. This should contribute to reducing the history effect of one single organization. To minimize the risk of assembling a group of subjects with abundant time and a special interest in research projects, participants were nominated by peers and superiors. As mentioned, 78% of the nominated subjects responded and the non-respondents were relatively equally distributed along the expertise scale, probably due to the special effort made to ensure that experts responded.

While the generalizability of this study is on the whole and in all likelihood enhanced due to the real-life setting and specificity of the operationalizations, as compared to the traditional laboratory experiment and field survey, only repeated studies can actually verify this.
7. Interpretation and Discussion of Results

7.1 Influence of Expertise and Objective Task Complexity on Perceived Task Variability and Analyzability

The multiple analysis of variance yielded significant results, which were in general stronger than the those of the univariate analysis, demonstrating that perceived task variability and analyzability represent related constructs that are well explained by objective task complexity and expertise and their interaction (H1). This is a clear rejection of the null hypothesis of no relationship between the two dimensions in Perrow's construct, which is also the general assumption taken by studies applying this technology variable. The implications for future research and the validity of earlier research will be discussed in the next chapter. First, the main and interaction effects will be presented in more detail.

Each of the main effects of expertise and task structure on perceived task variability and analyzability were significant (H2 – H5). Particularly strong were the power and effect size for the task treatment. One reason for this is the split-plot factorial design, which as mentioned is most sensitive to the within-subject treatment and to interaction effects. A design favoring the task and interaction effects was chosen due to the greater focus of prior research on the effects of expertise, rather than on the task structure and interaction effects.

The more intuitive and straightforward hypothesis, that expertise causes higher perceived analyzability and lower variability (H2 and H3), is in one manner supported and in another not. The main effect is significant and in the hypothesized direction and, if only the main effects were considered, the data would be consistent with the hypotheses. The interaction effects paint however a more complicated picture: expertise is not always a cause of higher perceived analyzability and lower perceived variability. There is a positive relationship on the deep-structure task, no clear relationship on the intermediate-structure task, and on the surface-structure task there is a negative relationship for perceived task variability and none at all for perceived task analyzability. Yet there is an average a positive main effect, although it must be considered rather weak for perceived task analyzability.

Main effects that run opposite to some of the interaction effects may be the result of disordinal interactions; that is, the crossing of response lines, as in the case with intermediates' and experts' perceptions of task variability in Figure 5.1 (on page 110). This example shows how lack of control over the treatment levels can lead to false conclusions at some levels, conclusions which in general are misleading. The main effects in the ANOVA and MANOVA analyses were in part canceled out since they reflect a sum of the three levels of the independent
variables. These sums reflect the interaction effects discussed in the next section.

7.2 Interaction Effects and Their Consequences

There are nine hypotheses on interaction effects, with three for each dependent variable. Each of the three hypotheses concerns the relative perceptions and performance of experts, intermediates, and novices with respect to a specific task treatment. The logic behind all three sets is the same: experts would focus on the deep-structure of the task and therefore perceive the surface-structure task as the most variable and least analyzable. Experts would also have the weakest performance on this task. The novices would demonstrate precisely the opposite profile. The intermediate-structure task was likewise hypothesized to hold no differences between experts and novices; though the intermediates had not been researched earlier, it was logical to hypothesize that they would fall somewhere between experts and novices on the three tasks.

In general, the results support the underlying theory and as such the main argument of this dissertation. The effects - in particular the interaction effects - have significant influence on the dependent variables. As to be further discussed in this section, the disordinal interaction effects render the main effect misleading with respect to perceived task variability. Similar disordinal interaction effects are as well present in the two other dependent variables, perceived task analyzability and performance. It can therefore be concluded that without knowledge of the interaction effects, the information regarding the relationships in this study would be deceptive.

In organizational theory, Perrow's construct has only been used in surveys, which with few exceptions have not been controlled for objective and subjective task characteristics. Accordingly, these studies have reported confounded measures and never reported interaction effects. With respect to technology-structure research, the results reported here can be said to demonstrate that the confounding of objective and subjective task characteristics, such as objective task complexity and degree of expertise, has posed a major threat to the validity and reliability of this research tradition, suggesting as such one

---

76 The surface-structure tasks were constructed so that the simplest resolution path resided on the surface-structure and that solving the task by its deep-structure would imply a more complex resolution path.

77 See Table 2.1 in addition to the studies reported here. Van de Ven & Delbecq (1974) and Van de Ven et al. (1976) did have some control over subjective and objective task characteristics.
explanation as to why this research tradition has been unreliable and inconclusive.

This study demonstrates further, that such confounded results are an especially great threat to reliability and validity in cases where the interaction effects between the task-doer’s degree of expertise and the objective task complexity are strong. In such studies, the consequence is a confounded measure that contains misleading information about its relationship to any dependent task-related variable.

Traditional technology-structure surveys are often administered across several organizations performing seemingly similar tasks. Some organizations may however repeat the task so often that it has become routine, while others may have so little experience with the task that they are only just working out how it can be solved. Others again may consider the task unimportant and have therefore not invested in routines for meeting it. Consequently, the task will be different in terms of both subjective and objective characteristics and their interaction will obscure measurement of the relationship between technology and structure if this difference is not controlled for in the research design.

7.2.1 Confounded Variables’ Deficiencies as Predictors

The empirical consequences of this confounding can be further illustrated when considering relationships to a dependent variable. Hypothesis 15 tests the predictive power of two regressions: 1) perceived task variability, perceived task analyzability and their interaction as predictor of performance and, 2) objective task complexity, expertise and their interaction as predictor of performance. The latter regression provides an R-square which is 73% higher than the former (.40 vs .23).

These results demonstrate that the confounding of objective and subjective task characteristics represents a threat to the predictive validity of Perrow’s technology construct. How this occurs is illustrated in the figure below, showing the different means of performance for the different degrees of expertise and task structures.
Figure 7.1: Performance of Respondents of Different Degrees of Expertise
Each panel reflects one task structure and the corresponding performance at the various levels of expertise. We can see that different tasks display different relationships between performance and degree of expertise. The relationship between expertise and performance forms an inverted U-shape on the SS-task, demonstrates no significant relationship on the I-task and a positive relationship on the DS-task, though with a ceiling effect.

Because of the three groups' different response profiles on the three tasks, independent measures that do not specifically measure or control task complexity and degree of expertise are potentially flawed. Since the interaction effect between task complexity and expertise is so strong, the regression estimating the relationship between the technology construct and performance will be subject to greater error terms and thus smaller F-values than the relationship estimated when the variables capture this information, as demonstrated in the test of Hypothesis 15.

Another way to picture the perceptual variables' deficiencies as predictors is illustrated in Figure 7.2 below, where the differences between experts' and novices' perceptions of the analyzability of the deep-structure task are illustrated by their hypothetical normal distributions.\(^{78}\)

\(^{78}\) In order to better illustrate this point, only the expertise and novice groups are drawn into the figure.
Figure 7.2: Illustration of the Dispersion and Reliability of Measures

- All three groups:
  - Std. Dev = .92
  - Mean = 4.27
  - N = 64.00

- Novices:
  - Std. Dev = .82
  - Mean = 3.54
  - N = 19.00

- Experts:
  - Std. Dev = .71
  - Mean = 4.85
  - N = 22.00

Interpretation and Discussion of Results
The differences in means and standard deviations among the three treatment groups of task-doers cause the population of the task-doers as a whole to be a much more heterogeneous group than any of the treatment groups alone. From the definition of variance

$$\sigma^2 = \frac{\sum(x_i - \bar{x})^2}{N}$$

where \(x_i\) is the observation \(i\), \(\bar{x}\) the mean of the \(N\) observations and \(N\) the number of observations, it is clear that not only do the deviations from the mean play a role, but the number of observations as well.

The distribution for the combined three groups has an \(N\) of 64 compared to 22 for the expert group, but the former distribution still has a standard deviation approximately 30% higher than the expert group. Hence, what is won in sample size is lost in heterogeneity and the consequence is a less precise estimate of perceived task analyzability and variability.

In addition to the perceptual measures' increased standard deviation, these measures do not control information about the subjects' different degrees of expertise and since the subjects of different degrees of expertise respond differently with respect to the dependent variable, this further reduces the covariance between task perceptions and the dependent variable. Consequently, models with such confounded variables will conceal the true relationships between the task perceptions and their dependent variables; in order to secure reliable and valid research results, these underlying mechanisms need to be explicated as demonstrated here.

7.2.2 Surprising Findings on Intermediates' Perceptions

Although the results in general support the theory presented, there are some interesting exceptions that contribute to the development of existing theory. In Hypotheses 6, 9 and 12 – predicting that experts perceive higher variability, lower analyzability and perform worse than novices on the surface-structure task - the differences between the two groups were insignificant. In the same hypotheses, the intermediates were expected to achieve intermediate scores as well. This was not the case. Surprisingly, intermediates scored consistently higher than novices on the surface-structure task; in fact, the intermediates had on this task either highest or lowest scores on all three dependent variables. Intermediates were those who perceived the surface-structure task as least variable, most analyzable and who performed best. On perceived task variability and performance, further, the differences to the two
other groups were significant\textsuperscript{79}, while the difference was not significant, however, on the perceived task analyzability variable. This was contrary to what was hypothesized and what existing theory has assumed.

On the intermediate-structure task, there were no significant differences between the three groups, as hypothesized, although intermediates here, too, scored consistently higher than the other two groups. As hypothesized, they scored between experts and novices on the deep-structure task, offering as such interesting findings for a discussion of how novices develop into experts.

If a linear transformation from novice to expert were to be expected, it would follow that understanding of the deep- and surface-structure transformed gradually from the novice to expert stages. However, intermediates do not seem to be halfway to becoming experts in terms of gradually changing their focus from the surface- to the deep-structure of the task. With respect to their abilities to perceive critical information residing on the task's surface-structure, intermediates appear to have become "well trained novices", as they have the same profile as novices regarding perceptual focus on the tasks’ structures. At the same time, their scores on the deep-structure tasks show that they are gradually developing an understanding of the deep-structure of the task. It may therefore be concluded that intermediates retain their sensitivity to details on the surface-structure of the task as they begin to gain an understanding of the task’s deep-structure as well as the important details for deep-structure dependencies. And yet, somewhere experts lose their sensitivity to details on the surface-structure of the task that are not related to the deep-structure through the deep-structure logic.

Traditional studies of expertise on perceptions of deep- and surface-structures have administered only one type of task and measured experts' and novices' responses to this single class of task (e.g. Chi & Feltovich, 1981; Chi et al., 1988; Dukerich & Nichols, 1991; Day & Lord 1992; Ericsson & Charness, 1994; Lord & Maher, 1990; Schenk et al., 1998; Wiley 1998), precluding any manipulation of the deep- and surface-structure. The knowledge of experts' and novices' perceptions of surface- and deep-structures has therefore been limited to the rough distinction presented in these studies. The "truisms" in expertise

\textsuperscript{79} For the perceived task variability variable, the significance was at the 2\% level with respect to novices and at the .1\% level for experts. The differences were significant at the 5\% level on the performance variable with respect to experts and at 2.65\% for novices. All tests are directional and one-tailed.
research - namely that experts focus on the deep-structure of the task and novices on the surface - may then be misleading.

Due to its more precise operationalization, this study allows a more detailed exploration of the perceptual propensities of task-doers with different degrees of expertise. Its findings show that experts naturally perceive the surface-structure of the task as well, though primarily those cues that are related to the deep. The cues that are related directly to other parts of the surface-structure are more likely to be perceived by intermediates or "well trained novices". This is the case, for instance, when requirement specifications are most efficiently solved by linking cues of the surface-structure to other parts of the task's surface-structure. Experts perceive these tasks as more variable and less analyzable and perform more poorly than intermediates.

Experts, on the other hand, answer better requirement specifications that call for knowledge of the specific tables and processes residing in the deep-structure of the software. Hence, experts seem to focus on those type of details on the surface-structure that are related to the deep-structure of the task, even in those cases this is inefficient with respect to the task performance. It is interesting in this regard to note that while intermediates' and novices' perceptions change over the three tasks, experts' perceptions of the task's variability and analyzability are constant across the three tasks.

7.2.3 Findings on Experts' Perceptual Propensities and their Disadvantages

As mentioned previously, it is surprising that there were no significant differences between experts and novices on their perceptions of the surface-structure task. In fact, there were no significant differences in scores on the perceptual measures for experts across all the three tasks: they perceived all tasks similarly with respect to their variability and analyzability. There were significant differences for performance, however.

This may be interpreted as support for the theory that experts focus on the deep-structure of the task; since the architecture is the same across all three tasks, experts are correct in perceiving that all tasks in principle are equal. But the fact that thinking in terms of the surface-structure makes solving the surface-structure tasks easier, in effect caused experts to suggest solutions that were far from optimal - for example, suggesting that the requirement be met by adaptations when it could be met by existing standard functionality. Experts had as such a general tendency to suggest adjustments in the code or new programming, when there were in fact standard screens in place that provided optimal solutions to the requirements.
Most important; this study demonstrates why perceived task variability and analyzability are not necessarily reliable predictors and why technology-structure research has shown so diverse results. Due to the interaction effects this study shows on average a weak or no relationship between perceived variability and analyzability on the one hand and performance on the other. But when the different types of tasks and degrees of expertise are considered, significant systematic differences both in perceptions and performance are found at the different levels. This study has in detail demonstrated how these differences cancel each other out when the average effects are calculated. The next section will discuss this finding in more detail.

7.3 New Findings Due to Different Research Design

The interaction effects found in this study would be difficult to uncover and measure without the present experimental design. The dominating approach has been to administer one task to one group of experts and one group of novices and then study between-group differences with respect to outcome. Earlier studies have not included subjects with an intermediate level of expertise. The split-plot factorial design with repeated measures is, as mentioned, especially strong with respect to the within-group comparisons (Kirk, 1995). To my knowledge, this is the first study that manipulates expertise and task structure simultaneously to study the interaction effects, and compares task structure perceptions and performance within and between groups. By measuring each of the groups’ responses across the three task structures, it becomes possible to not only include between-group but within-group comparisons of tasks as well. This analysis provides information on how experts, for example, perceive different task structures differently and how these differences vary between the groups.

The disordinal interaction effects - namely, the fact that there is not a linear relationship between degree of expertise and performance, that people with different degrees of expertise both perceived and performed differently on similar tasks, and that these differences varied as the task changed - may be the findings that have strongest consequences for research and practice. This because the disordinal interaction effects found here are likely to cover up main effects and thereby cause researchers to make type two errors, failing to reject the null hypothesis when it is false.

To conclude, the results show that experts, intermediates and novices systematically perceive certain task properties differently; consequently, measures that do not capture such effects will be less valid and reliable than measures that do. It is of course also possible to control for these effects through selection of task and respondents of
study. This research project has explored only one of the mechanisms by which confounding of subjective and objective task characteristics invalidates the measures of task perceptions and, in particular, their predictive validity. However, the mechanisms pointed to here are central to both research and practice and the implications of these findings are discussed in further detail in the following chapters.
8. Implications for Future Research

The implications for future research concern two realms: the first is contingency theory in terms of technology-structure research and the second is expertise research within the cognitive sciences. A discussion of implications for these fields will first address technology-structure research, followed by those for expertise research.

As documented by this study, surveys on technology and structure not controlling for degrees of expertise and differences in tasks face serious validity and reliability problems. To take the results of this study seriously implies reassessing the findings of previous studies that have treated the relationship between tasks and perceptions of these randomly, which constitutes a significant portion of studies in the history of contingency theory, as shown in the literature review of this study (Section 2.3 and Appendix 1).

One example of a likely consequence of lack of control for such “external factors” is presented in Daft and Macintosh’s seminal Administrative Science Quarterly article (1981), in which no controls for objective task complexity or cognitive schemata are applied. The results from this study imply that the findings in Daft and Macintosh’s article be reassessed. Daft and Macintosh, further, were also “puzzled” by their surprising finding, that the amount of information processed was negatively correlated with information equivocality; "...almost as if equivocality substituted for amount of information in some fashion" (Daft & Macintosh, 1981, p. 218). What they failed to note was that their measure of amount was a relative one: they questioned their respondents about how much information they processed relative to all the information they should or could have processed in order to solve the task. That the measure was relative means that the more information processed, relative to all information needed to solve the task, the higher they scored. The four items measuring information amount\(^8\) ensured that those solving tasks perceived as simple scored high, while those solving tasks they perceived as complex scored low.

The problem with such a relative measure appears when one does not control for objective task complexity, when tasks differ in total information requirements, or worse still, when one does not control for respondents’ different degrees of expertise. In such cases, those meeting tasks they perceive as very complex will report that they are only able to process a relatively small amount of all the information.

\(^8\) The items were:

a) wait until all relevant information is examined before deciding something
b) keep gathering data until an excellent solution emerges;
c) acquire all possible information before making a final decision; and
d) go over available information until an excellent solution appears.
Implications for Future Research

they could, while those solving tasks perceived as very simple may report that they process all possible information before reaching a decision. The empirical results of using such measures are that those solving the simplest tasks will report that they process the most information; those dealing with the most complex tasks, however, who will never be able to collect and process enough information, are likely to in fact report that they process the least.

The consequence of not controlling for objective task complexity and degree of expertise in empirical research may thus be perfectly illustrated by Daft and Macintosh’s (1981) puzzling and counter-intuitive findings. Unaccounted for variance, caused by individual differences in cognitive structures and/or differences in objective task complexity, may produce “surprising” results in task-related research. As pointed out in the theory section of this study, empirical results in technology-structure research are at best unreliable; this study serves to further document that lack of control for objective task complexity and degree of expertise invalidates perceptual measures of tasks and task performance. Future studies should therefore replicate earlier ones, using instruments controlling for objective and subjective aspects of technology in order to examine whether such instruments can generate new knowledge about their relationships to dependent variables.

Implications of this study are also relevant for the study of expertise in the cognitive sciences, as pertain to three areas:

- definitions and operationalizations of the objective task complexity construct
- definitions and operationalizations of the expertise construct
- findings on pertaining to expertise research in general and in particular to intermediates’ perceptions and the distinction between perceptions and performance.

These areas will be discussed in the following sections.

8.1 Operationalizations, definitions and models of Objective Task Complexity

In this study a major effort was put into the theoretical development of task complexity and its operationalization. The arbitrary use of the task construct in task-related research may, as demonstrated by this study, be an obstacle to achieving reliable findings. However, a more detailed and precise definition of the objective task complexity construct implies that task-related research will develop new nuances. This again will open for a richer theory development. The success of the construct will ultimately depend on its ability to produce valid and reliable findings.
Wood (1986) and Campbell (1988) have significantly contributed to development of the objective task complexity construct; I have combined their two frameworks and refined the definitions by suggesting a few new distinctions. The concept of task structure combines constructs of task elements from several authors into a coherent framework for analyzing tasks (see Section 3.1.2). The cognitive sciences’ deep- and surface-structure constructs are incorporated into the definition of task structure, while the open system and contingency perspective are linked to the objective task complexity construct by the concepts of “input”, “process” and “output”. Finally, the concept of critical complexity, discussed in the same section, provides a basis for distinguishing between possible solution paths and choosing the most efficient.

Wood (1986) proposed mathematical definitions of coordinative, component and dynamic complexity so that the information-processing loads of the different types of complexity could be calculated. Mathematically Wood formulates component complexity \( (TC_1) \) as

\[
TC_1 = \sum_{j=0}^{n} \sum_{i=1}^{p} W_{ij}
\]

In this formulation, \( W_{ij} \) = number of information cues to be processed in the performance of the \( j^{th} \) act of the \( j^{th} \) sub-task, \( n = \) number of distinct acts in sub-task \( j \), and \( p = \) number sub-tasks in the task. Thus, component complexity is the number of information cues to be processed, summarized over each act, in each sub-task to be performed in the overall task.

Coordinative complexity:

\[
TC_2 = \sum_{i=1}^{n} r_i
\]

Here \( n = \) number of acts in the task and \( r_i = \) number of precedence relations between the \( i^{th} \) act and all other acts in the task. Thus, coordinative complexity pertains to the processing of information cues to handle the interrelationships between each act and the other acts to be performed in order to perform the task.

Dynamic complexity captures the changes in the means-ends hierarchy to which the task-doer must adapt. The index that Wood uses is the sum of the differences across specified time periods for anyone or all of the indices for component and coordinative complexity.
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It is beyond the scope of this dissertation to model how objective task complexity loads on different task-doers information processing capacity. However, it is clear from the theory and findings presented here that specific components of objective complexity are not perceived equally by experts, intermediates and novices, and that Wood’s formula cannot as a result reflect how tasks represent a load to all task-doers’ information-processing capacity.

This study suggests that Wood’s propositions be adjusted according to the task doer’s degree of expertise, and where in the task structure the critical complexity elements reside. Different weights can be applied to the different complexity components to represent the perceptual differences between the different degrees of expertise. Studies refining theories of how different tasks load on different task-doers’ information-processing capacity would be interesting avenues for further study; such a line of research would significantly contribute to a theory of perceptions of tasks and provide more precise insight into differences in experts’ and novices’ information-processing.

8.2 Operationalization and Definition of Expertise - on Identification and Definition of Experts and Novices in Research and Practice

In a review of the expertise research, Sternberg (1994a) argues that the definition of expertise is intuitive and similar in research and practice. A lesson from this study, contrary to the conventional academic view (Sternberg, 1994a), is that definitions of expertise differ with respect to research and practice. That this is the case was indicated in the preparations for this study. Peers and superiors were asked to nominate experts as participants in this study. Only about 50% of the nominees matched the expertise group as defined by the expertise instrument applied here. The expertise instrument, consisting of four components; self-evaluations, experience relevance, education relevance and interactions between these, showed a high reliability (coefficient alpha = .91) and proved successful in discriminating between novices, intermediates and experts. The fact that expertise is domain-specific is probably one reason why peers’ and superiors’ nominations of experts are biased; it seems that peers and superiors also attribute expertise to individuals in additional areas than those where they in fact are experts.

In practice, the distinction between evaluation of and causes for performance are more ambiguous than in a research setting. The cause of superior performance may be particularly difficult to assess, with real sources possibly residing in luck, good interpersonal skills, a good network, or plain stubbornness and hard work. However, rather than

81 See Section for 4.4 for a more detailed evaluation of the expertise measure.
identifying these causes, the manager observes the outcome and defines it as an expert’s performance; in fact, it may well be of little interest to managers to pinpoint the exact cause as long as it works, in the short term. Yet, this is hardly the case for a researcher seeking precision in definitions and knowledge of causal factors. In fact, this is an area where both managers and researchers may easily be subject to halo effects, threatening the validity of the expertise construct (Nunnally and Bernstein, 1994).

In practice one may implicitly define those who excel in something as being experts. Some researchers have advocated such definitions as well (Wiley, 1998), yet it is important to note that superior performance does not necessarily imply superior cognitive schemata pertaining to the task in question. This leads us to the second point in this section: Superior performance and expertise are not the same. In this study, the correlation between performance and expertise on the surface-structure task, the intermediate-structure task and the deep-structure task was ,03, ,20 and ,49 respectively, with an average of ,19. Experts and high performers are therefore not one and the same: experts do not perform best in all tasks. Both on the surface-structure and the intermediate-structure task novices and intermediates performed either equal or better than experts.

The expertise construct, such as applied here, is defined as superior cognitive schemata in one specific area. It is important for researchers to be aware of this discrepancy in definitions between research and practice in order to secure the quality of the respondents and the validity of the study. Furthermore, there are differences among researcher as well with respect to the definition of the expertise construct. Expertise as superior performance is one definition that has serious weaknesses.

Moreover, Markóczy (1997) argues that one has to do a cognitive mapping (Huff, 1990) in order to tap cognitive phenomenon and criticize the use of demographics. To tap the expertise construct I have used a triangulation of methods and dimensions, including aspects of cognitive mapping, which have proved successful in distinguishing between degrees of expertise. The instrument for measuring expertise developed here includes, as mentioned, multiple dimensions to capture the task-doers’ cognitive schemata: self-evaluations, specific task-relevant experience and education, interaction effects between experience and relevant educational background. From these, the latter appeared to be the most important to the reliability of the construct. Also important to capture the precise meaning of expertise was the second order factor analysis, capturing the interaction components of different combinations of experiences and educations. This analysis

82 The correlation of -.03 was not significant at the 5% level.
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showed, for instance, that demographics as relevant education alone or relevant practice alone was far poorer indicators of expertise than the interaction effect of relevant education and relevant practice. This makes great theoretical sense, but still, the dominant approach is to use single and general demographics to capture expertise and not utilize combinatory effects of demographics (see Table 4.3).

8.3 Discussion and Implications of Results for Expertise Research

Experts' and novices' information-processing is interesting first and foremost as a research approach to increase understanding of human information-processing in general. This study is distinct from previous studies of expertise on several levels. Firstly, in addition to performance, this study focuses on task perceptions – that is, perceived task variability and perceived task analyzability, which have not previously been studied in expertise research. This study as well takes advantage of a more real-life setting. Thirdly, it utilizes the advantages of a more complex experimental design, namely a split-plot 3×3 factorial design, which provides opportunity for multi-level comparisons - both within and between groups - of interaction effects of objective task complexity and expertise on all three dependent variables. Finally, the research design not only focuses on differences between experts and novices, but takes intermediates into consideration as well.

Since the goal of expertise research is to capture knowledge of human information-processing in general as opposed to knowledge of experts in particular, it is necessary to take more levels than only the extremes into account: the inclusion of intermediates provides indication of how the learning curve from novices to experts evolves. The transformation from thinking in terms of the surface-structure to thinking in terms of the deep-structure of the problem is interesting in order to contribute to the more general theory of information-processing and how expertise develops.

Earlier studies have, as mentioned, found that experts performed worse than novices on certain tasks. However, this finding concerned particular tasks that required creative problem-solving and where the cognitive structure of experts functioned as a “cognitive set”, inhibiting them from finding the right clues. There were no such twists to the tasks presented and solved in this study: all were straightforward tasks that anyone answering requirement specifications from customers would have to deal with on a regular basis.

The novel finding is that on the surface-structure task, intermediates outperformed experts while novices performed as well as experts. As
discussed in Section 7.2.2 this finding should encourage research on how perceptions evolve as novices develop into experts, with findings along this line possibly serving to further promote knowledge of "the costs of expertise" (e.g. Wiley, 1998), and whether these costs are indeed inevitable.

Finally, the relationship between task perception and performance is interesting. This experiment suggests that an accurate perception of the deep-structure of a task is not necessarily an advantage for the resolution of tasks where the critical complexity resides in the surface-structure. How can task-doers both have an understanding of the deep-structure of the task and also solve the surface-structure task efficiently? This raises the question of "optimal perception": how task-doers obtain the most relevant picture of the task and how they can strive for the quickest and shortest route to task completion. This theme takes us to a discussion of implications for practice.
9. Implications for Practice

This study does not represent typical applied research. The heart of this study is closer to more basic research regarding fundamental properties of human information-processing under task resolution, with implications for theory and measurements of technology and organizational structure as described in the previous chapter.

However, the basic properties of objective task complexity and information-processing discussed here have implications for those organizing task resolution in organizations. And yet, the gap between the basic research presented above and actual practice would suggest that the implications be considered more as general directions than a specific agenda.

Firstly, there are implications with respect to the division of work. In organizations dealing with sales processes such as the one studied here, two general types of mistakes can be made: 1) the sales person concludes that requirements which in fact can be met, cannot be met by standard functionality, and 2) the sales person concludes that requirements which in fact cannot be met, can be met by standard functionality. Both types of errors can have serious consequences: the first may lead to a lost contract and the second to obligations that may be very expensive to meet. The situations are illustrated in the two-by-two matrix below.

*Figure 9.1: Typology of Consequences of Errors in Bidding Situations*

<table>
<thead>
<tr>
<th>Sales rep. says it can</th>
<th>OK</th>
<th>Uncontrollable and risky obligations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales rep. says it can not</td>
<td>May lose contract</td>
<td>OK</td>
</tr>
<tr>
<td>Requirements the system can solve</td>
<td>Requirements the system can not solve</td>
<td></td>
</tr>
</tbody>
</table>
Awareness of the consequences of mistakes constitutes one step forward; the next step is to know which mistakes are likely to be made by whom — and why. The results from this study indicate the kind of mistakes novices, intermediates and experts are prone to make, what kind of complexity is likely to trigger their mistakes, and why experts and novices tend to make different types of mistakes.

Experts are likely to make more mistakes than intermediates on the surface-structure task by recommending adjustment or the programming of a new code, where standard functionality solves the task best. Intermediates and novices are likely to make more mistakes than experts on the deep-structure task. The reasons for these differences in mistakes are the perceptual propensities of experts and novices as discussed in this dissertation. Thus, a counter-intuitive result from this research is that the task resolution of experts is not always superior to that of intermediates and novices; in fact, intermediates seem to be superior to novices and experts on surface-structure tasks, suggesting implications for how managers could divide work depending on the task-doer’s degree of expertise.

To ensure that the match between expertise and task is optimal, one needs to understand the objective task complexity in order to identify tasks where novices and intermediates excel and those where experts excel. The conceptual framework for objective task complexity developed here provides direction for distinguishing between tasks, so that the division of labor can be met more instrumentally by providing intermediates and novices with surface-structure tasks and experts with deep-structure tasks.

Based on this study, for example, experts seem less likely than novices to say no to a requirement when the software can actually solve it. Experts are likely to know the potential of the system, but may suggest more adjustments and new developments than necessary and thereby overestimate the need for consultants. Novices and intermediates, on the other hand, are more likely to answer correctly when the requests can be solved by standard functionality; however, they seem more likely to say “not possible”, when it comes to requirements calling for creativity or new applications of existing tables and processes — or, namely, adjustments and new developments.

Routines for quality checks of completed responses to requirement specifications have been implemented in Unit 4 Agresso, where experts check intermediates’ responses. Perhaps one should also implement routines for intermediates to check experts’ responses. This seems to be a good idea for requirements that are of the surface-structure category.

Another interesting implication is that the notion of “simple tasks” is misleading in many respects: there is no agreement among the groups
as to what constitutes a simple task. Experts found the surface-structure task to have as high variability and low analyzability as the deep-structure task, while novices and intermediates found the deep-structure task significantly more exceptional and significantly less analyzable than the surface-structure task. Thus, what is a simple task (low variability and high analyzability) to a novice may not be a simple task to an expert, and vice versa.
10. Conclusions

To the extent that the norms of science allow for conclusions based on one study, this study allows conclusions on three levels: overall contingency research, expertise research and, finally, as regards practice.

Firstly, the initial research proposition addressing confounding in technology-structure research was supported. The empirical consequences of this confounding were demonstrated to be significant and to distort underlying empirical relationships between technology and any dependent variables of this construct. This conclusion is a serious critique of more than thirty-five years of research on technology and structure and much of the task-related research. The findings in the research streams focusing on contingencies between task- and structure-related constructs should be questioned in cases that have not distinguished between differences in objective and subjective task characteristics.

Secondly, this study contributes to research on expertise and information-processing with a more complex design, which allows examination of interaction effects between three degrees of expertise and three levels of surface- and deep-structure complexity treatments. The main effects of objective task complexity and degree of expertise on task perceptions and performance are significant, as are the interaction effects between expertise and objective task complexity. The generally held truism - that experts focus on the deep-structure of the task while novices only perceive the task’s surface-structure - may have led researchers to believe that the differences would be greater between novices and experts on the surface-structure task; in fact, the difference was greatest between intermediates and experts on this same task. This is somewhat ironic, as the rationale for studying novices and experts has been that the differences in information-processing would be greatest between these two extremes and that accordingly it would be less interesting to study intermediates, assuming they would have characteristics falling between the two extremes. This study questions this assumption and encourage the inclusion of intermediates in future studies.

This design provided some suggestions as well into the process of developing from a novice to an expert. In hindsight, it seems reasonable that intermediates learn to perform well on the surface-structure task, before becoming experts with respect to understanding of the deep-structure of the task. However, the question remains why and how intermediates, on their way to becoming experts, ‘un-learn’ what made them superior performers on the surface- and intermediate-structure tasks.
Finally, the implications for practice concern division of labor and the allocation of one of the organizations most valuable resources. What are the tasks where experts' deep structure thinking contribute the most? Identification of tasks where novices and, in particular, intermediates excel is important; identification of tasks where experts are systematically inferior to intermediates and understanding of what types of mistakes experts are likely to make in these cases, may consequently be developed into guidelines for managers to divide work and develop routines for quality controls. By answering such questions a balance were novices, intermediates and experts are utilized to their optimum may be reached.
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Appendix 1: Review of the Perrow (1967) Based Research

<table>
<thead>
<tr>
<th>Author</th>
<th>Title</th>
<th>Method</th>
<th>Independent Variables</th>
<th>Dependent Variables</th>
<th>Correlations</th>
<th>Results</th>
</tr>
</thead>
</table>
| Bell, Gerald D. (1967)        | Determinants of Span of Control                   | Empirical | Complexity of subordinates' jobs  
Complexity of supervisors' jobs  
Closeness of supervision | Span of control |                                                | Span of control is shown to be affected by the complexity of subordinates' and supervisors' jobs, in that increased complexity leads to narrower spans of control. No relation is found to exist between closeness of supervision and span of control. The variable "complexity of subordinates' jobs" can be seen as related to Perrow's routine dimension. |
Task rottness  
Workflow interdependence  
Training characteristics  
Environment: Resource scarcity  
Information scarcity  
Uncertainty | Competing values:  
Internal process  
Rational goal  
Human relations  
Open systems |                                                | The effect of technology and environmental characteristics on the emphasis on different competing values in organizations is analyzed. |
Workflow predictability  
Size | Qualifications  
Differentiation  
Centralization  
Standardization |                                                | Different measures of technology correspond to the work of individuals and groups that is, as we move from task to workflow, the effects of technological predictability shift from individual job qualifications and specialization to systems of subunit coordination and control. This means that task characteristics have little effect on subunit structure. |
Task analyzability  
Information equivocality  
Information amount | Corr(Variable, Analyzability)=-0.87 (reverse scale)  
Corr(Variable, Amount)=0.45  
Corr(Analyzability, Equivocality)=-0.45  
Corr(Equivocality, Amount)=0.03  
Corr(Equivocality, Analyzability, Amount)=0.61  
Corr(Amount, Analyzability)=0.46 |                                                | A tool for measuring Perrow's variables as well as information equivocality and amount is developed. The relationship between task variability and analyzability, and information amount and equivocality is explored, finding that variability may lead to a higher amount of information processed, and analyzability to a less equivocal type of information, as well as increase the amount. |
<table>
<thead>
<tr>
<th>Author</th>
<th>Title</th>
<th>Methodology</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daft, Richard L.</td>
<td>The Nature and Use of Formal Control Systems for Management Control</td>
<td>Empirical</td>
<td>Six types of management control systems are identified, and the use of them and their significance</td>
</tr>
<tr>
<td>Macintosh, Norman B.</td>
<td>and Strategy Implementation</td>
<td></td>
<td>analyzed.</td>
</tr>
<tr>
<td>Dewar, Robert</td>
<td>Size, Technology, Complexity, and Structural Differentiation:</td>
<td>Empirical</td>
<td>The authors show that size explains differentiation and technology complexity in a sample of</td>
</tr>
<tr>
<td>Hage, Jerold (1978)</td>
<td>Toward a Theoretical Synthesis</td>
<td></td>
<td>19 social service organizations. This calls for a synthesis of the theory regarding the structure of</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>organizations.</td>
</tr>
<tr>
<td>Dewar, R., Whetten, D.A. &amp; Boje, D.</td>
<td>An examination of the Reliability of Alien Hage Scales of Centralization, Formalization and Task Routeness</td>
<td>Empirical</td>
<td>The authors test the validity and reliability of the scales and note that the technology scale only reflects the variability dimension. The scale is found to have convergent and discriminant validity and a high reliability.</td>
</tr>
<tr>
<td>Dunegan, Kenneth</td>
<td>Examining The Link Between Leader-Member Exchange And Subordinate</td>
<td>Empirical</td>
<td>Task analyzability and task variability will moderate the relationship between the quality of LMX and</td>
</tr>
<tr>
<td>Duchon, Dennis</td>
<td>Performance: The Role of Task Analyzability and Variability as</td>
<td></td>
<td>subordinate performance The relationship between LMX and sub. perf. is significant when analyzability is high and variability low, or analyzability low and variability high. Otherwise, it is not significant.</td>
</tr>
<tr>
<td>Uhl-Bien, Mary</td>
<td>Moderators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fry, Louis W.</td>
<td>Technology-structure Research: Three Critical Issues</td>
<td>Empirical</td>
<td>The empirical research on technology-structure relationships from 1965 to 1990 is examined. And it is</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>found that with some exceptions, empirical research on such relationships is consistent across</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>conceptualizations, levels of analysis and measures.</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Title</td>
<td>Methodology</td>
<td>Technology</td>
</tr>
<tr>
<td>---------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>-------------</td>
<td>------------</td>
</tr>
<tr>
<td>Fry, Louis W. Silicium, John W. (1984)</td>
<td>Technology, Structure and Workgroup Effectiveness: A Test of a Contingency Model</td>
<td>Empirical</td>
<td>Technology: Variable Analyzability Interdependence Structure: Complexity Formalization Centralization</td>
</tr>
<tr>
<td>Gibbs, Barrie (1994)</td>
<td>The Effects of Environment and Technology on Managerial Roles</td>
<td>Empirical</td>
<td>Technology: Routinization Interdependence Rules Environment: Complexity Dynamism Managerial roles: Interpersonal Informational Discisional</td>
</tr>
<tr>
<td>Gillison, Charles A. (1975)</td>
<td>Dependence of Technological Routinization on Structural Variables in Human Service Organizations</td>
<td>Empirical</td>
<td>Participation in decision making Hierarchy of authority Division of labor Procedural specifications Routinization</td>
</tr>
<tr>
<td>Goodhue, Detu L. Thompson, Ronald L. (1955)</td>
<td>Task-Technology Fit and Individual Performance</td>
<td>Empirical</td>
<td>Technology: Routinization Interdependence Technology: Characteristics Utilization Performance</td>
</tr>
<tr>
<td>Grimes, A. J. Klein, S. M. (1973)</td>
<td>The Technological Imperative: The Relative Impact of Task Unit, Modal Technology and Hierarchy on Structure</td>
<td>Empirical</td>
<td>Task unit technology Model technology Hierarchy Autonomy and discretion: 1st level managers 2nd level managers Overall structure</td>
</tr>
<tr>
<td>Hage, Jerold</td>
<td>Routine</td>
<td>Empirical</td>
<td>Technology: Structure:</td>
</tr>
</tbody>
</table>
### Appendix 1: Review of the Parrow (1967) Based Research

<table>
<thead>
<tr>
<th>Reference</th>
<th>Title</th>
<th>Methodology</th>
<th>Findings</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aiken, Michael (1969)</td>
<td>Technology, Social Structure, and Organization Goals</td>
<td>Empirical</td>
<td>routineness</td>
<td>Confirmed: A higher degree of routineness implies more centralization and formalization, and less professional staff; but there is no relationship between routineness and stratification and complexity in general. A higher degree of routineness also implies increased emphasis on efficiency, and lower emphasis on morale, new programs, and product quality. No relation was found between routineness and emphasis on effectiveness.</td>
</tr>
<tr>
<td>Keller, Robert T. (1994)</td>
<td>Technology - Information-processing Fit and the Performance of R&amp;D Project Groups: A Test of Contingency Theory</td>
<td>Empirical</td>
<td>Technology: Nonroutineness Unanalyzeability Information-processing Technology-information processing fit</td>
<td>Performance</td>
</tr>
<tr>
<td>Knetz, John L. (1977)</td>
<td>A Critique of the Astin Studies and Results with a New Measure of Technology</td>
<td>Empirical</td>
<td>Knowledge technology Machinat technology Size</td>
<td>Structure</td>
</tr>
</tbody>
</table>
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### Appendix 1: Review of the Perrow (1967) Based Research

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Title</th>
<th>Methodology</th>
<th>Variables</th>
<th>Correlation (difficulty, variability)</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lau, Chong M. Low, Lai K.: Egelkorn, Ian R. O. (1995)</td>
<td>The Impact of Reliance on Accounting Performance Measures on Job-Related Tension and Managerial Performance</td>
<td>Empirical</td>
<td>Task difficulty, Task variability, Budgetary participation, Budget emphasis</td>
<td>Job-related tension, Managerial performance, Corr(difficulty, variability)&lt;0.5</td>
<td>The authors test whether the results regarding the effects of the three-way interaction between task uncertainty (subdimensions: task difficulty and task variability), budgetary participation, and budget emphasis is significant also in other cultures than those used in previous research. The results show a significant effect of high budget emphasis and participation in low task difficulty situations and of high budgetary participation in high task difficulty situations on managerial performance.</td>
</tr>
<tr>
<td>Mark, Barbara A. Hagenmüller, Alice C. (1994)</td>
<td>Technological and Environmental Characteristics of Intensive Care Units, Implications for Job Redesign</td>
<td>Empirical</td>
<td>Technology, Task immediacy, Task similarity, Environment, Pervasiveness, Administrative Pervasiveness</td>
<td>Structure</td>
<td>A framework for analyzing nursing units on the grounds of technology and environment is explored. It is concluded that significant differences can be found between different units, technology and environment can provide a basis for effective job redesign.</td>
</tr>
<tr>
<td>Moenaert, Rudy K. De Meyer, Arnoud Souder, William E. Deus, Jochen, Dirk (1995)</td>
<td>R&amp;D/Marketing Communication During the Fuzzy Front-End</td>
<td>Empirical</td>
<td>Technology, Task variability, Task analyzability, Other variables</td>
<td>Commercial success of R&amp;D projects</td>
<td>A theoretical model for the commercial success of R&amp;D projects is based on communication between R&amp;D and marketing is developed, and tested using an ex post facto research design. The results show that uncertainty reduction, that is, reduction of the variability and increase of the analyzability of the project in the early phase is important for its commercial success.</td>
</tr>
<tr>
<td>Paulson, Steven K. (1980)</td>
<td>Organizational Size, Technology and Structure: Replication of a Study of Social Service Agencies Among Small Retail Firms</td>
<td>Empirical</td>
<td>Size, Task scope</td>
<td>Complexity, Horizontal differentiation</td>
<td>The author replicates the Dow and Hage study among small retail firms. For complexity as the dependent variable, the results are similar. For horizontal differentiation, however, only size seems to have an effect in the retail firms, as opposed to the social service agencies.</td>
</tr>
<tr>
<td>Reimann, B. C. (1980)</td>
<td>Organization Structure and Technology in Manufacturing: System Versus Work Flow Level Perspectives</td>
<td>Empirical</td>
<td>Technology, Administrative/Staff ratios, Size, Dependence</td>
<td>Structure</td>
<td>The author shows that inconsistencies in the findings of technology-structure researchers may stem from mixing the system and work flow perspectives.</td>
</tr>
</tbody>
</table>
## Appendix 1: Review of the Perrow (1967) Based Research

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Task Description</th>
<th>Study Design</th>
<th>Use of Media</th>
<th>Performance</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice, Ronald E.</td>
<td>1962</td>
<td>Use of New Media, Analyzability, Effect of New Media, And Effectiveness: A Multi-Site Exploration of Media Richness</td>
<td>Empirical</td>
<td>Empirical</td>
<td></td>
<td>The relationship between the effectiveness of media usage and performance is analyzed using task analyzability as a contingent factor. Some evidence is provided to support the theory that match between media usage and information needs increases effectiveness.</td>
</tr>
<tr>
<td>Rushing, William A.</td>
<td>1969</td>
<td>Hardness of Material as Related to Division of Labor In Manufacturing Industries.</td>
<td>Empirical</td>
<td>Empirical</td>
<td>Division of labor</td>
<td>A relation between the hardness of product and the division of labor is found. It is concluded that physical variables can be used as a determinant of the social structure in organizations.</td>
</tr>
<tr>
<td>Shenkar, Oded et al.</td>
<td>1995</td>
<td>Construct Dimensions in the Contingency Model: An Analysis Comparing Metric/NonMetric Multivariate Instruments</td>
<td>Empirical</td>
<td>Empirical</td>
<td></td>
<td>Different measures of uncertainty and structure are analyzed to find if they consist of subdimensions, the relation between the uncertainty and structural dimensions are analyzed. Three dimensions are found for uncertainty, three for structure. Between two uncertainty dimensions and two structural dimensions a relation is found.</td>
</tr>
<tr>
<td>Van de Ven,Andrew H, Delbecq, André L.</td>
<td>1974</td>
<td>A Task Contingent Model of Work-Unit Structure</td>
<td>Empirical</td>
<td></td>
<td></td>
<td>A taxonomy for explaining structural variations between work units within the complex organization is presented, empirically tested, and largely verified.</td>
</tr>
<tr>
<td>Van de Ven, Andrew H, Delbecq, André L, Koontig, Richard</td>
<td>1976</td>
<td>Determinants of Coordination Modes Within Organizations</td>
<td>Empirical</td>
<td></td>
<td></td>
<td>The results show that there is a relation between the three variables and the use of different coordination modes. Uncertainty increases the use of personal and group, and reduces the use of impersonal mode. Interdependence increases the use of group mode, while size increases impersonal mode. Uncertainty is found to be the single most important variable in this analysis.</td>
</tr>
</tbody>
</table>
### Appendix 1: Review of the Parrow (1967) Based Research

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Title and Source</th>
<th>Logistic Measured</th>
<th>Variables Measured</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilhey, Michael L.</td>
<td>Measures of Parrow's Work Unit Technology: An Empirical Assessment and a New Scale</td>
<td>Empirical</td>
<td>Task Variability, Task Analyzability</td>
<td>The six instruments assessed to measure Parrow's variability and analyzability measures. These are strongly positively correlated. A new improved instrument for measuring the dimensions is provided.</td>
</tr>
<tr>
<td>Venkatesan M., Venkatraman N.</td>
<td>Information, Relations and Information Technology: A Conceptual Synthesis and a Research Framework</td>
<td>Theory</td>
<td>Information-processing needs, Information-processing capabilities</td>
<td>A framework for understanding the sources of information-processing needs and of information-processing capabilities is introduced. It is assumed that a fit between needs and capabilities will increase performance in an inter-organizational cooperation.</td>
</tr>
<tr>
<td>Daft, Richard L., Lengel, Robert H.</td>
<td>Organizational Information Requirements, Media Richness and Structural Design</td>
<td>Theory</td>
<td>Task Variability, Task Analyzability, Equivocality and Uncertainty Driven by Technology</td>
<td>There has to be a fit between information-processing requirements from uncertainty and equivocality and amount of richness of information-processing to achieve effectiveness. Technology, interdepartmental relationships, and the environment drive the information-processing needs.</td>
</tr>
<tr>
<td>Daft, Richard L., Weick, Karl E.</td>
<td>Toward a Model of Organizations as Interpretation Systems</td>
<td>Theory</td>
<td>Belief about Analyzability of Environment, Organizational Intuitions</td>
<td>Four different interpretation modes are identified, similar in form to Parrow’s framework. Characteristics are assumed for each of the modes, producing a framework for comparative analysis of organizations.</td>
</tr>
<tr>
<td>Orlikowski, Wanda J.</td>
<td>The Duality of Technology: Rethinking the Concept of Technology in Organizations</td>
<td>Theory, with case study</td>
<td>Human Action Technology Institutional Properties</td>
<td>A new model of technology is created, based on Giddens’ (1979) framework of structuration. Technology is seen to be the product of human action, but at the same time, human action is affected by the technology. Structural properties of the organization also affect this relationship, thus all the variables are dependent on each other. To illustrate her notion of technology, the author presents a case study.</td>
</tr>
<tr>
<td>Tushman, Michael L., Rosenkopf, Lori</td>
<td>Organizational Determinants of Technological Change: Toward a Sociology of Technological Evolution</td>
<td>Theory, Technological evolution Product type</td>
<td>Organizational influence</td>
<td>A framework for understanding the influences of technological evolution on organizations and the influence of organizations on technological evolution is presented.</td>
</tr>
</tbody>
</table>
Appendix 2: Requirement Specifications

The three requirement specifications are presented on the next three pages, together with the specific instructions. Requirement specification 1 provides the DS-task, number 2 provides the DS/SS-task and number 3 the SS-task. After each requirement specification, the questionnaire for task perceptions (table 4.6, p. 95) was provided.
The first set of requirements from the customer follows below. The requirements concern different procedures for dealing with reminders, debt collection and calculation of interest according to which product is being sold.

**HINT IT IS MOST IMPORTANT TO RECALL THAT THE CUSTOMER'S SALES ORDERS ARE GENERATED IN VARIOUS OTHER SYSTEMS AND ARE VIA A STANDARD INPUT PROCESS AUTOMATICALLY ENTERED IN THE FINANCIAL SYSTEM USING GL07.**

![Diagram showing the flow of information from Systems for Generating Orders, Invoices etc. to Financial System including Accounts Receivable via GL07]

When you respond to the requirement specification, select the correct code SIQA/N from the drop-down menu depending on how Agresso may solve the problem. The codes are explained below:

S: When the requirement can be met using Standard functionality in Agresso.
Q: When the requirement can be met by using Agresso Queries.
A: When the requirement can be met by Adoptions to the system. Adoptions are changes/amendments of the standard functionality by changes/amendments in standard software code by using programming tools.
N: When the requirement can be met only by the development of totally New code and modules.
U: When you are Unsure and don’t know.

<table>
<thead>
<tr>
<th>No.</th>
<th>Requirement Specification</th>
<th>SIQA/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Depending on the imported information it should be applied different rules for sending reminders and interest calculation for different accounts receivable according to a predefined set of rules. This means that the same customer may be sent several different invoices that are to be followed up in different ways.</td>
<td>Select code 1</td>
</tr>
<tr>
<td>2</td>
<td>The customer has different terms for payment, reminders and interest calculation depending on the product sold. The system must allow each customer to be followed up in accordance with these terms and the products sold.</td>
<td>Select code 1</td>
</tr>
<tr>
<td>3</td>
<td>Depending on the size of the invoice it shall be applied different rules for sending reminders and interest calculation, so that amounts between £0 - £5000.- are followed up in one way, amounts from £5000.- to £10,000.- are followed up in another way and amounts above £10,000.- in a third way.</td>
<td>Select code 1</td>
</tr>
<tr>
<td>4</td>
<td>It must be possible to define amount-based rules for reminders, so that, for example invoices for less than CYP 10,000 would receive differing reminder charges than those for more than CYP 10,000.</td>
<td>Select code 1</td>
</tr>
<tr>
<td>5</td>
<td>Based on the imported information through the GL07 process, it is required that the book keeping of the sales of different products are done against different accounts of accounts receivable in the balance (AR-accounts)</td>
<td>Select code 1</td>
</tr>
<tr>
<td>6</td>
<td>Depending on the size of the account receivable it must be possible to create a payment plan consisting of four fixed installments.</td>
<td>Select code 1</td>
</tr>
</tbody>
</table>
Below you find the second set of requirements from the customer. The requirements concern the system's properties with regard to accounts receivable. When you respond to the requirement specification, select the correct code S/Q/A/N from the drop-down menu depending on how Agresso may solve the problem. The codes are explained below.

S: When the requirement can be met using Standard functionality in Agresso.

Q: When the requirement can be met by using Agresso-Queries.

A: When the requirement can be met by Adoptions to the system. Adoptions are changes/amendments of the standard functionality by changes/amendments in standard software code by using programming tools.

N: When the requirement can be met only by the development of totally New code and modules.

U: When you are Unsure and don’t know.

<table>
<thead>
<tr>
<th>No.</th>
<th>Requirement Specification</th>
<th>S/Q/A/N/U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>It must be possible to create a payment plan when the customer requests this. Routines for sending reminders must be based on the payment plan so reminders are only sent for the installments that are overdue.</td>
<td>Select code</td>
</tr>
<tr>
<td>2</td>
<td>When an installment of the payment plan is overdue it must be possible to send a reminder with the correct interest charge.</td>
<td>Select code</td>
</tr>
<tr>
<td>3</td>
<td>To avoid having to send out interest charges for insignificant amounts, it must be possible to enter a minimum amount for generating an interest charge.</td>
<td>Select code</td>
</tr>
<tr>
<td>4</td>
<td>To avoid sending reminders where the outstanding amount is insignificant, it must be possible to enter a minimum amount for reminders for individual invoices.</td>
<td>Select code</td>
</tr>
<tr>
<td>5</td>
<td>It must be possible to state a time limit after which the payment will be sent for debt collection.</td>
<td>Select code</td>
</tr>
<tr>
<td>6</td>
<td>The company issues invoices for various products all on the same invoice. It must be possible to use different interest rates for the different products in the event of late payment.</td>
<td>Select code</td>
</tr>
<tr>
<td>7</td>
<td>Creation of a giro for each reminder should be a matter of choice.</td>
<td>Select code</td>
</tr>
</tbody>
</table>
Below you find the final set of requirements from the customer. The requirements concern the system's properties with regard to accounts receivable.

When you respond to the requirement specification, select the correct code S/Q/A/N from the drop-down menu depending on how Agresso may solve the problem. The codes are explained below.

S: When the requirement can be met using Standard functionality in Agresso.
Q: When the requirement can be met by using Agresso-Queries.
A: When the requirement can be met by Adoptions to the system. Adoptions are changes/amendments of the standard functionality by changes/amendments in standard software code by using programming tools.
N: When the requirement can be met only by the development of totally New code and modules.
D: When you are unsure and don't know.

<table>
<thead>
<tr>
<th>No.</th>
<th>Requirements Specification</th>
<th>S/Q/A/N/U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>It must be possible to define rules for how often reminders for payment can be sent.</td>
<td>Select code</td>
</tr>
<tr>
<td>2</td>
<td>It must be possible to specify the time interval between reminders, the size and name of the remainder charge.</td>
<td>Select code</td>
</tr>
<tr>
<td>3</td>
<td>It must be possible to define a minimum amount for reminders.</td>
<td>Select code</td>
</tr>
<tr>
<td>4</td>
<td>It must be possible to state the number of days between the payment date and the date on which a reminder will be sent.</td>
<td>Select code</td>
</tr>
<tr>
<td>5</td>
<td>It must be possible to define the payment deadlines for reminders and calculation of interest.</td>
<td>Select code</td>
</tr>
<tr>
<td>6</td>
<td>It must be possible to reverse charges and interest so that a new reminder for payment can be sent out.</td>
<td>Select code</td>
</tr>
<tr>
<td>7</td>
<td>The company wishes to be able to generate and post interest calculated both in advance and in arrears.</td>
<td>Select code</td>
</tr>
<tr>
<td>8</td>
<td>It must be possible to define various reminder texts for different sorts of reminder.</td>
<td>Select code</td>
</tr>
</tbody>
</table>
Appendix 3: Marginal Means Perceived Task Variability and Analyzability

<table>
<thead>
<tr>
<th>Levels of factor</th>
<th>Surface Structure</th>
<th>Surface/deep</th>
<th>Deep Structure</th>
<th>Marginal Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novices</td>
<td>5,132</td>
<td>4,605</td>
<td>3,803</td>
<td>4,513</td>
</tr>
<tr>
<td>Intermediates</td>
<td>5,826</td>
<td>4,989</td>
<td>4,054</td>
<td>4,956</td>
</tr>
<tr>
<td>Experts</td>
<td>4,986</td>
<td>5,034</td>
<td>5,000</td>
<td>5,000</td>
</tr>
<tr>
<td>Marginal Mean</td>
<td>5,303</td>
<td>4,976</td>
<td>4,286</td>
<td>4,823</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Levels of factor</th>
<th>Surface Structure</th>
<th>Surface/deep</th>
<th>Deep Structure</th>
<th>Marginal Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novices</td>
<td>4,579</td>
<td>4,303</td>
<td>3,539</td>
<td>4,140</td>
</tr>
<tr>
<td>Intermediates</td>
<td>5,011</td>
<td>4,750</td>
<td>4,326</td>
<td>4,696</td>
</tr>
<tr>
<td>Experts</td>
<td>4,750</td>
<td>4,825</td>
<td>4,852</td>
<td>4,742</td>
</tr>
<tr>
<td>Marginal Mean</td>
<td>4,780</td>
<td>4,559</td>
<td>4,239</td>
<td>4,526</td>
</tr>
<tr>
<td>Measure</td>
<td>TASK</td>
<td>(i) EXPERT</td>
<td>(j) EXPERT</td>
<td>Mean Diff. (l-j)</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>VAR 1</td>
<td>1,00</td>
<td>2,00</td>
<td>3,00</td>
<td>-0.895</td>
</tr>
<tr>
<td></td>
<td>2,00</td>
<td>1,00</td>
<td>3,00</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>2,00</td>
<td>0.660</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2,00</td>
<td>3,00</td>
<td>-0.84</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>2,00</td>
<td>-4.829</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-4.4E-02</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>2,00</td>
<td>4,9E-02</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>2,00</td>
<td>3,00</td>
<td>-1.197</td>
</tr>
<tr>
<td></td>
<td>2,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-0.252</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-0.946</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>3,00</td>
<td>1.197</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2,00</td>
<td>3,00</td>
<td>-4.522</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-0.171</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-0.252</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>2,00</td>
<td>3,00</td>
<td>-0.252</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2,00</td>
<td>3,00</td>
<td>-0.447</td>
</tr>
<tr>
<td></td>
<td>2,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-0.322</td>
</tr>
<tr>
<td></td>
<td>3,00</td>
<td>1,00</td>
<td>3,00</td>
<td>-0.125</td>
</tr>
<tr>
<td>Measure</td>
<td>TASK</td>
<td>(i) EXPERT</td>
<td>(j) EXPERT</td>
<td>Mean Diff. (i-j)</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>3</td>
<td>1,00</td>
<td>2,00</td>
<td>-787</td>
<td>.238</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>1,00</td>
<td>-1,313</td>
<td>.240</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>3,00</td>
<td>-526</td>
<td>.229</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>2,00</td>
<td>-1,313</td>
<td>.240</td>
</tr>
<tr>
<td>PERF</td>
<td>1,00</td>
<td>2,00</td>
<td>-1,474</td>
<td>.880</td>
</tr>
<tr>
<td>PERF</td>
<td>3,00</td>
<td>1,00</td>
<td>-1,636</td>
<td>.847</td>
</tr>
<tr>
<td>PERF</td>
<td>3,00</td>
<td>2,00</td>
<td>-1,636</td>
<td>.847</td>
</tr>
<tr>
<td>2</td>
<td>1,00</td>
<td>2,00</td>
<td>-810</td>
<td>.593</td>
</tr>
<tr>
<td>2</td>
<td>3,00</td>
<td>1,00</td>
<td>-976</td>
<td>.593</td>
</tr>
<tr>
<td>2</td>
<td>3,00</td>
<td>3,00</td>
<td>-106</td>
<td>.670</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>1,00</td>
<td>-976</td>
<td>.599</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>2,00</td>
<td>-3,323</td>
<td>1.062</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>1,00</td>
<td>-4,742</td>
<td>1.063</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>3,00</td>
<td>-1,419</td>
<td>1.012</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>2,00</td>
<td>-3,323</td>
<td>1.062</td>
</tr>
<tr>
<td>3</td>
<td>2,00</td>
<td>1,00</td>
<td>3,323</td>
<td>1.062</td>
</tr>
<tr>
<td>3</td>
<td>3,00</td>
<td>2,00</td>
<td>4,742</td>
<td>1.083</td>
</tr>
</tbody>
</table>

Based on estimated marginal means
* The mean difference is significant at the .05 level.

a Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
## Appendix 5: Pairwise Comparisons of Expert - Task Structure Interaction

<table>
<thead>
<tr>
<th>Measure</th>
<th>EXPERT</th>
<th>(i) TASKS</th>
<th>(j) TASKS</th>
<th>Mean Diff.</th>
<th>Std. Error</th>
<th>Sig.*</th>
<th>95% Conf. Interv. for Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>1.039</td>
<td>0.000</td>
<td>.637</td>
<td>1.442</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>3</td>
<td>-0.536</td>
<td>0.000</td>
<td>-3.19</td>
<td>-3.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>1.509</td>
<td>0.000</td>
<td>.585</td>
<td>1.585</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>0.096</td>
<td>0.000</td>
<td>.534</td>
<td>0.534</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>-0.059</td>
<td>0.000</td>
<td>-0.059</td>
<td>-0.059</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>-0.026</td>
<td>0.000</td>
<td>.026</td>
<td>.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>-0.026</td>
<td>0.000</td>
<td>1.051</td>
<td>-1.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>-0.026</td>
<td>0.000</td>
<td>1.051</td>
<td>-1.051</td>
</tr>
<tr>
<td>Measure</td>
<td>EXPERT</td>
<td>(J) TASKS</td>
<td>(J) TASKS</td>
<td>Mean Diff.</td>
<td>Std. Error</td>
<td>Sgl.</td>
<td>95% Conf. Interv. for Diff.</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>-----------</td>
<td>-----------</td>
<td>------------</td>
<td>------------</td>
<td>------</td>
<td>---------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(J–L)</td>
<td></td>
<td></td>
<td>Lower Bound</td>
</tr>
<tr>
<td>3.00</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0.125</td>
<td>0.120</td>
<td>0.301</td>
<td>-1.115</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>-0.125</td>
<td>0.187</td>
<td>0.567</td>
<td>-0.477</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>-0.227</td>
<td>0.187</td>
<td>0.230</td>
<td>-0.802</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0.102</td>
<td>0.187</td>
<td>0.567</td>
<td>-0.272</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.227</td>
<td>0.187</td>
<td>0.230</td>
<td>-1.147</td>
</tr>
<tr>
<td>PERF</td>
<td>1.00</td>
<td>1</td>
<td>2</td>
<td>4.684</td>
<td>0.715</td>
<td>0.000</td>
<td>3.254</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>7.632</td>
<td>0.936</td>
<td>0.000</td>
<td>5.761</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-4.684</td>
<td>0.715</td>
<td>0.000</td>
<td>-6.114</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2.947</td>
<td>0.678</td>
<td>0.001</td>
<td>1.191</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-2.947</td>
<td>0.678</td>
<td>0.001</td>
<td>-4.703</td>
</tr>
<tr>
<td>2.00</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5.348</td>
<td>0.650</td>
<td>0.000</td>
<td>4.048</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>5.783</td>
<td>0.850</td>
<td>0.000</td>
<td>4.082</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-5.348</td>
<td>0.650</td>
<td>0.000</td>
<td>-6.648</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>-5.783</td>
<td>0.850</td>
<td>0.000</td>
<td>-7.483</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-4.955</td>
<td>0.798</td>
<td>0.008</td>
<td>-2.031</td>
</tr>
<tr>
<td>3.00</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3.545</td>
<td>0.655</td>
<td>0.000</td>
<td>2.216</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2.727</td>
<td>0.670</td>
<td>0.003</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-5.545</td>
<td>0.655</td>
<td>0.000</td>
<td>-4.874</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>-4.727</td>
<td>0.816</td>
<td>0.003</td>
<td>-4.466</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-4.727</td>
<td>0.816</td>
<td>0.003</td>
<td>-3.814</td>
</tr>
</tbody>
</table>

Based on estimated marginal means.

a) Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments).
Appendix 6: Regression with Perceived Task Variability and Analyzability and their Interaction Term as Independent Variables

Regression: Dependent variable: Performance. Independent variables: Perceived task variability and perceived task analyzability and their interaction term (perceived task variability X perceived task analyzability)

Variables Entered/Removed

<table>
<thead>
<tr>
<th>Model</th>
<th>Variables Entered</th>
<th>Variables Removed</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Perceived Task Variability</td>
<td></td>
<td>Stepwise (Criteria: Probability-of-F-to-enter &lt;= .050, Probability-of-F-to-remove &gt;= .100).</td>
</tr>
</tbody>
</table>

a Dependent Variable: Performance

Model Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
<th>Change Statistics</th>
<th>F Change</th>
<th>df1</th>
<th>df2</th>
<th>Sig. F Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.49</td>
<td>.23</td>
<td>.23</td>
<td>3.33</td>
<td>225</td>
<td>58.49</td>
<td>1</td>
<td>190</td>
<td>.00</td>
</tr>
</tbody>
</table>

a Predictors: (Constant), Perceived task variability

Coefficients

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficient</th>
<th>t</th>
<th>Sig.</th>
<th>Partial Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td></td>
<td>VIF</td>
</tr>
<tr>
<td>1</td>
<td>(Constant)</td>
<td>-6.28</td>
<td>1.07</td>
<td>-5.84</td>
</tr>
<tr>
<td></td>
<td>Perceived task variability</td>
<td>1.66</td>
<td>.22</td>
<td>7.64</td>
</tr>
</tbody>
</table>

a Dependent Variable: Performance

Excluded Variables

<table>
<thead>
<tr>
<th>Model</th>
<th>Beta in</th>
<th>t</th>
<th>Sig.</th>
<th>Partial Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>VIF</td>
</tr>
<tr>
<td></td>
<td>Perceived task analyzability</td>
<td>.01</td>
<td>.17</td>
<td>.012</td>
</tr>
<tr>
<td></td>
<td>ANAXVAR</td>
<td>.04</td>
<td>.31</td>
<td>.022</td>
</tr>
</tbody>
</table>

a Predictors in the Model: (Constant), Perceived task variability.
b Dependent Variable: Performance
Appendix 7: Regression with Task complexity, Degree of expertise and their Interaction Term as Independent Variable

Regression: Dependent variable: Performance. Independent variables: Task complexity, Degree of expertise and the interaction term (task complexity X degree of expertise)

Model Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
<th>Change Statistic</th>
<th>R Square Change</th>
<th>F Change</th>
<th>df1</th>
<th>df2</th>
<th>Sig. F Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.57</td>
<td>.33</td>
<td>.32</td>
<td>3.12</td>
<td>.325</td>
<td>91.40</td>
<td>1</td>
<td>190</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>.60</td>
<td>.36</td>
<td>.35</td>
<td>3.05</td>
<td>.036</td>
<td>10.71</td>
<td>1</td>
<td>189</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>.64</td>
<td>.41</td>
<td>.40</td>
<td>2.95</td>
<td>.045</td>
<td>14.34</td>
<td>1</td>
<td>188</td>
<td>.00</td>
<td></td>
</tr>
</tbody>
</table>

a Predictors: (Constant), TASK
b Predictors: (Constant), TASK, Expertise
c Predictors: (Constant), TASK, Expertise, EXPXSTRU

Coefficients

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
<th>Corr.</th>
<th>Partial</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Std. Error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(Constant)</td>
<td>7.01</td>
<td>.60</td>
<td>11.74</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>TASK</td>
<td>-2.64</td>
<td>.86</td>
<td>-9.56</td>
<td>.00</td>
<td>-.57</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>(Constant)</td>
<td>5.16</td>
<td>.81</td>
<td>6.37</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>TASK</td>
<td>-2.64</td>
<td>.81</td>
<td>-9.80</td>
<td>.00</td>
<td>-.58</td>
<td>1.00</td>
</tr>
<tr>
<td>Expertise</td>
<td>.90</td>
<td>.28</td>
<td>3.27</td>
<td>.00</td>
<td>.23</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>(Constant)</td>
<td>10.21</td>
<td>1.55</td>
<td>6.60</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>TASK</td>
<td>-5.16</td>
<td>.72</td>
<td>-7.21</td>
<td>.00</td>
<td>-.47</td>
<td>7.56</td>
</tr>
<tr>
<td>Expertise</td>
<td>-1.56</td>
<td>.70</td>
<td>-2.22</td>
<td>.03</td>
<td>-.16</td>
<td>7.00</td>
</tr>
<tr>
<td>EXPXSTRU</td>
<td>1.23</td>
<td>.33</td>
<td>3.78</td>
<td>.00</td>
<td>.26</td>
<td>13.56</td>
</tr>
</tbody>
</table>

a Dependent Variable: Performance
Appendix 8: Reliability Analysis for the Expertise Scale

***** Method 2 (covariance matrix) will be used for this analysis *****

RELIABILITY ANALYSIS - SCALE (ALPHA)

Correlation Matrix

<table>
<thead>
<tr>
<th></th>
<th>EDURELEV</th>
<th>FACTDEMO</th>
<th>DEMOEXP</th>
<th>DEMOXEDU</th>
<th>EXPXEDU</th>
<th>EXPERTQ3</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDURELEV</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FACTDEMO</td>
<td>.1743</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEMOEXP</td>
<td>.2619</td>
<td>.9461</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEMOXEDU</td>
<td>.4386</td>
<td>.9224</td>
<td>.9184</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXPXEDU</td>
<td>.5500</td>
<td>.6001</td>
<td>.7561</td>
<td>.6965</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>EXPERTQ3</td>
<td>.3590</td>
<td>.7020</td>
<td>.8587</td>
<td>.7167</td>
<td>.9337</td>
<td>1.000</td>
</tr>
</tbody>
</table>

N of Cases = 60,0

N of Statistics for Mean Variance Std Dev Variables
Scale 21,4449 226,7048 15,0567 6
Reliability Coefficients 6 items

Alpha = .9173 Standardized item alpha = .9195
## Appendix 9: Multivariate Tests Expertise *·* Task Structure

<table>
<thead>
<tr>
<th>exp=1,nov=2</th>
<th>Value</th>
<th>F</th>
<th>Hypothesis df</th>
<th>Error df</th>
<th>Sig.</th>
<th>Partial Eta Squared</th>
<th>Noncent. Parameter</th>
<th>Observed Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,00</td>
<td>Pillai's trace</td>
<td>.391</td>
<td>9,323</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.391</td>
<td>37,290</td>
</tr>
<tr>
<td></td>
<td>Wilk's lambda</td>
<td>.609</td>
<td>9,323</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.391</td>
<td>37,290</td>
</tr>
<tr>
<td></td>
<td>Hotelling's trace</td>
<td>.643</td>
<td>9,323</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.391</td>
<td>37,290</td>
</tr>
<tr>
<td></td>
<td>Roy's largest root</td>
<td>.643</td>
<td>9,323</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.391</td>
<td>37,290</td>
</tr>
<tr>
<td>2,00</td>
<td>Pillai's trace</td>
<td>.530</td>
<td>18,356</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.530</td>
<td>65,425</td>
</tr>
<tr>
<td></td>
<td>Wilk's lambda</td>
<td>.470</td>
<td>18,356</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.530</td>
<td>65,425</td>
</tr>
<tr>
<td></td>
<td>Hotelling's trace</td>
<td>1.128</td>
<td>18,356</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.530</td>
<td>65,425</td>
</tr>
<tr>
<td></td>
<td>Roy's largest root</td>
<td>1.128</td>
<td>18,356</td>
<td>4,000</td>
<td>56,000</td>
<td>.000</td>
<td>.530</td>
<td>65,425</td>
</tr>
<tr>
<td>3,00</td>
<td>Pillai's trace</td>
<td>.031</td>
<td>.471</td>
<td>4,000</td>
<td>56,000</td>
<td>.757</td>
<td>.031</td>
<td>1,884</td>
</tr>
<tr>
<td></td>
<td>Wilk's lambda</td>
<td>.969</td>
<td>.471</td>
<td>4,000</td>
<td>56,000</td>
<td>.757</td>
<td>.031</td>
<td>1,884</td>
</tr>
<tr>
<td></td>
<td>Hotelling's trace</td>
<td>.032</td>
<td>.471</td>
<td>4,000</td>
<td>56,000</td>
<td>.757</td>
<td>.031</td>
<td>1,884</td>
</tr>
<tr>
<td></td>
<td>Roy's largest root</td>
<td>.032</td>
<td>.471</td>
<td>4,000</td>
<td>56,000</td>
<td>.757</td>
<td>.031</td>
<td>1,884</td>
</tr>
</tbody>
</table>

Each F tests the multivariate simple effects of TASKSTR within each level combination of the other effects shown. These tests are based on the linearly independent pairwise comparisons among the estimated marginal means.

a. Computed using alpha = .05

b. Exact statistic
Appendix 10: Multivariate Tests: Task Structure - Expertise

<table>
<thead>
<tr>
<th>TASKSTR</th>
<th>Value</th>
<th>F</th>
<th>Hypothesis df</th>
<th>Error df</th>
<th>Sig.</th>
<th>Partial Eta Squared</th>
<th>Noncent. Parameter</th>
<th>Observed Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pillai's trace</td>
<td>.131</td>
<td>2,133</td>
<td>4,000</td>
<td>122,000</td>
<td>.081</td>
<td>.065</td>
<td>8.534</td>
<td>.618</td>
</tr>
<tr>
<td>Wilks' lambda</td>
<td>.671</td>
<td>2,148</td>
<td>4,000</td>
<td>120,000</td>
<td>.079</td>
<td>.067</td>
<td>5.591</td>
<td>.621</td>
</tr>
<tr>
<td>Hotelling's trace</td>
<td>.146</td>
<td>2,180</td>
<td>4,000</td>
<td>118,000</td>
<td>.078</td>
<td>.068</td>
<td>5.841</td>
<td>.625</td>
</tr>
<tr>
<td>Roy's largest root</td>
<td>.131</td>
<td>4,045</td>
<td>2,000</td>
<td>61,000</td>
<td>.222</td>
<td>.117</td>
<td>8.008</td>
<td>.700</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pillai's trace</td>
<td>.073</td>
<td>1,148</td>
<td>4,000</td>
<td>122,000</td>
<td>.338</td>
<td>.036</td>
<td>4.591</td>
<td>.352</td>
</tr>
<tr>
<td>Wilks' lambda</td>
<td>.928</td>
<td>1,147</td>
<td>4,000</td>
<td>120,000</td>
<td>.338</td>
<td>.037</td>
<td>4.587</td>
<td>.351</td>
</tr>
<tr>
<td>Hotelling's trace</td>
<td>.078</td>
<td>1,145</td>
<td>4,000</td>
<td>118,000</td>
<td>.339</td>
<td>.037</td>
<td>4.581</td>
<td>.351</td>
</tr>
<tr>
<td>Roy's largest root</td>
<td>.074</td>
<td>2,259</td>
<td>2,000</td>
<td>61,000</td>
<td>.113</td>
<td>.089</td>
<td>4.518</td>
<td>.443</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pillai's trace</td>
<td>.439</td>
<td>8,581</td>
<td>4,000</td>
<td>122,000</td>
<td>.000</td>
<td>.220</td>
<td>34.323</td>
<td>.999</td>
</tr>
<tr>
<td>Wilks' lambda</td>
<td>.587</td>
<td>9,151</td>
<td>4,000</td>
<td>120,000</td>
<td>.000</td>
<td>.234</td>
<td>36.606</td>
<td>.999</td>
</tr>
<tr>
<td>Hotelling's trace</td>
<td>.658</td>
<td>9,711</td>
<td>4,000</td>
<td>118,000</td>
<td>.000</td>
<td>.248</td>
<td>36.845</td>
<td>1.000</td>
</tr>
<tr>
<td>Roy's largest root</td>
<td>.581</td>
<td>17,733</td>
<td>2,000</td>
<td>61,000</td>
<td>.000</td>
<td>.388</td>
<td>35.466</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Each F tests the multivariate simple effects of exp=1,nov=2 within each level combination of the other effects shown. These tests are based on the linearly independent pairwise comparisons among the estimated marginal means.

a. Computed using alpha = .05
b. Exact statistic
c. The statistic is an upper bound on F that yields a lower bound on the significance level.
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