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Abstract

In this thesis the mechanical properties of iron and steel nano- and micro-pillars were investigated. The pillars were machined with focused ion beam (FIB) milling and subsequently loaded in compression by a nanoindenter equipped with a flat-punch indenter. Two types of materials were tested:

- Martensite and retained austenite containing constituents (M–A constituents or M-A phases) formed in high strength low alloy steel after weld thermal simulation.
- 99.99% pure iron that was annealed to produce sufficiently large grains for producing single crystal pillars.

The compressive flow curves of the M–A containing pillars were obtained and the yield stresses were between 0.8–1.2 GPa. The scatter in results, experimental challenges, unknown underlying microstructure and the desire for a fundamental understanding directed the experiments to be conducted on ferritic iron. Three aspects were investigated:

- Quantification of the pillar size and strength relation.

- The type of operating slip system, determined from slip traces at the pillars’ surface.

- The orientation dependency of the resolved shear stress.

The flow curves of iron showed characteristic features similar to those previously reported for bcc metals. The majority of slip traces, or slip bands, on the pillars’ surface followed the \{110\} \{111\} family of slip systems. The resolved shear stress revealed an orientation dependent relation, where pillar size and strain appear to have little
ABSTRACT

effect. The observed twinning-antitwinning asymmetry was stronger than expected from previous experiments on mm-sized samples.

In the introductory part to the appended paper collection, the basis of the motivating background and objectives are described. Furthermore, a background to the material, main experimental techniques and the experimental observations during the pillar compression experiments are given.
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Chapter 1

Introduction

Today iron and steel are widely used in construction and other applications. Enhanced mechanical properties, without the use of expensive alloying elements, can reduce the amount of steel used in constructions. The weight savings give huge economical and environmental benefits.

Iron, in its pure form, is generally weak in strength, with a yield stress typically around 20–30 MPa [1, 2], and has the ability to withstand large deformations. Those properties can be changed by alloying the iron with the appropriate alloying elements and applying the correct heat treatment and mechanical history. Thus, the mechanical properties can become ductile or strong. Modern steels can have a yield stress in excess of 2 GPa or withstand as much as 70% elongation. However, utilisation of extreme properties usually come with a cost: expensive alloying elements and complicated manufacturing processes. Additionally, most of the steels do not have a combination of both high strength and high ductility.

Modern steels obtain their strength and ductility from strengthening mechanisms in the microstructure, which operate at different length scales. Microstructural components, such as dislocation entanglements, solute atoms, precipitates and grain boundaries, hinder and restrict the movement of dislocations. Hence, the resistance to plastic flow, or the materials strength, increases. The details of the plastic deformation of complex microstructures cannot be fully understood and evaluated during traditional material testing at large scale, e.g., mm-sized samples. Therefore, there is a need to explore the mechanical properties of the material at the length scale where the deformation mechanisms operate.
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The mechanical properties of steels are, however, not only a consequence of the alloying elements, heat treatment and mechanical history. One example is tensile experiments of μm-sized iron whiskers, thin single crystal fibres, which have shown yield stresses up to 11 GPa [3]. The high strength is obtained when the whiskers lack defects from where deformation can initiate. The plasticity is obtained when fresh dislocations nucleate at the surface at much higher stresses. The potential strength of iron, and other metals, is much higher than utilised in today’s engineering materials. An increased understanding of how the deformation mechanisms work can drive the development of tomorrow’s materials towards strong, ductile and cost efficient materials. It can also form the basis for new nano-inspired materials and structures.

The advance in nanotechnology, with new equipments and test methods, open up for new and innovative ways of exploring materials. The material can be mechanically characterised at different length scales to evaluate the contributions from the microstructural building blocks. Local mechanical properties can be used as direct input in microstructure based models and numerical simulations, or to validate computational simulations such as dislocation dynamics and molecular dynamic simulations. The experimental observations can provide important observations for further refining of the models. Examples of microstructure based models are models considering the local approach to fracture [4–6], which use microstructural parameters to predict the fracture toughness and to understand the fracture behaviour of materials.

This work utilises two modern experimental techniques, the focused ion beam (FIB) and the nanoindenter, to explore local mechanical properties and deformation mechanisms of iron and steel by means of the microcompression test [7–9]. The FIB is used as a micro milling tool to produce pillars on the surface of a sample. The pillars can be positioned with high precision in the local microstructure of the sample. The pillars are subsequently loaded with a nanoindenter equipped with a flat-punch indenter for uniaxial loading. The logged force and displacement data are analysed to study the local mechanical properties. The data are, together with images of the pillars, studied to understand the operating deformation mechanisms. These results advance the knowledge of the small scale deformation of iron and steel.

The initial studies [10, 11] were carried out on high strength low alloy steels. The aim was to develop the understanding of the fracture initiation process through knowledge of the local mechanical properties. The results proved that the pillar compression
technique can be used to obtain local compressive properties. However, experimental difficulties, unknown underlying microstructure, scatter in the results and the desire for a fundamental understanding led to further work [12, 13] conducted on ferritic iron.

1.1 Objective

The primary objective was to develop a fundamental understanding and knowledge of the local mechanical properties and deformation mechanisms of iron and steel. The focus was to quantitatively analyse the local stress-strain response using the micro-compression test and to explore the local deformation mechanisms.

Two types of materials were investigated:

- Martensite and retained austenite containing constituents (M–A constituents or M-A phases) formed in high strength low alloy steel after weld thermal simulation.

- 99.99% pure iron that was annealed to produce sufficiently large grains for producing single crystal pillars.

The objectives for the two materials can be summarised as follows:

- Determine the flow curve of M-A constituents and gain insight into its deformation mechanisms.

- Determine the size and orientation dependent flow curves of ferritic iron and characterise the deformation mechanisms. This include to determine the slip system, from slip traces formed at the pillars’ surface, and to describe the orientation dependency of the resolved shear stresses.

1.2 Publications and Conference Contributions

The present study continues and expands research conducted through the PhD candidate’s Master studies at NTNU [14, 15]. Three research papers [11–13], which have been published or accepted for publication, was prepared by the candidate during the progress of the PhD study:
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**Paper I**

B. R. S. Rogne, C. Thaulow, and A. Barnoush.

Micromechanical Testing of Fracture Initiation Sites in Welded High-Strength Low-Alloy Steel.


**Abstract:** Micropillar compression-tests were performed on martensite (M) and retained austenite (A) containing constituents formed in high-strength low-alloy steel after simulated thermal weld heat treatment. Due to the complicated fine microstructure of the constituent, the resulted stress–strain curves were further analyzed by considering the post-mortem scanning electron micrographs and the morphology of the deformation of the pillars. It was possible to obtain relevant data for the uniaxial stress–strain behavior of the M–A constituent in the studied steel. Microvickers measurements, which were converted to macroscopic yield stress by empirical relations, were compared with the micropillar compression test results. Comparison showed that these empirical relations are overestimating the obtained mechanical properties of the M–A constituents.

**Paper II**

B. R. S. Rogne and C. Thaulow.


Manuscript submitted to: *Philosophical Magazine*.

**Abstract:** We examine the size effect and strengthening mechanisms of bcc iron pillars. The single crystal pillars were machined with focused ion beam and tested with a nanoindentation device with the compression axis along the ⟨001⟩ crystallographic direction. We compare our test results with both older literature on whiskers and micro/macror specimens, and recent results from atomistic modelling. We find that the obtained results can be explained on the basis of current theories based on small scale plasticity.

**Paper III**

B. R. S. Rogne and C. Thaulow.


Manuscript submitted to: *Materials Science and Engineering A*.

**Abstract:** Micro pillar compression testing has been performed on bcc iron single
1.2 Publications and Conference Contributions

crystals to determine the mechanical properties and deformation mechanisms and their dependency on size and crystal orientation. Slip traces on the surface of post-compressed pillars were scrutinised to determine the operating slip system. The size dependency of the flow curves was investigated and the power law constants, $K$ and $n$, and the orientation dependency of the resolved shear stresses were determined.

The slip trace analysis revealed that the slip follows the $\{110\} [111]$ family of slip systems. The size dependency of the flow stresses follows the power law relation where the power law exponent $n$ are in general between 0.5–0.8 and depend on orientation and the strain. The power law coefficient $K$ increases as a function of strain. The shape is similar for the different loading directions, but varies in magnitude. The shear stress resolved to the $\langle 101 \rangle [111]$ slip system shows an orientation dependent relation. Size and strain has little effect on this relation.

In addition, the PhD candidate co-authored the following paper [10]:


**Abstract:** Steels applied in arctic climates are subjected to low temperature. Since they undergo ductile-brittle transition with falling temperature, their fracture toughness must be addressed, particularly after welding. To predict their behaviour requires knowledge on local properties. Thus, the present study concerns nanomechanical testing of typical microstructures present in the intercritically reheated coarse grained heat affected zone of a 490 MPa forging. Such microstructures were achieved by weld thermal simulation of samples with 11 mm $\times$ 11 mm cross section and 100 mm length, using peak temperature of 1350 °C in the first cycle and 780 °C in the second cycle. Both cycles used cooling time $\Delta t_{A/5}$ of 5 or 10 s. This caused formation of M-A phases along prior austenite grain boundaries and mixture of bainite/tempered martensite in the bulk. Nanomechanical testing was performed by compression of nanopillars prepared in grain boundary located M-A phases and in the bulk of the grains. The results achieved
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showed significant that the grain boundary phase possesses much higher strength than the grain bulk. It is also shown that there is large scatter in the stress-strain data, depending on the actual local microstructure being tested.

The PhD candidate has also contributed in the following conference presentations\(^1\) and articles [16, 17]:

- **B. R. S. Rogne, V. Haugen, C. Thaulow, and A. Barnoush.**
  Steels Revisited by Nanomechanical Testing.
  *Nano- and Micromechanical Testing in Materials Research and Development IV.*
  Olhão, Algarve, Portugal. 6-11/10/2013. (Poster presentation)

- **V. Haugen, B.R.S. Rogne, O.M. Akselsen, C. Thaulow, and E. Østby.**
  On Local Properties of Microstructures in Welding.
  Rhodes, Greece. 17-22/6/2012, pp. 16–22. (Oral presentation and paper)

- **R. Brenden, B. R. S. Rogne, and C. Thaulow.**
  Mechanical Properties of Biological Hard Tissues.
  *Nanobrücke II: Nanomechanical Testing Workshop & Hysitron User Meeting.*
  Saarbrücken, Germany. 22-23/3/2012. (Poster presentation)

- **B. R. S. Rogne and C. Thaulow.**
  Investigation of Nanomechanical Test Methods on Arctic Steels.

1.2.1 Individual Contribution

- The PhD candidate’s contribution to *Paper I-III* [11–13] was designing and performing the experiments, analysing the data and preparing the manuscripts.

- C. Thaulow has contributed with conception and design of experiments, discussions, advice and critical revision of *Paper I-III* [11–13].

\(^1\)The presenting author is underlined.
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- A. Barnoush took an active part in Paper I [11] co-writing part of the manuscript, editing and helping through the reviewing process. His discussions and advice helped shape the paper into its final form.

1.3 Main Findings

The findings from Paper I–III [11–13] can be summarised as follows:

Flow curves from M–A constituents were obtained from FIB milled pillars with diameters of 1 and 3 \( \mu \)m. The yield stresses ranged between 0.8–1.2 GPa. The possible sources of the scatter were discussed and it was concluded that the surface roughness and the microstructural inhomogeneities play crucial roles. The largest pillars showed the highest strength which can be explained by a very fine and complicated microstructure of the M–A constituents. The most reliable tests showed that the yield stress is approximately 1.2 GPa, which is in accordance with tests from other references [18, 19] on martensite. Microhardness measurements were obtained from M–A constituents and converted into tensile properties, by using empirical relationships, and further validates the results.

Single crystalline iron micro pillars were compressed along five crystallographic directions, \([\bar{1}49\), \([\bar{2}35\), \([001\), \([011\) and \([\bar{1}11\), to investigate deformation mechanisms and strength as a function of pillar size. The diameters of the pillars ranged from 120 nm to 4.3 \( \mu \)m.

The stress–strain curves obtained from the experiments show similar characteristic features as previously reported (e.g. [20–22]) for other bcc metals. Yield stresses obtained from the experiments ranged from 237 MPa to 4.5 GPa, where the highest stresses were obtained from the smallest pillars. The flow stress and pillar diameter relation follows a power law relation. The power law exponent is typically between 0.5–0.8 and depends on the pillar orientation and the strain where it was obtained from. The exponent falls between results from previous investigations of bcc metals [21, 22]. The power law coefficient (unit: MPa \( \mu \)m\(^n\)) advanced similar to a flow curve as a function of strain undergoing a strain hardening like behaviour. The magnitude of the power law coefficient depends on orientation, but is similar in shape.

To set the work in perspective, the yield stresses of the pillars were compared to experimental data from older literature on whiskers [3] and micro/macro specimens [1, 7].
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23-25, and recent results from atomistic modelling [26]. The results fall between these experimental data, Figure 1.1 (the figure is based on Figure 7 in Paper II [12]).

![Figure 1.1](image)

**Figure 1.1:** Yield stress of different sized single-crystal iron samples. Micro pillars (current data) consist of pillars compressed along the [110], [235], [001], [011] and [111] crystallographic directions. Data for comparison were obtained from: theoretical strength [27], atomistic simulations [26], iron whiskers [3], thin plate [25] and other [1, 23, 24]. The size effect was predicted by the source truncation model [28]. The figure is based on Figure 7 presented in Paper II [12].

A procedure for evaluating the slip traces on the pillar surface was described and applied. The slip traces followed the \{110\}\{111\} family of slip systems, except for orientation \[\bar{1}11\] where the slip planes were not identified. The slip traces on pillars with orientations [235], [001] and [011] followed the primary \{101\}\{111\} slip system, i.e. the slip system of \{110\}\{111\} type which encountered the highest shear stresses according to Schmid’s law. Because of symmetry in the crystal, orientation [001] deformed on eight equivalent slip systems with two slip planes along each of the four slip directions. Correspondingly, orientation [011] deformed along four equivalent slip systems divided into two directions. Orientation [149] followed mostly the primary \{101\}\{111\}
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slip system, however, the deformation was in some pillars confined solely to the secondary (101)[111] slip system or as a combination of both the primary and secondary slip systems.

The resolved shear stresses were calculated and evaluated in relation to orientation, pillar size and strain. The resolved shear stress was obtained by resolving the stresses to the (101)[111] slip system by applying Schmid’s law. The resolved shear stress increases with decreasing pillar diameter or increased strain and shows an orientation dependent relation. Pillar size and strain appear to have little effect on this relation. Pillars oriented in antitwinning orientations, i.e. where the shear stress is highest along the antitwinning direction of a \{112\} plane, obtains a higher stress than when oriented in twinning orientations. When comparing the results with tensile experiments of mm-sized iron single crystals by Aono et al. [29], the twinning-antitwinning asymmetry are stronger for the compressed pillars.

1.4 Overview of the Thesis

This thesis consists of an introductory overview and three research papers [11–13]. The overview gives a theoretical basis to the research work and spans from Chapter 2 to Chapter 3. The papers are appended in the end in Chapter “Appended Papers”.

The introductory overview gives a summary of selected topics that play an important role in the background of the published research results. Chapter 2 covers aspects related to the deformation of metals, with a focus on ferritic iron. This includes basic crystallographic aspects, dislocation theory and deformation of iron single crystals. Chapter 3 introduces the main experimental techniques, the focused ion beam and the nanoindenter. How the FIB interacts with the sample surface and how it can be used as a micro manufacturing tool for producing pillars is explained. Furthermore, the nanoindenter and how it is used as a compression device for pillars is presented, where the typical experimental outcomes are in focus.

The three papers are schematically summarized in Figure 1.2. The figure relates the investigated materials to the local microstructure of a polycrystalline sample containing hard and brittle particles. Paper I investigates the compressive properties of hard and brittle particles (M-A constituents) formed in a heat treated high strength low alloy
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steel. Paper II and III investigate ferritic iron single crystals and the effect of pillar size and orientation.

![Illustration of the local microstructure of a polycrystalline sample containing hard and brittle particles. The local microstructure is related to the investigated materials in the three main papers [11–13].](image)

**Figure 1.2**: Illustration of the local microstructure of a polycrystalline sample containing hard and brittle particles. The local microstructure is related to the investigated materials in the three main papers [11–13].
Chapter 2

Deformation of Iron and Steel

The macroscale properties of crystalline materials are dictated by the underlying atomic structure. The movement of dislocations in the crystal structure produces the plastic deformation. The properties depend upon the available dislocations and how they move and interfere with obstacles in the microstructure. Pillar compression experiments are a useful tool to understand the mechanisms of plastic deformation. The technique probes a limited volume of material to obtain its compressive properties and can evaluate the strength of differently oriented crystals and the strengthening from grain boundaries.

This chapter gives an overview of how plastic deformation occurs in iron, with a focus on ferritic iron. The complexity and variations of steels are not covered. However, the basic concepts are applicable to most steels as well. Further reading can be found in textbooks within materials science [30, 31] and dislocation theory [32, 33].

2.1 Crystal Structures of Iron

At room temperature, pure iron has a body centred cubic (bcc) crystal structure as illustrated with the bcc unit cell in Figure 2.1(a). The bcc iron is named ferrite, or α-iron (α-Fe), and shares its crystal structure with several common metals, for instance manganese (Mn), molybdenum (Mo), niobium (Nb), tantalum (Ta), tungsten (W) and vanadium (V). At elevated temperatures the stable crystal structure of iron changes to face centred cubic (fcc), between 910–1400 °C, before it changes back to bcc beneath the melting temperature of 1538 °C. The fcc phase of iron is termed austenite, or γ-iron, and the bcc phase between 1400–1538 °C is known as δ-iron. The fcc structure
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is found in metals such as aluminium (Al), copper (Cu), gold (Au), lead (Pb), nickel (Ni), platinum (Pt) and silver (Ag).

![Figure 2.1: The (a) bcc and (b) fcc unit cell.](image)

2.2 Crystal Defects

All real metals contain *imperfections* in the crystal lattice that disturb the local arrangement of the atoms. The imperfections can be point, line, surface and volume defects. The defects can modify the physical and mechanical properties of metals.

*Point defects* are small irregularities in the ordered crystal structure. In pure metal there exists two main types, vacancy and interstitial. The vacancy, or vacant atomic site, is an atom missing from its specific atomic site. The interstitial is an atom placed outside the lattice sites of the crystal. A vacancy and a self-interstitial atom of a pure metal are illustrated in Figure 2.2(a). Vacancies and interstitials are produced from plastic deformation and high energy particle radiation of the crystal and its thermodynamically stable concentration depends on the temperature. Impurity atoms can form point defects by taking up lattice sites in the original crystal, Figure 2.2(b). If the impurity atom replaces an atom site from the original lattice, it forms a substitutional impurity atom. An interstitial impurity atom takes the place between the ordered crystal lattice, similar to a self-interstitial atom.
2.3 Dislocations

Dislocations are line defects and consist of displacement of the atom arrangement along a line. There are two basic types of dislocations, the edge and screw dislocation. Dislocations will be discussed in detail in the following section.

Surface defects, or a planar defects, are distortions that stretch out in an area. The grain boundary is the most common form of planar defects and are the plane between two crystals with different orientations. The atoms at the grain boundary are distorted. Other planar defects are stacking faults and twin boundaries.

Volume defects, or bulk defects, are larger defects that stretch out in the volume such as a void and a precipitate. The void is a small region with missing atoms and can be considered as clusters of vacancies. The precipitate is impurities clustered together in a small region and are often forming a different phase.

2.3 Dislocations

Deformation of a crystal takes place by the movement of dislocations and is called crystallographic slip. The dislocation responsible for the slip moves along the slip direction which always is parallel to its Burgers vector (b), which describes the direction and magnitude of the shortest lattice distortion. Slip steps at the surface are produced when dislocations move across the slip plane to the surface of the crystal.

The two basic types of dislocations are edge and screw dislocations. The edge dislocation moves in the slip plane parallel to its Burgers vector. For edge dislocations, the dislocation line is perpendicular to the Burgers vector and together they uniquely define the slip plane. Glide of an edge dislocation is limited to a specific slip plane.
Screw dislocation are dislocation where the Burgers vector is parallel to the dislocation line. Movement of a screw dislocation can take place along a slip plane. However, the dislocation line and Burgers vector do not define a unique slip plane, hence, the dislocation glide is not restricted to a specific plane.

Dislocations in real crystals are generally irregular in shape with a mixture of edge and screw character and are called mixed dislocations. A mixed dislocation is illustrated in Figure 2.3 and summarise the edge, screw and mixed dislocation. The dislocation line (red line in Figure 2.3) enters the crystal as a pure edge (⊥) and exits as a pure screw (⟲). The part of the dislocation going through the crystal, between the pure edge and pure screw, is of mixed character.

Figure 2.3: Mixed dislocation with segments of pure edge character, mixed character and pure screw character. The pure edge and pure screw segments are located at the surface of the crystal.

By applying Burgers circuit around the dislocation, it defines its Burgers vector. The Burgers circuit is a closed atom-to-atom path around the dislocation. If the same atom-to-atom path is made in a dislocation free crystal, the Burgers vector is required to close the path. The atom-to-atom paths in Figure 2.3 verifies that the pure edge got a Burgers vector perpendicular to the dislocation line, which together define the slip plane. In the same way, the pure screw obtains the same Burgers vector, but with the dislocation line parallel to the Burgers vector. The Burgers vector of the single
2.4 Slip Directions and Planes

The deformation of cubic crystals is known to take place along the close packed directions with steps corresponding to the shortest lattice vector, i.e., the Burgers vector \( \mathbf{b} \).

The close packed direction in fcc crystals are along \( \langle 110 \rangle \) directions with \( \mathbf{b} = \frac{1}{2} \langle 110 \rangle \). The magnitude, or length, of Burgers vector \( |\mathbf{b}| = |\mathbf{b}| \) in the fcc crystal is \( b = \frac{\sqrt{2}}{2} a \). \( a \) is the lattice constant, or lattice parameter, of the cubic unit cell in Figure 2.1. The deformation follows slip planes which normally is the plane with the highest density of atoms, and corresponds to the \{111\} planes in fcc crystals. One of the \{111\} slip planes and one of its \langle 110 \rangle slip direction are illustrated in Figure 2.1(b). The combination of a slip plane and a slip direction lying on that plane is called a slip system. In total, there are four \{111\} planes with three slip directions in each plane that combine into twelve \{111\} \langle 110 \rangle slip systems, Table 2.1.

In bcc crystals there are no true close packed directions, but the closest packed directions correspond to \langle 111 \rangle directions with \( \mathbf{b} = \frac{1}{4} \langle 111 \rangle \) and \( b = \frac{\sqrt{2}}{2} a \). The bcc unit cell is illustrated in Figure 2.1(a), where Burgers vector is indicated as a vector.

There are three types of slip planes available along the \langle 111 \rangle directions. These are the \{110\}, \{112\} and \{123\} families of planes and are illustrated in Figure 2.4. The slip systems are summarised in Table 2.1.

Observation of slip directions and slip planes are often determined from slip bands, or slip traces, formed during deformation of samples with polished surfaces. The slip bands consist of a large number of slip steps. The apparent slip planes in bcc metals

<table>
<thead>
<tr>
<th>Crystal structure</th>
<th>Family of slip systems</th>
<th>Number of slip planes</th>
<th>Number of slip directions per plane</th>
<th>Number of slip systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>fcc</td>
<td>{111} {110}</td>
<td>4</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>{110} {111}</td>
<td>6</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>{112} {111}</td>
<td>12</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>{123} {111}</td>
<td>24</td>
<td>1</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 2.1: Families of slip systems and their slip planes and directions.

mixed dislocation obtains the same Burgers vector. When the dislocation line lies at an arbitrary angle to the Burgers vector it is of mixed character.
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Figure 2.4: Slip planes in the bcc crystal. The (a) \{110\}, (b) \{112\} and (c) \{123\} families of planes.

depend on composition, crystal orientation, temperature and strain rate. The most frequently observed slip planes during deformation of iron at room temperature are of type \{110\} and \{112\} [24]. The observed slip bands are often observed to be wavy and ill-defined and follow the slip plane which encounters the highest shear stresses.

The huge amounts of possible slip planes along the same slip direction (48 possibilities along each slip direction) create the opportunity for screw dislocations to cross slip. During cross slip, the screw dislocation moves from one plane to another guided by the local stresses along its slip direction. Wavy slip bands indicate that cross slip happens easily. For this reason, the apparent slip plane is often found to follow the plane which encounters the highest shear stress along the slip direction, denoted as the maximum resolved shear stress plane (MRSSP). Since the MRSSP composes of collective slip from different slip systems it can in principle take any position along the slip direction. Figure 2.5 shows the intersection of \{110\} and \{112\} planes parallel to the [111] zone axis. The MRSSP is the plane that encounters the highest shear stress along the [111] direction. The location of the MRSSP is specified with the angle \(\chi\), which is defined as the angle between the (\overline{1}01) plane and the MRSSP. \(\chi\) is defined as positive when MRSSP lies between (\overline{1}01) and (110), and negative if it lies between (\overline{1}01) and (011). [34–36]

An interesting feature of the \{112\} planes in bcc crystals is the lack of symmetry along the \(\langle111\rangle\) slip directions. Because of the asymmetry, the dislocation behaviour
2.4 Slip Directions and Planes

Figure 2.5: Orientation of the \{110\} and \{112\} planes, and the maximum resolved shear stress plane (MRSSP) of the \{111\} zone. The figure includes the plane normals. \(\chi\) denotes the angle between the \((\bar{1}01)\) and the MRSSP. Figure modified from [33, Chapter 6].

depends on the direction of slip. Slip is easier when the dislocation moves in the twinning direction of \{112\} planes than in the antitwinning direction. The *twinning–antitwinning asymmetry* of the yield stress is observed even when the actual slip plane is not of type \{112\}. Some examples of the location of the MRSSP during compression and tension experiments are given in Table 2.2 and can be related to Figure 2.5. The shear stresses is highest on the \{112\} planes at \(\chi = \pm30^\circ\) and the slip direction is reversed if the loading mode changes from tension to compression. Dislocations moving in the twinning or antitwinning direction should not be confused with the deformation twinning mechanism which is observed at low temperatures and/or high strain rates.

Molecular dynamic simulations of dislocations give an insight into the nature of the dislocations. The *core structure* of the screw dislocation usually shows a non-planar character that takes the form as degenerate or non-degenerate. The degenerate, or polarised, core structure spreads the \(\frac{1}{2}(111)\) dislocation asymmetrically into three intercepting \{110\} planes as three fractional dislocations with a \(\frac{1}{6}(111)\) displacement each. The non-degenerate, or compact, core structure spreads symmetrically on the \{110\} planes with six fractional dislocations with a displacement of \(\frac{1}{12}(111)\) each. Non-screw dislocations form a planar dislocation core in form of either \{110\} or \{112\}. They
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Table 2.2: Location of the maximum resolved shear stress plane (MRSSP) in relation to the twinning and antitwinning direction during uniaxial loading of bcc crystals. $\chi$ denotes the angle between the (101) and the MRSSP.

<table>
<thead>
<tr>
<th>$\chi$ (°)</th>
<th>MRSSP</th>
<th>Slip direction in Tension</th>
<th>Slip direction in Compression</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>(211)</td>
<td>Antitwinning</td>
<td>Twinning</td>
</tr>
<tr>
<td>0</td>
<td>(101)</td>
<td>Twinning</td>
<td>Antitwinning</td>
</tr>
<tr>
<td>−30</td>
<td>(112)</td>
<td>Twinning</td>
<td>Antitwinning</td>
</tr>
</tbody>
</table>

move at much lower shear stresses than the screw dislocations and are not sensitive to non-shear stresses. [33]

2.5 Pole Figures

Pole figures are conventional ways of representing a set of crystallographic orientations. Strictly, the pole figures do not reveal the orientation of individual crystals, instead it visualises the orientation of particular crystallographic planes or directions. The pole figures are widely used in material science and give a relatively easy interpretation of crystallographic orientations, or textures. This section introduces two types of pole figures, the stereographic projection and the inverse pole figure.

The pole figure of a specific crystallographic plane can be obtained in the following way. The orientation of a particular plane is completely specified by one of its two plane normals, which point in opposite directions. If a unit sphere is drawn around the plane, with the plane normal intersecting the origin of the sphere, the plane normal intersect the unit sphere on the upper hemisphere in a point $p$, Figure 2.6(a). This point $p$ is referred to as the pole of the plane and is uniquely representing the orientation of a single crystallographic plane. For cubic crystals the pole is identical to the crystallographic plane whith the same indices. The pole figure is obtained when the hemisphere is projected into two dimensions. The stereographic projection of the pole $p$ in Figure 2.6 is obtained by projecting $p$ to the plane of projection located at the upper pole. The projected point ($p'$) is found by drawing a straight line from the lower pole ($Q$) through the point $p$ and into the projection plane. To represent a collection of points, e.g. where each point represents a single grain or volume element of a polycrystalline sample, the
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Figure 2.6: (a) Projection of a crystallographic plane into the stereographic projection. The pole $p$ of the plane is projected to the point $p'$, which lies on the projection plane. (b) The $\{111\}$ pole figure for a Cu texture. ND is the normal direction and RD is the rolling direction. Figures from [30, Chapter 3].

procedure above is repeated. The resulting pole figure gives a representation of the texture of the sample.

A typical pole figure of cubic crystals is the $\{111\}$ pole figure, where the $\{111\}$ planes are projected into the projection plane. The projection plane is conventionally the plane parallel to a sheet sample and is labelled with the normal direction (ND) to this plane and the rolling direction (RD), which normally is the transverse direction of highest symmetry. Figure 2.6(b) [30] shows an example of the $\{111\}$ pole figure for a Cu texture.

The inverse pole figure (IPF) takes a different approach to visualise orientations. The IPF projects a vector pointing along a sample direction, e.g. along the growth direction of a crystal, into a plane determined by the local crystallographic orientation. Figure 2.7 shows the standard (001) stereographic projection of a cubic crystal where the plane of projection corresponds to the (001) plane, which acts as a local frame to the IPF. Due to high symmetry in the cubic crystal, all non-equivalent planes can be represented in each of the 24 stereographic triangles in Figure 2.7. The IPF is therefore often represented in the [001]–[011]–[111] standard stereographic triangle of the (001) stereographic projection, shaded area in Figure 2.7.

Pole figures or IPFs give a comprehensive representation of the texture of a sample
Figure 2.7: The standard (001) stereographic projection of a cubic crystal. The shaded area is the [001]–[011]–[111] standard stereographic triangle in the projection. Figure from [37, Chapter 4].
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or a collection of sample orientations. The standard stereographic triangle is often used for colour coding of sample surfaces where the crystallographic orientations have been determined, for instance from electron backscatter diffraction (EBSD). The colour code is given with the IPF in Figure 2.8(a), which also visualises the orientation of five crystals. Example of an IPF-map from an EBSD scan of a polycrystalline Fe sample is seen in Figure 2.8(b). In the IPF-map, the crystal directions normal to the sample surface are coloured according to the standard stereographic triangle of the IPF in the upper left corner.

Figure 2.8: (a) The [001]–[011]–[111] triangle of the (001) stereographic projection of cubic crystals. The triangle includes orientation colour coding and visualises the orientation of five crystals. (b) The inverse pole figure (IPF) map obtained from electron backscatter diffraction mapping (EBSD) of a polycrystalline Fe sample.

2.6 Resolved Shear Stresses

The traditional way of analysing the resistance to plastic flow is by resolving the loading stress to a crystallographic defined slip plane along its slip direction. Figure 2.9 illustrates crystallographic slip along a slip system of a crystal loaded in tension. The component of the shear stress acting on the slip plane along the slip direction is obtained by using the Schmid’s law in Equation (2.1a). The factor $S = \cos \varphi \cos \lambda$ is
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Figure 2.9: Crystallographic slip during tensile testing of a single crystal. $\varphi$ is the angle between the loading direction and the slip plane normal and $\lambda$ is the angle between the loading direction and the slip direction. Figure modified from [33, Chapter 3].

known as the Schmid factor. $\varphi$ is the angle between the loading direction and the slip plane normal and $\lambda$ is the angle between the loading direction and the slip direction. When the resolved shear stress ($\tau$) reaches a critical value, where a dislocation on the slip plane starts to glide, it becomes equal to the critically resolved shear stress ($\tau_c$). From the same geometrical relations the resolved shear strain ($\gamma$) on the slip plane along its slip direction can be calculated from the plastic strain ($\varepsilon$) in Equation (2.1b).

\begin{align}
\tau &= \sigma S \\
\gamma &= \frac{\varepsilon}{S}
\end{align}  \hspace{1cm} (2.1a) \hspace{1cm} (2.1b)

In a single crystal, there are several slip systems, even several families of slip systems, where slip can take place. If the dislocation glide on all of the slip systems are activated by the same $\tau_c$ we can use Equation (2.1a), or the Schmid factor $S$, to predict the activated slip system from a given crystallographic loading direction. If the loading
direction changes, e.g. a different crystal is tested, the favoured slip system might change to a different slip system. As already presented, in the bcc crystal there are three families of slip systems, \{110\} \{111\}, \{112\} \{111\} and \{123\} \{111\}, that are candidates for crystallographic slip.

If for example the \{110\} \{111\} are assumed to be the only operating slip systems, and the crystallographic loading direction is related to the standard stereographic triangle (shaded area in Figure 2.7), according to Equation (2.1a) the slip system that encounters the highest \(S\) will be the \(\langle 010 \rangle \{111\}\). By considering both the \{110\} \{111\} and \{112\} \{111\}, the slip systems that encounter the highest \(S\) will change depending on the crystallographic loading direction. The results are summarized in Figure 2.10(a) [38], where the crystallographic loading direction, represented by the standard stereographic triangle, is related to the slip system with the highest \(S\). In Figure 2.10(b) [39] all the three families of slip systems, \{110\} \{111\}, \{112\} \{111\} and \{123\} \{111\}, are considered. Note that the slip direction mainly corresponds to the \[111\] direction, but changes to \[\bar{1}11\] direction near the 001 pole [39–41]. Another remark is that bcc crystal can violate

![Figure 2.10](image-url)

**Figure 2.10:** Relation between the crystallographic loading direction and the slip system that encounters the highest Schmid factor in bcc metals. The loading direction is related to the standard stereographic triangle and the considered families of slip systems are (a) the \{110\} \{111\} and \{112\} \{111\} systems, and (b) \{110\} \{111\}, \{112\} \{111\} and \{123\} \{111\} systems. Figure (a) from [38] and (b) from [39].
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the Schmids law [31, 33, 36], such as the twinning-antitwinning asymmetry presented in Section 2.4.

Screw dislocations in the bcc crystals have the ability to cross slip and the apparent slip plane follows the MRSSP (see Section 2.4 for further details and definitions). For this reason, the MRSSP has been used in several ways. It is for instance not uncommon to resolve the shear stress to the MRSSP (see e.g. [29, 35, 36, 39, 42]). This lead us to the $\chi$–$\psi$ diagram in Figure 2.11 [35]. The $\chi$–$\psi$ diagram compares the location of the MRSSP with the observed slip plane. $\psi$ is the angle between (101) plane and the experimentally determined slip plane [34, 35].

Figure 2.11: The $\chi$–$\psi$ diagram, where $\chi$ is the angle between the (101) plane and the maximum resolved shear stress plane and $\psi$ is the angle between (101) plane and the experimentally determined slip plane. Based on figure from [35].

2.7 Strength of Iron Single Crystals

Experimental work on iron single crystals reveal that the resistance to plastic flow depends on factors such as temperature, strain rate, purity and loading direction of the crystal [24, 29, 33, 43]. The following pages give examples of flow curves and the yield stresses of iron single crystals deformed at different temperatures along various crystallographic orientations in tension, Figure 2.9. The presented data are from older
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2.7 Strength of Iron Single Crystals

literature with specimen sizes in the mm-range, which are further specified under each figure.

The stress–strain curves, or flow curves, from iron single crystals deformed in tension at room temperature obtain a shape that depends on the crystallographic orientation, see Figure 2.12. The flow curves show a upper and lower yield point. The work hardening, or strain hardening, depends on crystal orientation. Crystals with a loading axis at or near the boundary of the standard stereographic triangle obtain a higher strain hardening than the crystals located near the centre. Crystals located along the [001]–[011] line obtain flow curves that are nearly parabolic in shape. The other orientations show three stages of work hardening, schematically shown in Figure 2.13(c). Stage I work hardening, the so-called easy glide, starts after yielding where the deformation undergoes a moderate strain hardening at a constant strain hardening rate, with a linear appearance in the stress–strain curve. The strain hardening rate increases in stage II and decreases gradually into a parabolic shape in stage III. The extension of the three stages depend on crystal orientation. [43]

Figure 2.12: Orientation dependency of the stress–strain curves from iron single crystals. The tensile axis of the crystals are seen in the standard stereographic triangle and the curves were calculated from true stress–strain curves resolved by applying the Schmid factor. The samples got a rectangular cross section of 1.3 × 19.1 mm² and a length of 152.4 mm, with a gauge length of 25.4 mm. Figure from [43].
The resistance to plastic flow shows a strong temperature dependency and both the yield stress and the strain hardening increase with decreasing temperature, Figure 2.13(a) [24]. The three orientations, A, B and C, are related to its crystallographic tensile axis in Figure 2.13(b) [24].

The temperature dependency of the shear stress is shown in Figure 2.14. The shear stress ($\tau_y$ in Figures 2.14 and 2.15) was calculated from the tensile yield stress which

Figure 2.13: Temperature and orientation dependency of the stress–strain curves from single crystals. (a) True stress–strain curves from tensile testing of three iron single crystals with orientations, A, B and C, at different temperatures. The samples got a nearly quadratic cross section of $2 \times 2.5$ mm$^2$ and the gauge length was 15 mm. The curves from the three orientations in (a) are related to its crystallographic tensile axis in the (b) standard stereographic projection. (c) Schematics of the resolved shear stress–strain curve of single crystals and its three stages of strain hardening. Figure (a) and (b) are modified from [24], and figure (c) from [33].
Figure 2.14: Temperature dependency of the shear stress. The shear stress was calculated from the tensile yield stress which was resolved to the maximum resolved shear stress plane (MRSSP) along the [111] direction. The samples got a circular cross section with 0.2 mm in diameter and a length of 20 mm, with a gauge length of 10 mm. Figure from [29].

was resolved to the MRSSP along the [111] direction. The yield stress, and the shear stress \( \tau_y \) in Figure 2.14, increases rapidly as the temperature decreases. The yield stress is orientation independent around and above room temperature (273 K) but becomes increasingly orientation dependent as the temperature decreases. [29]

The orientation dependency of the shear stress \( \tau_y \) is visualised as a function \( \chi \) in Figure 2.15. The plateau stress above 67°C (340 K), the athermal region, is measured to \( \tau_y = 15 \text{ MPa} \) and is independent on the orientation. At decreasing temperatures \( \tau_y \) becomes gradually more orientation dependent. The orientation dependency becomes evident below \(-23°C \) (250 K). Beneath \(-183°C \) (90 K) the ratios

\[
\frac{\tau_y(\chi = -30^\circ)}{\tau_y(\chi = 0^\circ)} = 1.12 \text{ (twinning direction)}
\]
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\[
\frac{\tau_y(\chi = 30^\circ)}{\tau_y(\chi = 0^\circ)} = 1.22 \quad \text{(antitwinning direction)}
\]

become almost constant. [29]

Figure 2.15: Orientation and temperature dependency of the shear stress. The shear stress was calculated from the tensile yield stress which was resolved to the maximum resolved shear stress plane (MRSSP) along the [111] direction. \( \chi \) is the angle between MRSSP and the (101) plane. The RE and MRC samples got a circular cross section with diameters ranging between 0.2–1 mm and a length of 20 mm, with a gauge length of 10 mm. Figure modified from [29].
Chapter 3

Experimental Techniques

Novel experimental techniques allow experiments to be conducted in new ways. Traditional material testing, like tensile experiments of mm-sized single crystals in Section 2.7, probes a large test volume. Large single crystals of iron are expensive and time consuming to produce. The results give a fundamental understanding of crystal plasticity, but are still very different from engineering materials. A method for exploring the material’s mechanical properties at the length scale near the scale of the microstructural building blocks is therefore needed. An example of a new experimental technique used to explore material properties is the use of a focused ion beam (FIB) in combination with a nanoindenter. The FIB is used as a tool to manufacture micron and submicron specimens from specific regions of the sample surface. The specimen is subsequently loaded with the nanoindenter, equipped with a flat-punch indenter, to reveal its mechanical properties. Both engineering materials and idealised materials can be explored to solve scientific challenges and build up a fundamental understanding on how materials deform.

In this chapter, the basics behind the focused ion beam system and the nanoindenter system are described. Topics that are in focus are the ion beam and sample interaction, production of pillars, compression of pillars and deformation of pillars.

3.1 Micro Manufacturing

This section gives a brief introduction to the FIB system, how it is combined with a scanning electron microscope (SEM); how the ion beam interact with the sample
surface and how pillars can be produced with the system. Main references for further reading in [44–46].

3.1.1 The Focused Ion Beam System

The FIB system accelerates and focuses a beam of ions towards the sample surface. During the ion–surface interaction the sample surface becomes slightly damaged by the colliding ions and particles from the sample surface are sputtered away. The sputtered particles can be collected to form an image of the surface or the technique can be used as a micro milling process by ramping up the ion current.

The traditional FIB system consist of a vacuum system and chamber, liquid metal ion source, ion column, sample stage, detectors, gas injection system and a computer that controls the instruments.

The vacuum system in a FIB system can be divided in two regions: source and ion column, and sample and detectors. The region of the source and ion column requires a high vacuum (typically $10^{-8}$ mbar) to avoid contamination and to prevent electrical discharge in the high voltage column. The sample and detector region requires a lower vacuum at about $10^{-6}$ mbar to keep a free ion path avoiding interaction between the gas molecules and the ion beam.

To produce an ion beam a liquid metal ion source (LIMS) is needed. The metal source is melted, ionised and pulled away from the source in a controlled manner. The metal source is attached to a non-reactive needle and surrounded with a coil heater. The coil heater is electrical feed and heats the metal source to a liquid state. The melted metal source is wetting the solid state needle. Beneath the needle tip, an extractor electrode is pulling the liquid metal to the needle tip forming a small point source. The surface tension and electrostatic tension shape the point source into a Taylor cone. The electrical field from the extractor electrode pulls off and ionises the metal by field evaporation.

The LIMS is usually made of gallium (Ga), because of its suitable properties. This include a high surface tension, low vapour pressure, low melting point (29.8 °C), reliable metal supply and long lifetime. The consumable Ga metal wet the needle to form a point source. The needle is usually made of tungsten (W) to avoid degradation of the needle geometry. When using Ga and W respectively as metal source and needle
material the needle tip diameter is between 2–5 $\mu$m and the formed Ga Taylor cone obtains a diameter between 2–5 nm.

In the ion column the ion beam extracted from the LIMS is accelerated and focused down towards a sample attached to the sample stage. Besides the LIMS it is mainly composed of two lenses and an aperture. The first lens is the condenser lens directing the ion beam downward the ion column. When the ions meet the aperture, only the beam centre part will pass. After the beam reduction, from the adjustable aperture diameter, the second lens is focusing the beam toward a point on the sample surface. To obtain a thin beam at the sample surface, a correct beam voltage, aperture diameter and working distance is important. The thinnest beam is obtained with high voltage, small aperture diameter and short working distance.

The sample stage can usually move in five axes: x, y, z, rotational and tilt axis. The stage is often as large as 300 mm and has to be very stable to perform accurate positioning. Thermal stability is a key parameter to avoid both inaccurate positioning and specimen drift.

Image detectors in FIB are typical a multi-channel plate or an electron multiplier. A multi-channel plate is mounted directly above the sample and collects the secondary electrons (SE). There are two types of electron multipliers. One that collect secondary electrons and another collecting positive charged secondary ions (SI). The electron multiplier is placed in an angle of 45° to the ion beam.

Often the FIB system includes a gas delivery system that allows site specific deposition or enhanced etching. The gas is delivered in controlled amount into the camber. Use of gas injection needles allow the gas to be applied close to the point of interest usually about 100 $\mu$m over the surface. A deposition material is forming by letting a gas adsorb on the sample surface near the needle outlet. When the ion beam strikes, the gas will break down and form a thin deposit layer at the surface. By repeating this deposition process, the material builds up. The deposition process is a balance between milling and deposition. Too high ion beam current will mill away the deposited layer and into the sample. The deposited material can be a metal (W, Pt and C are common) or an insulator (different glass types). Chemically enhanced sputtering or etching can be done by applying selected gases to specific specimen material.
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The SEM–FIB System

The FIB system is often combined with a SEM so that it is possible to image the sample surface simultaneously as the surface is being manipulated by the FIB, Figure 3.1(a). The combined FIB–SEM system extends the possibilities to produce complex shapes and perform advanced characterisations. The SEM can be used to deposit very low energy deposition that do not damage the underlying surface. Three-dimensional (3D) information is easy to obtain by switch between SEM imaging and milling off thin material slices. The stepwise images are then representing 3D pictures of a small volume. Instead of electron imaging, one can perform element mapping in form of x-ray energy dispersive spectrometry (XEDS) and crystallographic analysis using electron backscatter diffraction (EBSD) detection.

The FIB–SEM system used in this study was a Helios NanoLab™ DualBeam™ produced by FEI, Figure 3.1(b). The chamber holds a pressure lower than $2.6 \times 10^{-6}$ mbar. Mounted inside the chamber ceiling is a SEM column, FIB column, Everhart–Thornley detector (ETD), three gas injection needles and a lift out finger. The lift out finger is mainly used to lift out transmission electron microscopy (TEM) samples prepared by the FIB. The SEM column is supplied with a through–the-lens detector (TLD). The ETD is of the type scintillator–photomultiplier, while TLD is a scintillator. The stage is 150 mm in diameter and can move in five axes with a piezo-driven stage.

3.1.2 Ion–Solid Interaction

To get a brief understanding of how the FIB interact with the sample surface an introduction to the ion–solid interaction is needed. When a high energy Ga\textsuperscript{+} ion hits the sample surface it will interfere with the surface material through elastic and inelastic interactions as illustrated in Figure 3.2 [46].

The inelastic energy transfer happens when the ion energy is transferred to electrons in the sample. This results in ionisation followed by emission of SE and electromagnetic radiation from the sample. In the elastic interaction the Ga\textsuperscript{+} ion collides into the sample atoms followed by series of collisions in form of a collision cascade. If the kinetic energy transfer, from the Ga\textsuperscript{+} ion into a sample atom, exceeds a critical value, the displacement energy, the atom will be displaced out of position. The displaced atom will further interact with other atoms and might result in several displaced atoms.
Figure 3.1: The combined FIB-SEM system. (a) Schematic illustration of the FIB-SEM system with expanded view of the ion beam and electron beam interacting with the surface. (b) The Helios NanoLab™ DualBeam™ system from FEI that was used in this study. Figure (a) from [46].
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Figure 3.2: The ion–solid interaction. (a) The collision cascade for a 30 keV Ga$^+$ ion. When the ion enters the sample surface secondary electrons and sputtered particles are ejected from the surface. The Ga$^+$ ion is left implanted at a statistical projected range ($R_p$) and lateral range ($R_l$). The ion–solid interaction are effected by (b)–(c) variation in crystallographic orientation, (d) higher nucleus mass and (e) geometrically differences at the sample surface. Figures from [46].
3.1 Micro Manufacturing

Consequently, the collision cascade in a crystalline material can form an amorphous region. A surface atom displaced out of position might emit from the surface as sputtered particles. The sputtered particles can be charged or neutral secondary particles. Eventually the Ga\(^+\) atom stops, implanted into the sample surface.

**Imaging**

The ejected SE and positive charged SI can be collected to form an image. Standard imaging mode is to collect the ion induced SE to form a raster image. However, the ion induced SI image is frequently used and has some benefits. The two imaging techniques show mostly complementary information, but the ion induced SI picture is less effected by charging up effects. Insulating materials at the surface will be implanted with positive charged Ga\(^+\) ions and the positive charged regions attract the emitted negative charged SE. Hence, no electrons will be collected for these regions and they appear as dark regions in SE image. This type of artefact is not seen in the ion induced SI picture since the positive charged particles are not retained back to the surface.

*Picture contrast* is obtained when the sputtering of SE or SI changes direction or amount. This is due to change in the crystal orientation, composition or topography of the sample. The parameters that effect the picture contrast is illustrated in Figure 3.2(b) to (e). Figure 3.2(b) and (c) illustrate differences in crystallographic orientation for a crystalline material, where in (b) the Ga\(^+\) ion easily moves deep into the sample by channelling and in (c) the Ga\(^+\) ion early collides into sample atoms. An increased nucleus mass, in (d), causes atomic number contrast and interaction near an edge, in (e), causes topographic contrast.

The SE and SI are produced for every frame in a raster image and collected by a detector. The FIB–SEM system allows the SEM to capture images while the FIB column is used for other applications. The ion induced SE image in Figure 3.3 [46] shows channelling and topographic contrast of a Cu sample with FIB produced shapes in the surface. The ion channelling effect makes it possible to produce images with clear contrast of the individual grain present. Standard beam current for FIB imaging are between 1–50 pA, where the high resolution images are obtained from the lowest beam currents.
Milling

During imaging, particles are sputtered away from the surface in a low current milling process. By increasing the ion current, and hence the sputtering rate, the process becomes a micro milling process. The FIB milling allows material to be removed from the sample surface to form desired shapes. Usually the milling is done using predefined patterns or by making own scripts. The sputtering rate of the milling process depends mainly on the same parameters as for FIB imaging, where bright regions in the image indicates a strong signal from emitted electrons or sputtered particles.

New issues appear when material is removed fast from the surface. The sputtered particles might not move away from the sputtering site and rather settle down on a nearby surface as a redeposited layer. This redeposition becomes of great concern when the milled geometry contains a high aspect ratio. For instance, when trying to mill a deep \( \mathbb{L} \)-shaped trench it turns out as a \( \mathbb{V} \)-shaped trench. This happens because of the

\[ \text{Figure 3.3: Ion induced secondary electron image of grain boundary in Cu with shapes produced by 30 keV Ga}^+ \text{ beam. Figure from [46].} \]
competition between the material removal and the material redeposition. Redeposition rate is highest for materials with a high material removal rate. To avoid, or minimise, redeposition the sputtering rate can be reduced, the milled geometry can be changed to a smaller aspect ratio or by introducing a gas that restrain the redeposition process. The sputtering rate is easiest reduced by regulating the incidence angle of the ion beam or reducing the ion beam current. The change in milling settings are illustrated in Figure 3.3 where the two regions were produced with the same ion dose but with different scan settings.

When milling in grains with variations in microstructure and grain orientation it is hard to obtain an even sputtering rate. The lowest sputtering rate is observed when the ion can move freely between the sample atoms by ion channelling, illustrated in Figure 3.2(b). The local differences in sputtering rate is seen in Figure 3.3 during milling at a grain boundary in a Cu sample. FIB milling is in general obtained with a relatively high currents, between 28 pA and 21 nA.

### 3.1.3 Pillar Production

Pillars produced by FIB milling have been widely used for the last decade as compression specimens at the micron and submicron scale. The specimens are typically ranging from several tens of micrometres to some few hundred nanometres. Large specimens are time consuming to produce and small specimens are limited by the FIB milling resolution. For crystalline or poly phase materials the specimen can be located in a single crystal, poly crystal or poly phase sample allowing to extract deformation behaviour of a specific crystallographic orientation or determine grain boundary effects.

The most used pillar type is the circular cross section geometry often referred to as pillar or column. Examples of literature with circular pillar geometries can be found in [8, 47–49]. Rectangular and quadratic cross section geometries has also been made [8, 50–53].

There exist two milling methods to produce cylindrical shaped pillars, lathe milling method [7, 8] and the top-down method [9]. In the lathe milling method, the FIB is oblique to the surface, Figure 3.4(a) [48], while in the top-down method the beam is perpendicular to the surface, Figure 3.4(b) [49]. Pillars milled with the top-down method are easy and fast to produce, but result in a varying cross section with a tapering, as seen in Figure 3.4(b). For a pillar with a height to diameter ratio between
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2–3 the taper angle ($\alpha$) is usually ranging between 2–5° [48]. Control of the pillar height is another challenge especially when milling in materials with polycrystalline or poly phases where the milling rate is varying within the pillar. Loading of tapered pillars leads to a non-uniform applied stress field within the sample that results in an inhomogeneous deformation. Consequently, the flow stress determination becomes inaccurate and the strain hardening becomes artificially high [48].

![Figure 3.4: Pillar milled by using (a) using lathe milling method and (b) FIB beam perpendicular to the surface. Picture (a) from [48] and (b) modified from [49].](image)

A lot of the problems concerning tapered pillars are reduced by fabricating cylindrical pillars with the lathe milling method, see Figure 3.4(b). The method secure a uniform cross section and a controlled pillar height. This way to produce pillars is more time consuming and limits the pillar dimensions to larger than about two micrometre in diameter. Another advantage is the ability to mill in polycrystalline or poly phase materials with difference in milling properties [8, 48].
3.2 Nanomechanical Testing

In the current work a nanoindenter was used to deform the pillars. In the following section, the nanoindenter is introduced as a high resolution tool for applying load and measuring displacement. A comprehensive introduction to nanoindentation testing can be found in [54].

3.2.1 Nanoindenter

The objective of a nanoindenter is to transfer a controlled load to an accurately shaped indenter that is in contact with the specimen surface. The load can be applied from an expanding piezoelectric element, movement of a coil in a magnetic field or electrostatically. The instrument is typically load-controlled and the range of applicable loads vary typically from under 1 μN and up to several mN. During the indentation process, the indenter is pushed into the sample surface by the applied load. During this process, the load and displacement of the indenter are logged and analysed to determine material properties of interest. The typical properties to obtain from a nanoindentation test are hardness and reduced elastic modulus. However, it can provide information on cracking, creep, strain hardening, phase transformation, fracture toughness and energy absorption.

Indenters, or nanoindenter tips, exists in standardised geometries, such as Berkovich, Knoop and cube-corner indenters, or can be tailor made for its purpose. They are usually fixed to a shaft and can be changed if necessary. Figure 3.5 shows example of a Berkovich indenter and a flat-punch, or flat-top, indenter.

The device used in this work was a TI 750 Ubi™ nanoindentation system from Hysitron equipped with a Performech® control unit, Figure 3.6. Central parts of the system are the optical camera, TriboScanner, transducer and sample stage, and are seen in Figure 3.6(b). The optical camera sends a top-down view of the sample surface to the software, which is used to navigate on the sample. The sample stage can move in three axes and are used to position the sample. The system can switch between the optical position, with the optical camera's focal plane at the surface, and contact mode, where the indenter approaches and obtains contact with the sample. The TriboScanner is equipped with a piezo scanner that moves in three axes and are used for the fine positioning of the indenter and for producing scanning probe images (SPI) of
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Figure 3.5: Example of (a) Berkovich and (b) flat-punch indenter geometries. Figures from [55].

Figure 3.6: (a) The Hysitron TI 750 Ubi™ nanoindentation system and (b) central parts behind the enclosure of the system.
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the surface. The three-plate capacitive force/displacement transducer is patented by Hysitron and applies the force electrostatically, Figure 3.7. The indenter is mounted to the centre plate that is attached with springs and can freely move in the normal direction. The top and bottom plates are the driver plates where a modulating signal is applied. The modulating electrical potential applied to the centre plate produces an electrostatic actuated force that moves the centre plate and the nanoindenter tip. The force imposed to the indenter becomes the electrostatic actuated force plus the force produced by the extended springs. The displacement is calculated from measured current signals.

![Piezoelectric scanner](image)

**Figure 3.7:** Schematics over the patented three-plate capacitive force/displacement transducer by Hysitron. Figure from [54].

In the current experiments the pillars were loaded with a flat-ended diamond indenter, as illustrated in Figure 3.5(b), from Synton-MDP in the open-loop load control mode. The high resolution and low drift during measurements make the instrument well suited for loading of FIB prepared pillars.

3.2.2 Pillar Compression

During a regular nanoindentation test, where an indenter is deformed into a flat surface, the obtained data are analysed by contact theory to calculate material properties (see e.g. [54]). The theory considers the interaction between the indenter and the sample surface. However, when the sample surface contain a geometrical feature, like a FIB milled pillar, different equations must be considered. For instance, the measured displacement is likely to be a combination of responses inside the pillar as well as in the material beneath the pillar and into the indenter.

Figure 3.8(a) illustrates the initial contact between the indenter and the pillar. The
pillar is still attached to the material where it was machined. At this point, the contact load is close to zero. In a perfect experiment, full contact is obtained between the end-surface of the flat-punch indenter and the top-surface of the pillar. When the first load \( F \) is applied by the nanoindenter the measured deformation (\( \Delta_{\text{Measured}} \)), which already is corrected for the machine compliance, will be combined into the pillar, the material under the pillar and into the end-surface of the indenter, Figure 3.8(b). \( \Delta_{\text{Measured}} \) is hence expressed as the sum

\[
\Delta_{\text{Measured}} = \Delta_{\text{Pillar}} + \Delta_{\text{Base}} + \Delta_{\text{Indenter}}
\]

where the subscripts refer to the pillar, material under the pillar base and into the indenter, respectively. If it is assumed that the geometrical changes during loading can be neglected, and that the material beneath the base of the pillar and into the indenter behave like isotropic linear elastic materials, the deformations can be estimated in the following way:

Sneddon [56] solved the force-displacement equation for a rigid flat-ended cylindrical punch that is loaded into an isotropic linear elastic material. The resulting displacement is described by the equation

\[
\Delta = \frac{F(1 - \nu^2)}{dE}
\]

, where \( d \) is the indenter diameter, and \( \nu \) and \( E \) are the Poisson’s ratio and the Young’s modulus of the loaded material, respectively. The displacement beneath the indenter

\[
\Delta_{\text{Indenter}} = \frac{F(1 - \nu_i^2)}{d_iE_i}
\]

Steel base:
\( E_b = 200 \) GPa
\( \nu_b = 0.3 \)

Diamond indenter:
\( E_i = 1140 \) GPa
\( \nu_i = 0.07 \)

Figure 3.8: Schematics of the elastic deformation during loading of a pillar. Indenter, pillar and sample (a) before and (b) during loading.
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The base of the pillar, with the diameter $d = D_b$, corresponds to the rigid indenter and the loaded material, the material under the pillar base, got the properties $\nu = \nu_b$ and $E = E_b$. In the same manner, the deformation from the top-surface of the pillar, with the diameter $d = D_t$, produces a deformation into the indenter, with the properties $\nu = \nu_i$ and $E = E_i$. For a diamond indenter and a steel sample, the elastic displacement under the pillar is about one order of magnitude smaller than into the indenter. By combining Equation (3.2), with the constants as described above, with Equation (3.1) the displacement inside the pillar becomes equal to:

$$\Delta_{\text{Pillar}} = \Delta_{\text{Measured}} - F \left( \frac{1 - \nu_b^2}{D_b E_b} + \frac{1 - \nu_i^2}{D_t E_i} \right)$$

(3.3)

The correction above, with or without accounting for the displacement into the indenter, has been applied by several authors previously, e.g. [9, 49, 57, 58]. The base might not always behave like an isotropic linear elastic material, however, in many circumstances the stresses will be distributed to a larger region early under the pillar base so that a minimum of plasticity takes place. The same applies for the indenter that got a much higher strength than the rest of the system. The exact displacements of and around the pillar are challenging to estimate, but applying such corrections produce a more accurate measurement of the displacement inside the pillar. When considering a stress–strain curve for general comparison the effort in registering all the pillar measurements and applying corrections to the displacements might not be worth it, however it is essential when estimating parameters such as the elastic modulus.

The stresses and strains inside the pillar can be calculated from the logged force and displacement data in a variety of forms. The nominal stress $\sigma$ and nominal strain $\varepsilon$ use the original, or initial, cross section area $A_o$ and height $H_o$ of the pillar to convert the indenter force $F$ and displacement $\Delta$:

$$\sigma = \frac{F}{A_o}$$

(3.4a)

$$\varepsilon = \frac{\Delta}{H_o}$$

(3.4b)

The pillars produced by the top-down milling obtains a tapering, quantified by the taper angle $\alpha$ in Figure 3.4(b). Consequently, $A_o$ will depend on where on the pillar it is calculated from. The deformation often initiates at the upper part of the pillar.
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Therefore, the use of a cross section in this region might be the best selection for evaluating the stresses at which plasticity starts. On the other hand, if the aim is to look at the elastic response the cross section near the mid-height are a better choice for easy interpretation. The nominal stress–strain are accurate when the deformation is limited to some few percent of strains ($\varepsilon \lesssim 5\%$). At these levels, the geometrical changes caused by plasticity are small. When the deformation causes geometrical changes to the pillar this should be accounted for by applying the appropriate stress–strain calculations. For a material that deforms uniformly and continuously, the equations for the true stress $\sigma_T$ and true strain $\varepsilon_T$

$$\sigma_T = \frac{F}{A}$$

$$\varepsilon_T = \ln \left( 1 + \frac{\Delta}{H_0} \right)$$

are applied. $A$ is the actual cross section area which increases during loading. The nominal stress–strain values can be converted to true stress–strain values by the relations:

$$\sigma_T = \sigma (1 + \varepsilon)$$

$$\varepsilon_T = \ln (1 + \varepsilon)$$

Notice that Equations (3.5) and (3.6) require that $F$ and $\Delta$ are defined as negative during compression.

Early in the compression experiment, the deformation is minimal, it do not cause much geometrical changes and the nominal and true stress–strain values are almost the same. If the pillar is deformed severely the deformation can be uniform throughout the pillar or localised to a part of the pillar. The true stress–strain values obtained from Equation (3.5) are well suited for the uniform deformation. When the deformation is localised it is often confined to the upper part of the pillar, often along defined planes across the pillar, and the formulas become inaccurate. Hence, the most accurate stress calculations depend on the type and the amount of the deformation. The best measurements are obtained by measuring the cross section where the deformation happened and calculate the stresses acting on the region. In crystalline materials the stress–strain can be converted to resolved shear stresses $\tau$ by applying Equation (2.1a). $\tau$ is well suited for localised deformation where the deformation happens by crystallographic slip on a defined slip plane along its slip direction.
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3.2.3 Deformation of Pillars

The microcompression test was introduced for about a decade ago [7–9] and have been applied on a vast variation of materials, see references [48, 59–61] for reviews on the topic. The deformation of pillars differs in several ways from experiments conducted at a larger scale, e.g. deformation of mm-sized single crystals as presented in Section 2.7. This section introduces some of the characteristic features observed during pillar compression testing, with a focus on bcc metals.

Figure 3.9 [47] presents a set of stress–strain curves from [001] oriented W pillars over a range of diameters. The flow curves of the largest pillars \((D \gtrsim 1 \mu m)\) are relatively smooth, with a smooth transition from elastic deformation to continuous plastic flow. Smaller pillars \((D \lesssim 1 \mu m)\) obtain a jerky appearance in the flow curves. The deformation contain rapid strain bursts separated by loading segments, which appear to be nearly linear elastic. The transaction from smooth to jerky plastic flow is related to the underlying dislocation structure and the dislocation density \((\rho)\). The pillar diameter where the transition happens is typically set equal to the average length between dislocations:

\[
l_\rho = \frac{1}{\sqrt{\rho}} \tag{3.7}
\]

The flow stresses from the pillars increase rapidly as the pillar diameter decreases. It was early established that the plastic flow of FIB prepared pillars follows the power law relation:

\[
\sigma = KD_\chi^{-n} \tag{3.8}
\]

\(K\) is the power law coefficient and \(n\) is the power law exponent. The size effect for fcc metals follows the same scaling, with \(n \approx 0.6\) [48], while in bcc metals \(n\) spans over a larger range, between 0.2–1 [21, 22, 47, 62–64]. Several forms of the scaling law and models have been developed for the physical interpretation of the size dependent plastic flow in fcc and bcc metals, see [65] for an overview.

The pillar diameter plotted against the stress, at a defined strain, become linear related in a double logarithmic plot. Figure 3.10 shows the flow stress against the pillar diameter for the bcc metals W and Nb, and for comparison fcc Au. The pillars were loaded along [001] direction and the flow stresses differ between the datasets (see the legend). It is usual to compare the stresses early after yielding with the stresses
after a portion of plastic flow. The point of yielding is not always straight forward to determine during pillar compression experiments. The stress at the first visible displacement burst, the offset yield point or the plastic stress early after yielding, e.g. at 2.5% strain, is often used to represent the yield stress. The stress near yielding is typically compared to the stress after 5–10% deformation. The comparison are used to quantify the strain hardening of the pillars.

The power law exponent in the bcc metals W, Nb and Ta are found to be orientation independent for the investigated crystal orientations \[22, 67\], while Mo shows an orientation dependency \[68\]. A stronger correlation are seen between \(n\) and the test temperature \(T\), where \(n\) approaches the values of fcc metals when \(T\) approaches the critical temperature \((T_c)\) \[22, 47, 62\]. The critical temperature, or the athermal temperature, is the temperature above which the flow stress becomes insensitive to the test temperature. Figure 3.11 shows the relation between the exponent (defined as \(-n\) in Figure 3.11) and the normalised test temperature \(T/T_c\).

Compression of pillars are typically done in a load controlled setup, where the load are incrementally increased according to a predefined loading rate (\(\dot{F}\)). The material responds with displacement bursts, corresponding to the strain bursts in Figure 3.9.
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Figure 3.10: Plot of pillar diameter against flow stress for the bcc metals W [21, 47] and Nb [21, 47], and fcc Au [9, 66]. The flow stresses differ between the datasets (see the legend) and the pillars was compressed along ⟨001⟩ axes.

Figure 3.11: The power law exponent dependency on the normalised athermal temperature $T/T_c$. The power law exponents (defined as negative in the plot) was calculated from stresses obtained at different strains (see the legend) for pillars compressed along ⟨001⟩ axes. Data in the figure were obtained from [21, 22, 47, 66].
3. EXPERIMENTAL TECHNIQUES

In a setup with displacement control the material responds with load drops, or stress drops in the flow curve, during the applied displacement rate ($\dot{\Delta}$).

Few pillar compression studies of bcc pillars have explored the slip system responsible for the plastic deformation [53, 69–71]. Based on SEM observations of slip bands, Kim et al. [70] reported that Nb pillars loaded along (001) axes most likely deformed along $\{110\}$ planes. Marichal et al. [53] deformed W pillars, loaded along [155] and [256] axis of pillars with circular and quadratic cross sections. They described how $\{112\}$ slip traces can form from elementary steps on two $\{110\}$ planes and used in situ Laue diffraction measurements during compression to verify the elementary deformation. Slip traces of the deformed surface, seen from SEM images, show steps along $\{112\}$ and $\{110\}$ planes. Another observation of slip planes were done by Xie et al. [71]. From in situ TEM observations, they reported that single crystal ferrite “nanoblades” of a HSLA steel glided initially on the (011) plane when loading in [211] direction. The slip bands were overall wavy as an effect of collective deformation of multiple slip planes.
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We examine the size effect and strengthening mechanisms of bcc iron pillars. The single crystal pillars were machined with focused ion beam and tested with a nanoindentation device with the compression axis along the (001) crystallographic direction. We compare our test results with both older literature on whiskers and micro/macro specimens, and recent results from atomistic modelling. We find that the obtained results can be explained on the basis of current theories based on small scale plasticity.
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1. Introduction

The use of micro pillar compression testing [1–3] is becoming increasingly important in material science. The method have been growing in popularity due to the relatively simple and cost efficient procedures involved and the ability to extract material properties and examine deformation mechanisms in a restricted material volume. Micro or nano pillars can be precisely positioned at specific locations on the sample surface to study its resistance to plastic flow and gain insight to the underlying dislocation mechanisms. The focus of this study is to investigate the size dependent behaviour of the flow curve of iron (001) oriented nano and micro pillars and to gain insight to the operating dislocation mechanisms. Mechanical testing of focused ion beam (FIB) milled pillars at micron and nano scale has revealed that the size of the test sample do affect the test results. The increased strength with reduced size follow a power law that explains the general relationship (see [4–7] for reviews on the topic):

$$\sigma = KD_t^{-n}$$

(1)

$\sigma$ is the flow stress, $D_t$ is the top-surface diameter of a cylindrical sample, $K$ is the power law coefficient and $n$ is the power law exponent.

It is generally agreed that the size strengthening is caused by change in dislocation mechanisms as the sample size is changed. The surface in the limited volume...
can cause dislocations to move out of the surface and leave the sample in a dislocation starved condition [2, 8, 9], or enhance the dislocations’ ability to self-multiply near the surface [10, 11]. In addition, the dislocation sources, which becomes truncated because of the limited volume [12, 13], restricts the plasticity. Results on single crystal micro pillars have been published for a wide range of fcc [2, 10, 14–21](and references therein) and bcc metals [10, 18, 22–37]. However, there have not yet been published a thorough investigation of the size effect of bcc iron. This work investigates the size dependent mechanical behaviour and its mechanisms of (001) oriented bcc iron pillars.

In macroscopic samples the dislocations are available in a rich variety of configurations and the resistance for the dislocation to glide through the crystal, the critical resolved shear stress (τ), is dictated by the available sources and obstacles in the crystal. In tensile and compression experiments on pure single crystal of iron [38–40], conducted at room temperature and at quasistatic strain rates, the lowest τ is in the range of 10–15 MPa.

The available slip planes for bcc metals are of type {110}, {112} and {123}. The selection of activated slip planes depends on the crystallographic loading axis, purity of the crystal, and experimental factors such as temperature and imposed strain rate [41, 42]. It is frequently claimed that at room temperature there is not enough energy to activate deformation along {123} planes. However, experimental determination of the slip planes in iron at room temperature have identified all the three combinations in addition to slip traces that do not corresponds to a non-existing slip plane [40]. The latter deformation is observed along the maximum resolved shear stress plane (MRSSP) or on a non-crystallographic slip (NCS) plane. Deformation on the NCS plane is explained by collective deformation on several non-parallel active slip planes that appears to be slip traces along a non-existing slip plane. Spitzig and Keh [40] investigated the orientation and temperature dependence of slip in purified iron single crystals and found that the active slip planes depended on the loading direction of the crystal. At room temperature crystals located with a tensile axis in the centre of the standard stereographic triangle deformed through {110} slip while in the periphery the deformation happened on a {112} planes or a NCS plane [40]. Theoretical analysis done with kink-pair nucleation models identified slip predominately on the {112} planes [41, 43]. Recently in situ transmission electron microscopy (TEM) tests [44] observed that dislocations are dominated by deformation on the {110} plane when the tensile axis is in the centre of the stereographic triangle. These observations strengthen the observations by Spitzig and Keh [40].

The size strengthening of bcc iron was first investigated by Brenner [45] in 1956. He measured the tensile strength (equivalent to the upper yield stress) of iron whiskers that approached the theoretical value. The tested whiskers were almost defect free single crystals and the trend was evident — smaller is stronger. At that time the high strength of the small crystals, was explained by the lack of defects in small crystals and that large whiskers’ growth is prone to produce defects. Fukamachi [46] established a size effect based on tensile tests of thin plates made of single crystal iron. He observed a strengthening effect when the plate thickness became less than about 30 μm. The strengthening was explained by the presence of dislocation loops where the dislocation segments that is parallel to the surface tends to move out through the surface. The dislocation segments of mixed character will consequently be straightened out and contribute less to the plasticity.

Atomistic simulations of single crystal iron nano pillars have been performed on defect free crystals at zero Kelvin and at strain rate (ε) of $5 \times 10^7$ s$^{-1}$ [47]. Even in these extreme conditions, the compressive strength (equivalent to upper yield strength of 100–200 GPa) stays constant.
This paper presents the size effect for bcc iron micro and nano pillars loaded along the (001) crystallographic direction. The pillar diameters are ranging from some few hundreds of nanometers to some few microns. The size effect is explain based on novel dislocation theories and find that our data fit a mathematical expression originally developed for fcc metals.

2. Materials and experimental procedures

2.1. Materials

The test specimens are fabricated from an 1 mm thick cold rolled sheet of 99.99% pure iron, Table 1. The sheet was cut into $8 \times 8 \text{mm}^2$ square pieces with a fine cut-off grinding wheel before being ground with SiC paper, and polished with diamond particles and colloidal silica suspension. The samples were heat treated in a high vacuum furnace at 923 K (650°C) for 5 hours in order to produce enlarged grains. Final surface preparation was done by electropolishing to remove the surface deformations. After heat treatment, an average grain size of 29 ± 16 μm was measured.

Selected regions from the sample were scanned with a field emission scanning electron microscope (FE-SEM) where electron backscatter diffraction (EBSD) signals were detected. The indexed crystallographic orientations of the grains were evaluated in order to pick grains that had crystallographic (001) directions normal to the sample surface. In total 4 grains, within maximum 2° deviation from the desired orientation, were selected and used for FIB preparation of pillars.

2.2. Pillar production

Micro pillar specimens were milled out and imaged using a FIB/SEM DualBeam™ system (FEI Helios NanoLab™). The specimens were manufactured in a two-step procedure with an acceleration voltage of 30 kV. The first step uses a bitmap milling pattern to mill out an array of iron stumps at a high milling current (between 9 to 3 nA). The array was placed inside selected grains, Figure 1 (a). The second step uses a circular milling pattern at a lower current (920 to 93 pA) to refine the final shape, i.e. transform the stumps into pillars with final shape (Figure 1 (b)). Additional individual pillars were also produced from circular milling patterns in both the two steps. The second step is essential to minimize the sputtering rate and the energy spread of the beam. Consequently, this reduces the material redeposition and the size of the ion beam so that a well-defined pillar shape with a small taper angel ($\alpha$) can be produced. 40 pillars were successfully tested and used in the analyses. The pillar diameter ($D_t$), measured at the top surface, ranged from about 140 nm to 4.3 μm. The aspect ratio, defined as the ratio between the pillar height ($H$) and $D_t$, varied between 2–4, except for some few of the largest specimens that had a slightly lower aspect ratio. The taper angle $\alpha$ varied between 1–5° with the largest tapering on the smallest pillars.
After manufacturing, the sample was transferred to a Hysitron TI 750 Ubi™ nanoindentation system with a Performech® control unit and loaded with a flat-punch diamond indenter from Synton-MDP in the open-loop load control mode. The flat punch tip had a diameter of 5 μm and a 60° cone angle. Before loading, the tip was positioned approximately over the pillar from the optical position of the instrument and further adjusted by using the tip scan mode to identify the accurate position of the pillar [49]. The well-defined array of pillars made it possible to load a fraction of the samples without using the tip scanning prior compression. The logged force (\(F\)) and displacement (\(\Delta\)) output were converted to engineering stress (\(\sigma\)) and engineering strain (\(\varepsilon\)) by using \(H\) and \(D_t\) in the calculations. The load functions consisted of a constant loading rate (\(\dot{\sigma}\)) up to a maximum load followed by a rapid unloading. The applied \(\dot{\sigma}\) varied between 6–160 μN s\(^{-1}\) and were chosen so that the stress rate \((\dot{\sigma})\); calculated as \(\dot{\sigma} = F/A\), where \(A = (\pi/4)D_t^2\); was close to 200 MPa s\(^{-1}\). The loading rate was fast enough to avoid a measurable influence from system drift in the smallest pillars. The corresponding strain rate \(\dot{\varepsilon}\) is about \(1 \times 10^{-3}\) s\(^{-1}\) based on a linear strain rate \(\dot{\varepsilon} = \dot{\sigma}/E\), with the Young’s modulus (\(E\)) of 200 GPa. By choosing a constant \(\dot{\sigma}\) we avoid strain/stress rate effects that could complicate the interpretation of the results.

2.4. Analysis of slip traces

Traces of crystallographic slip, or slip bands, on the pillar surface have been compared with the slip traces calculated from EBSD scan. The slip systems considered in the analysis were of type \{110\} \{111\} and \{112\} \{111\}. In the selected orientation \{001\}, the slip direction \{111\} have four symmetrical directions as illustrated in Figure 2 (a). Along each direction there is one preferred plane of type \{112\} and two of type \{110\} as shown in Figure 2 (b) and (c), respectively. The Schmid factor (\(S\)) of the two types are \(S_{112} = 0.47\) and \(S_{110} = 0.41\), where the subscript indicates the family of planes.

As initial condition the slip plane normals for the two families of planes are defined together with the unit cube and transformed into the grain orientation. The rotation transformation matrix uses the Euler angles, of type Bunge, from the grain orientation to rotate the vectors. The grain orientations were obtained from

![Figure 1. SEM micrographs showing (a) an array of pre-milled stumps from the first high current milling step and (b) pillar samples after the second low current milling step.](image)
the EBSD scan and represent the average value of the grain. The z-coordinate of 
the transformed planes were calculated by sweeping along a circle in the z-plane, 
or the cylinder surface, to form an elliptic intersection. Before EBSD scanning 
and SEM imaging, the stage was carefully aligned to a reference position. The 
stage rotation and tilting from the reference position were registered and used to 
define the camera view of the 3D plot. The resulting plot is seen in Figure 2 (d) 
and includes the most favourable, in terms of the Schmid factor $S$, slip traces. In 
Figure 2 (e) the slip traces from planes gliding along one of the slip directions are 
drawn on a cylindrical pillar.

The pillars used in the slip trace analysis had a diameter close to 1 $\mu$m and 
were only plastically deformed to some few percent. The limited amount of plastic 
deformation makes it possible to observe the slip traces on the pillars surface and 
to minimize geometrical changes and crystal rotation that happens during severe 
loading. The orientation, with loading along the (001) direction, were selected in 
such a way that the samples were expected to deform in multiple slip along one or 
both of the slip systems of type $\{110\}$ $\{111\}$ or $\{112\}$ $\{111\}$ as illustrated in Figure 2.

3. Results

3.1. Crystallographic slip

Figure 3 shows a selection of SEM micrographs of slightly deformed micro pillars 
with diameters from 150 nm to 1 $\mu$m. The slip traces on the pillar surface are 
clearly visible for the largest pillars and less resolved on the smallest pillars. To 
avoid wrong indexing of the slip traces only the largest pillars were considered. 
One of the pillars that had $D_t$ close to 1 $\mu$m is shown in Figure 4, viewed from 
three positions. Because of the four symmetrical slip directions, we observe the 
same type of slip traces in all the three views. Along each of the four symmetric 
(111) glide directions there are two equivalent $\{110\}$ planes and one $\{112\}$ plane.
The three possibilities are drawn on Figure 2 (e). Close examination of the slip 
traces near the top-surface reveals that the slip actually happens partly on the two 
non-parallel slip planes of type $\{110\}$, marked by thick lines in Figure 4 (c). If the
slip direction is taken to be the $[11\overline{1}]$ direction, the slip traces corresponds to glide partly on $(101)$ and $(011)$ planes. Another slip trace close to the base corresponds to slip along $[1\overline{1}1]$ direction on the $(011)$ plane. In some few cases the slip traces matches slip on $\{112\}$ planes, like in the dashed line in Figure 4 (a).

Overall, the slip traces corresponded very well with the calculations. The slip planes along one or two of the slip directions are sometimes governing the plastic deformation. Slip planes of type $\{110\}$ with $S_{\{110\}} = 0.41$ are most frequently observed. Other slip planes, that appear to be from both the $\{110\}$ and $\{112\}$ families, are occasionally activated. This is presumable a consequence of geometrical changes during plasticity and changes in loading condition. Now and then, the slip traces were undefined and can correspond to activation of a combination of several slip systems, possible through cross slip.
pillar diameter of the samples are indicated in the legend. The exponent data obtained from stress at 0.2% offset strain, was plotted as a function of $D$. Selections of representative stress–strain curves for different sized pillars are shown in Figure 5. For the pillars with $D < 1 \mu m$ the selected stress–strain curve undergoes a plastic flow at intermediate stresses, i.e., other pillars of the same size deformed at both higher and lower flow stresses. The largest pillars show a smooth plastic flow through the stress–strain curves with a moderate strain hardening. For the smaller pillars ($D < 1 \mu m$) the initial plastic flow, up to about $\varepsilon < 0.1$, is rather smooth with only small strain bursts. In this region, the strain hardening is much higher than for the largest pillars. At increased strains the bursts becomes larger and appears as rapid strain bursts separated by segments with linear elastic loading [8, 50]. The same characteristics have frequently been observed for both fcc and bcc materials (e.g. [10, 15, 29, 30, 33]).

To quantify the size–strengthening effect the yield stress ($\sigma_y$), defined as the stress at 0.2% offset strain, was plotted as a function of $D_i$ in the double logarithmic plot in Figure 6. The power law relation in Equation (1) describes empirically the strengthening. In the curve fitting $n$ was calculated to be 0.60 and $K$ to be 702 MPa $\mu m^n$. In order to report values that are comparable to references in the literature, similar values were extracted for the flow stress at $2.5$ ($\sigma_{2.5\%}$) and $5\%$ strain ($\sigma_{5\%}$), and are summarized in Table 2. The exponent $n$ does not vary much with the strain and is in the upper range of the earlier reported values for bcc metals (where $n$ typically is in the range 0.2–0.5) and near the lower range for fcc metals (0.6–1.0). According to Schneider et al. [25, 30, 51] the measured exponent $n$ for bcc metals depends on the test temperature ($T$) and approaches the values of fcc metals when the temperature goes towards the critical temperature ($T_c$), the so-called athermal temperature. $T_c$ is the temperature above which the flow stress becomes insensitive to the test temperature. The exponent data obtained from $\sigma_{2.5\%}$ and $\sigma_{5\%}$ should, in terms of experimental conditions, be directly comparable to the values reported in [25, 30, 51]. The critical temperature of iron is about $T = 702$ MPa

3.2. Flow curves and the power law relation

Selections of representative stress–strain curves for different sized pillars are shown in Figure 5. For the pillars with $D_i < 1 \mu m$ the selected stress–strain curve undergoes a plastic flow at intermediate stresses, i.e., other pillars of the same size deformed at both higher and lower flow stresses. The largest pillars show a smooth plastic flow through the stress–strain curves with a moderate strain hardening. For the smaller pillars ($D_i < 1 \mu m$) the initial plastic flow, up to about $\varepsilon < 0.1$, is rather smooth with only small strain bursts. In this region, the strain hardening is much higher than for the largest pillars. At increased strains the bursts becomes larger and appears as rapid strain bursts separated by segments with linear elastic loading [8, 50]. The same characteristics have frequently been observed for both fcc and bcc materials (e.g. [10, 15, 29, 30, 33]).

To quantify the size–strengthening effect the yield stress ($\sigma_y$), defined as the stress at 0.2% offset strain, was plotted as a function of $D_i$ in the double logarithmic plot in Figure 6. The power law relation in Equation (1) describes empirically the strengthening. In the curve fitting $n$ was calculated to be 0.60 and $K$ to be 702 MPa $\mu m^n$. In order to report values that are comparable to references in the literature, similar values were extracted for the flow stress at $2.5$ ($\sigma_{2.5\%}$) and $5\%$ strain ($\sigma_{5\%}$), and are summarized in Table 2. The exponent $n$ does not vary much with the strain and is in the upper range of the earlier reported values for bcc metals (where $n$ typically is in the range 0.2–0.5) and near the lower range for fcc metals (0.6–1.0). According to Schneider et al. [25, 30, 51] the measured exponent $n$ for bcc metals depends on the test temperature ($T$) and approaches the values of fcc metals when the temperature goes towards the critical temperature ($T_c$), the so-called athermal temperature. $T_c$ is the temperature above which the flow stress becomes insensitive to the test temperature. The exponent data obtained from $\sigma_{2.5\%}$ and $\sigma_{5\%}$ should, in terms of experimental conditions, be directly comparable to the values reported in [25, 30, 51]. The critical temperature of iron is about $T = 702$ MPa.
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4. Discussion

4.1. Slip systems

The slip trace analysis revealed that the majority of slip traces were of type \{110\}. However, the crystallographic slip in bcc metals is known to be complex and several possible mechanisms must be taken into consideration: available slip systems, cross slip and NCS. The bcc metals deform along the closest packed \{111\} directions on one, or a combination of the \{110\}, \{112\} and \{123\} families of crystallographic slip planes [58]. The large number of possible slip planes close to each other (12 planes for each of the 4 slip directions) complicates the slip trace analysis and introduces uncertainties in picking the wrong plane even for idealised slip traces that only follows one plane. A small rotation of the crystal, which usually happens during plastic deformation of single crystals, can potentially bias the analysis. In

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>K (MPaμm^n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.60</td>
<td>702</td>
</tr>
<tr>
<td>2.5%</td>
<td>0.55</td>
<td>858</td>
</tr>
<tr>
<td>5%</td>
<td>0.59</td>
<td>1023</td>
</tr>
</tbody>
</table>

330 K [52, 53], hence the ratio $T/T_c = 298/330 = 0.9$. The exponents found in the current experiments fit remarkably well with the expected values from the trend found by Schneider et al. [25, 30, 51], where the extrapolated exponent is about 0.45 if the stress is measured at 2.5% strain and close to 0.55 if it is measured at 5% strain. Recently, Malygin [54] explained the size effect in the framework of a dislocation-kinetic approach. The results show that the exponent should increase rapidly towards values found for fcc metals as the test temperature approaches the critical temperature. This is in accordance with the current results.
the current analysis, only the two most frequently reported slip planes \{110\} and \{112\}, were considered. Because of the repeatability of the analysis we believe that the determined planes are correct and that they predominantly are of type \{110\}. In some few instances, the slip traces was identified to follow \{112\} planes. However, the calculated slip traces (Figure 2 (d)) indicates that crystallographic slip on \{112\} planes should produce slip traces that appear as nearly horizontal lines on the pillar surface. Such nearly horizontal line is seen as pink dashed line in Figure 2 (d) and has not been observed on the pillar surface. Second, the slip might not entirely happen along one defined slip plane. NCS [59], i.e. where the slip appears to occur on an undefined slip plane, is readily observed at and above room temperature. In this type of deformation, the movement of the screw dislocations is determined by the local stresses and the different types of nearby planes through cross slip. Such deformation traces have a wavy appearance and are ill-defined. The slip traces in the present investigations appear as well-defined and not wavy. Hence, we conclude neither the NCS nor the contribution from cross-slip are determinant mechanisms in the current experiments.

Caillard [44] recently investigated the dislocation motion when straining along the [143] axis of a thin film of iron at room temperature through \textit{in situ} TEM experiments on a high purity iron (C, N, O and Si was 2.5-4 ppm by weight). He observed the \{110\} planes as the preferred slip plane. Landau et al. [56] studied iron nano pillars compressed along the (101) axes and identified the \{110\} as the most likely slip planes. This is in accordance with our results where the \{110\} planes were activated despite higher shear stresses on the \{112\} planes.

4.2. Strengthening mechanisms

4.2.1. Impurity elements

Strengthening mechanisms in single crystal plasticity, such as interstitial solute atoms and dislocation density, may be important contributors and effect the deformation behaviour in pillars. The shear strength of large samples, in mm size, of high purity single crystal iron can go below 10 MPa [52, 60] at room temperature. Increased amounts of impurity elements produce, in general, more obstacles in the crystal that hinder the movement of dislocations and cause an increased shear strength. Since our material is not an ultrapure iron (see Table 1) it contains defects that will increase the resistance to plastic flow. Previous studies on iron with varying impurity contents [39, 61] confirm the importance of interstitial solute atoms in the strengthening of crystals. Based on these results we estimate a strengthening effect of C and O, Table 1, to about 40 MPa. The strengthening from impurities will be the same in all pillar dimensions, and should not influence on the size dependence as described in Section 3.2 and discussed in Section 4.2.4.

4.2.2. Dislocation density

In well annealed samples, the typical dislocation density ($\rho$) is in the range of $10^{10}$–$10^{12}$ m$^{-2}$ [58]. Since the material used was a polycrystalline iron sample, where series of pillars were tested in 4 different grains, the local $\rho$ is expected to vary significantly. For instance, due to annealing effects, the $\rho$ will be lower near the grain boundary than in the centre of the grain, and also depend on the grain size. In a recent TEM study of dislocation structure in as-grown and prestrained Mo alloy fibres by Sudharshan Phani et al. [62], the observed dislocation density and their distribution were correlated with stress–strain curves obtained by Bei et al. [63]. The stress–strain curves were obtained from pillar compression experiments where the 4% prestrained fibers with a diameter of about 550 nm deformed similar to the
by reducing or increasing the dislocation segment length by one standard deviation. The source truncation model [12]. The upper and lower limits (dashed grey lines), of the model, were obtained from whiskers [45], thin plate [46] and other [38–40]. The predicted size effect was calculated based on the parameters included for comparison and were obtained from: theoretical [48], atomistic simulations [47], iron whiskers [45], thin plate [46] and other [38–40]. The predicted size effect was calculated based on the current experiments [12].

Results from molecular dynamic (MD) simulations of the theoretical tensile strength based on density functional theory calculations [48]. Here the upper limit for loading along [001] was 12.7 GPa and for loading along [111] was 27.3 GPa. Results from molecular dynamic (MD) simulations of defect-free single crystal iron nano pillars [47] were conducted at 0 K and at a strain rates of 5 \times 10^7 \, s^{-1} and are therefore different from the experiments. Plasticity starts at the base of the pillar by emitting dislocations from the surface that consequently moves upwards through the crystal. The atomistic simulations, with surface nucleated dislocations, can be considered as an upper limit to the micro pillar compression experiments. As seen in Figure 7, the strength levels from MD simulations were lower than the density functional theory calculations.

Experimentally, Brenner [45] measured the fracture stress of iron whiskers with results that approached the theoretical value. The whiskers were single crystals close to defect free and the deformation was expected to nucleate from the surface. The \( \sigma_y \) obtained in the current experiments were in the same range as for the iron whiskers, but for samples that were at least one order of magnitude smaller. The difference is likely to be caused by the fact that the micro pillars were not defect free and the plasticity can start as soon as the stress is high enough for moving an existing dislocation.

Figure 7. Yield stress (\( \sigma_y \)) of different sized single crystal iron samples. Range of data from the literature are included for comparison and were obtained from: theoretical [48], atomistic simulations [47], iron whiskers [45], thin plate [46] and other [38–40]. The predicted size effect was calculated based on the source truncation model [12]. The upper and lower limits (dashed grey lines), of the model, were obtained by reducing or increasing the dislocation segment length by one standard deviation.

4.2.3. Size dependence

The current results are plotted together with available data on single crystal iron samples of various types in Figure 7. As upper strength limit we used the calculations of the theoretical tensile strength based on density functional theory calculations [48]. Here the upper limit for loading along [001] was 12.7 GPa and for loading along [111] was 27.3 GPa. Results from molecular dynamic (MD) simulations of defect-free single crystal iron nano pillars [47] were conducted at 0 K and at a strain rates of 5 \times 10^7 \, s^{-1} and are therefore different from the experiments. Plasticity starts at the base of the pillar by emitting dislocations from the surface that consequently moves upwards through the crystal. The atomistic simulations, with surface nucleated dislocations, can be considered as an upper limit to the micro pillar compression experiments. As seen in Figure 7, the strength levels from MD simulations were lower than the density functional theory calculations.

Experimentally, Brenner [45] measured the fracture stress of iron whiskers with results that approached the theoretical value. The whiskers were single crystals close to defect free and the deformation was expected to nucleate from the surface. The \( \sigma_y \) obtained in the current experiments were in the same range as for the iron whiskers, but for samples that were at least one order of magnitude smaller. The difference is likely to be caused by the fact that the micro pillars were not defect free and the plasticity can start as soon as the stress is high enough for moving an existing dislocation.
In terms of initial dislocation density and impurities, the experimental results from Fukamachi [46] should coincide with the present material. Fukamachi investigated the effect of surface orientation on tensile testing of thin metal plates loaded in the [110] direction. Tensile and compression experiments on single crystal iron [38–40], conducted at room temperature and at quasistatic strain rates, give a low yield stress of about 20–30 MPa.

We now compare our results with the source truncation model by Parthasarathy et al. [12]. In the calculations we use shear modulus $G = 77.5$ GPa and magnitude of Burgers vector $b = 0.248$ nm, and assume a dislocation density $\rho = 1 \times 10^{12} \text{ m}^{-2}$ and internal friction stress $\tau_0 = 16$ MPa (corresponding to $S_{\{110\}} \cdot 40$ MPa). Further it is assumed a distribution of source length (distance from dislocation pinning point to the nearest surface) with related standard deviation as presented by Parthasarathy et al. [12]. In the source truncation model it is assumed that one out of the 12 slip systems of type $\{110\}$ $(111)$ is favoured and the slip happens at about $45^\circ$ from the loading axis. The upper and lower limits are obtained by reducing or increasing the dislocation segment length by one standard deviation. The resulting prediction from this model is presented in Figure 7 and falls within the same range as the present pillar compression data points.

4.2.4. Regimes of deformation

The plastic deformation of iron single crystals shows size dependent features that can be related to the underlying dislocation structure. In large single crystal samples, the initial dislocation structure exists in a variety of configurations. The plastic flow initiates when the stress is high enough to move the first dislocations. The first dislocations can move over relatively large distances before interacting with other dislocations, so-called easy glide. The interactions form barriers for further slip and cause work hardening of the crystal. In small single crystal samples, the included dislocation structure is expected to vary between individual samples [64]. The manufacturing process of the sample can truncate the existing dislocations [12, 13] or possibly form new ones, e.g. from the FIB-induced damage [65]. When the first dislocations start to move, the movement is restricted by the nearby sample surface.

Based on current theories, we summarize the plastic deformation of iron single crystals into three regimes. The regimes are indicated in the upper part of Figure 7 and are similar to those presented by Kraft et al. [5]. The experimental results obtained in this work mainly fall under Regime 2, the intermediate regime, and will be discussed in relation to the data presented in Figure 7 and current theories.

Regime 1 is the bulk-like regime, where the stress–strain curves are relatively smooth. In this regime, the samples are typically a few microns or larger. The sample includes larger dislocation segments and parts of dislocation structures [64]. When comparing the flow curves to mm-sized single crystal samples, the flow stress is the highest in the μm-sized samples and the work hardening is about equal [14, 21, 28, 30]. However, the limited volume constrains the dislocation movements and interactions and causes a strengthening effect [5].

The two largest pillars in this study have smooth flow curves, Figure 5, with a work hardening that is within the expected range for stage II work hardening during deformation of iron single crystals [38, 66]. In this stage, dislocations from different slip systems interact and form barriers to slip. The relatively high work hardening is not surprising since the crystal is oriented so that slip can happen along four crossing directions (see Figure 2). If several dislocations are present in the pillar, the first gliding dislocations are likely to interact and form junctions with other dislocations in the pillar resulting to work hardening. From the applied source truncation model, it was estimated that the two largest pillars include two...
and six dislocation segments, where the largest pillar includes the most dislocations. This indicates that these pillars are likely to include several dislocations which may interact already at the initial dislocation movements.

The thin film experiments by Fukamachi [46] revealed a strengthening effect as the film thickness became less than about 30 μm thick, Figure 7. A similar dimension is found if the size–yield stress data from Brenner’s [45] iron whiskers are extrapolated to bulk yield stresses. Based on these experimental observations we speculate that there is a transition where the bulk-like regime transfers into the bulk at about 30 μm. In this larger volume, several dislocations and dislocation sources can exist and operate: the volume is large enough for dislocations to entangle into dislocation networks and dislocation cell structures without being significantly affected by the nearby surface.

**Regime 2** is the intermediate regime for which the stress–strain curve presents irregular plastic flow with elastic segments and strain bursts, for load controlled experiments. Since the sample is smaller than the average distance between dislocations ($D_o = \rho^{-1/2}$, which in this study is $\approx 1 \mu$m), it is likely that few and small dislocation segments are present in the sample. The truncated dislocation segments need a higher stress to operate in a stochastic way. The smaller the segment, or sample, the higher the stress necessary for deformation. Mobile dislocation segments may move to the free surface and annihilate [2, 8, 9], or possibly multiply on the way [10, 11, 18].

Experimental observations show that pre-existing dislocations in pillars from fcc metals tend to move out and annihilate at the pillar surface [2, 8, 9]. On the contrary, pillars from bcc materials appear to have a built in self-multiplication mechanism [10, 11], where dislocations in the pillar multiply on the way towards the surface and form new dislocations rather than removing them from the pillar volume. The self-replication mechanism in bcc pillars has been attributed to the lower mobility of the screw dislocation compared to the faster edge dislocations. The difference in mobility is largest at low temperatures and for metals with a high critical temperature $T_c$. Since $T_c = 330$ K is near the test temperature ($T = 298$ K) for iron, the mobility of screw dislocations is similar to that of edge dislocations. As a result from dislocation dynamics simulations by Lee et al. [37], in such conditions, the few dislocations that exist in the pillar are expected to move out and annihilate at the pillar’s surface. The tested iron pillars with $D_t \lesssim 1 \mu$m are expected to include very few dislocation segments. Hence, the dislocations are expected to move out and annihilate at the pillars’ surfaces.

**Regime 3** is the surface nucleation regime and has a plastic flow characterized by large elastic segments and abrupt strain bursts, where the stress is typically several GPa. The small volume makes it unlikely that dislocation segments from the initially annihilated dislocation structure exists in the sample. For plasticity to occur, dislocations have to propagate from defects introduced during the focused ion beam fabrication [26, 65, 67].

Three of the smallest pillars, where $D_t \approx 150$ nm, reaches the highest yield stresses between 2.7–3.1 GPa, Figures 6 and 7. This is only about 45% lower than the values predicted from MD simulation of a pillar with the same loading direction and a diameter of 40 nm [47]. An important difference, however, is that the MD pillar is initially defect free and that the deformation initiates when new dislocations nucleate from the surface of the pillar. The difference in yield stress between the experiments and MD simulation seems to be a consequence of the difference in the initial defect structure and the deformation mechanisms when the plasticity starts. Lowry et al. [67] obtained a similar dissimilarity in results when comparing the yield stress from FIB milled Mo pillars with annealed pillars, which
were free of defects.

5. Conclusions

Single crystalline iron micro pillars were compressed along the (001) direction in order to investigate deformation mechanisms and size dependent strength. The analysed slip traces of pillars revealed that the preferred slip plane was of type {110} even if the maximum resolved shear stress plane corresponded to a {112} plane. The size dependent flow curves show similar characteristic features as previously reported for other bcc metals. The result was compared with existing experimental results on single crystal iron and current theories on small scale plasticity. The current dataset falls in between results from previous investigations of bcc metal pillars.
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Abstract

Micro pillar compression testing has been performed on bcc iron single crystals to determine the mechanical properties and deformation mechanisms and their dependency on size and crystal orientation. Slip traces on the surface of post-compressed pillars were scrutinised to determine the operating slip system. The size dependency of the flow curves was investigated and the power law constants, K and n, and the orientation dependency of the resolved shear stresses were determined.

The slip trace analysis revealed that the slip follows the [110] (111) family of slip systems. The size dependency of the flow stresses follows the power law relation where the power law exponent n are in general between 0.5–0.8 and depend on orientation and the strain. The power law coefficient K increases as a function of strain. The shape is similar for the different loading directions, but varies in magnitude. The shear stress resolved to the (101) (111) slip system shows an orientation dependent relation. Size and strain has little effect on this relation.

Keywords: pillar compression testing, deformation mechanisms, micromechanics, size effect, orientation dependency, bcc iron

1. Introduction

In the past, mechanical testing of single crystal materials were performed on large crystals [1–3]. The preparation and characterization of single crystals are often difficult and time-consuming, especially when it comes to growing large iron crystals [4]. New experimental techniques, such as pillar compression testing [5–11], have allowed detailed examinations of the deformation mechanisms. With this technique, nano- and micro-pillars are machined from specific locations of the sample to study the resistance to plastic flow and gain insight into the underlying dislocation mechanisms. In this paper we investigate the effect of size and crystallographic orientation of pillars made from iron crystals.

Mechanical testing of metals at micro- and nano scale has revealed that the strength increases as the size of the test specimen is reduced. The relationship is expressed according to a power law

\[ \sigma = KD_t^{-n} \]  

(1)

where \( \sigma \) is the flow stress, \( D_t \) is the top-surface diameter of a cylindrical sample, \( K \) is the power law coefficient and \( n \) is the power law exponent. Today it is generally agreed that the size strengthening is caused by a change in dislocation mechanisms. The existing dislocation sources become truncated because of the limited volume [12]. The increased ratio between surface area and volume in the small pillars can also cause dislocations to move out to the surface and leave the sample in a dislocation starved condition [13, 14]. Results on metal single crystal micro pillars have been published for a wide range of fcc [7, 15–23] and bcc [18, 20, 24–38] metals. However, a thorough investigation of the orientation dependency of the size effect of bcc iron has not yet been published.

In a recent paper [39] we examined the size effect of iron pillars with [001] crystallographic orientation. The underlying deformation mechanisms in the specific size regimes can be summarized from Fig. 1:

1. The bulk-like regime reveals smooth stress–strain curves. In this region larger dislocation segments and parts of dislocation substructures will exist in the pillar, but the limited volume will constrain the dislocation movements and interactions, and cause a strengthening effect [9].

2. The intermediate regime presents stress–strain curves with irregular plastic flow, where portions of the curve consists of elastic loadings and strain...
bursts, for load controlled experiments. Since the pillar diameter is less than the average distance between dislocations, it is likely that small dislocation segments exist in the pillars. The truncated dislocation segments need a higher stress to operate in a stochastic way. The smallest segments, or pillars, need the highest stresses to deform. Mobile dislocation segments may move to the free surface and annihilate, possibly multiplying on the way [13, 14, 40].

3. The surface nucleation regime has a stress–strain curve characterized by large elastic segments and abrupt strain bursts, where the stress is typically several GPa. The small volume makes it unlikely that dislocation segments from the initially annihilated dislocation structure is included in the pillar. For plasticity to occur dislocations are nucleated from small notches or defects at the surface introduced during the focused ion beam (FIB) fabrication.

The observed macroscopic slip traces during tension testing of iron single crystals depends strongly on the purity of the crystal, temperature, strain rate, sample size and loading direction [1–3, 41]. In the detailed study by Aono et al. [41] the samples were heavily deformed at 200 K and no slip lines could be determined. At lower temperatures (77 K) the slip lines are usually parallel and depends on loading direction. The resent transmission electron microscopy (TEM) study by Cail-lard [42] looks at the dislocation motion when straining along the [113] axis of a thin iron film at room temperature. The deformation was concluded to happen with a Burgers vector (b) of \( b = 1/2[\overline{1}11] \) where the dislocations glide on (110) plane.

In the present paper we extend the investigations to include 4 crystal orientations, loaded along the [149], [235], [011] and [111] directions. The orientations were selected in such a way that the samples were expected to deform either in single slip, with orientation of [149] and [235], or in multiple slip, with orientation of [001], [011] and [111], along one or both the slip systems of type \{110\} (111) and \{112\} (111). The pillar diameters ranged from hundreds of nanometers to a few microns. Our aim was to reveal the underlying deformation mechanisms’ dependency on orientation and pillar size.

2. Materials and experimental procedures

2.1. Materials

The material used was a 99.99 % pure iron plate. The 1 mm thick cold rolled plate was cut into 8 × 8 mm² square pieces with a fine cut-off grinding wheel before being ground with SiC paper, and polished with diamond particles and colloidal silica suspension. The samples were then heat treated in a high vacuum furnace at 923 K (650 °C) for 5 h in order to produce enlarged grains. Final surface preparation was performed by electropolishing to remove the surface deformations. The average grain size after the heat treatment was measured to 29 ± 16 μm. Selected regions from two samples (A and B) where studied with a field emission scanning electron microscope (FE-SEM) and electron backscatter diffraction (EBSD). The indexed crystallo-graphic orientations of the grains were evaluated in order to pick grains that had a detected plane normal, direction normal to the sample surface, within 2° from the desired family of directions. In total 10 grains that consisted of the 4 orientations [149], [235], [011] and [111] were selected and used for further production and testing. An overview is given in Table 1. Results for [001] oriented pillars from [39] are in several instances included for comparison and the original data have been further analysed in this paper. All orientations are visualized in the [001]–[011]–[111] triangle in the [001] stereographic projection of cubic crystals in Fig. 2. \( \chi \) in the figure represents the angle between the maximum resolved shear stress plane (MRSSP), the plane which encounters the highest shear stresses along [111] direction, and the (101) plane [43, 44]. \( \chi \) is defined as positive when MRSSP lies between (101) and (110), and negative if it lies between (101) and (011).
for some few cases of the largest specimens that had a
D
ratio between the pillar height (\(H\)) and diameter at the
top (\(D_t\)) of the pillar were kept between 2 and 4, except
for some few cases of the largest specimens that had a
slightly lower aspect ratio. \(\alpha\) varied from 1 to 5\(^\circ\) and
increased with decreasing pillar size.

2.3. Nanomechanical testing

After manufacturing, the sample was transferred to a
Hysitron TI 750 Ubi\(^\circ\) nanoindentation system with a
Performech\(^\circ\) controller unit. The pillars were loaded
with a flat-punch diamond indenter from Synton-MDP
in the open-loop load control mode. The flat punch
tip have a 5 \(\mu\)m large diameter and a 60\(^\circ\) cone angle.
Before loading, the tip was positioned over the pillar
from the optical position of the instrument and further
adjusted by using the tip scan mode to identify the ac-
ccurate position of the pillar [45]. The well-defined ar-
ray of pillars made it possible to load a fraction of the
samples without using the tip scanning prior compres-
sion. The logged force (\(F\)) and displacement (\(\Delta\)) out-
put was converted to engineering stress (\(\sigma\)) and engi-
neering strain (\(\varepsilon\)) by using the pillar height \(H\) and the
diameter \(D_t\) in the calculations. The load functions con-
isted of a constant loading rate (\(\dot{\sigma}\)) up to a maximum
load followed by a rapid unloading. The applied \(F\) var-
ied from 6 to 160 \(\mu\)N s\(^{-1}\) and was chosen so that the
stress rate (\(\dot{\sigma}\)) as \(\sigma = F/A\), where \(A = (\pi/4)D_t^2\), was
close to 200 MPa s\(^{-1}\). The corresponding strain rate (\(\dot{\varepsilon}\))
was about \(1 \times 10^{-3} \text{s}^{-1}\), assuming that \(\dot{\varepsilon} = E/\sigma\), with a
Young’s modulus (\(E\)) of 200 GPa.

3. Results

3.1. Crystallographic slip

A selection of compressed pillars were investigated
to determine whether the favoured slip system was of
type \{110|111\} or \{112\} (111). The pillars had a diam-
eter of about 1 \(\mu\)m and were only deformed to a few
percent of strain, Fig. 4. Slip traces, or slip bands,
at the pillar surface where compared with slip trace
locations calculated from EBSD scan and identified,
see [39] for details. Within the \{001\}–\{011\}–\{111\} tri-
gle (excluding the edges of the triangle), Fig. 2, the
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preferred direction of slip is the [111] direction. Due to crystal symmetry several equivalent slip directions encounter the same stress conditions at the edges. If we only consider the slip planes along the [111] direction there are three slip planes that encounter the highest resolved shear stresses. These are the planes (001), (211) and (110). In the centre of the triangle (χ = 0°) the (001)[111] system becomes the highest stressed one. In orientations towards the [011]–[111] line (χ ≤ 30°) the (211)[111] becomes the highest stressed one, and near [001] (χ ≥ 30°) it changes to (112)[111]. An overview of the Schmid factor (S) of the different orientations and slip systems is given in Table 2.

In orientation [149] the (011)[111] slip system is the most highly stressed. Along the preferred [111] direction, the primary slip direction, the (011) slip plane, with a Schmid factor of S_{(011)[111]} = 0.50, is followed by the (211) and (112) planes which have slightly lower shear stresses, S_{(211)[111]} = S_{(112)[111]} = 0.43. In pillars with this orientation we identified slip along the (001)[111] system as well as along the secondary [111] direction. In the latter case the slip system was identified to (011)[111]. Further in the text we will refer to the (011)[111] as the primary slip system and to the (101)[111] as the secondary. In Fig. 4(a) the slip was activated along the secondary slip direction, however the primary slip system was observed more frequently.

Orientation [235] have both the (101)[111] and (211)[111] system with the same high S_{(235)[111]} = S_{(101)[111]} = 0.45. If one of the two slip systems is preferred it should be easy to identify it. From the slip traces on the pillar surface, see Fig. 4(b), it is evident that the (011) slip plane carries out the majority of the deformation.

Orientation [001] has four symmetric (111) glide directions and for each direction there are two equivalent [110] planes and one [112] plane where the latter one has the highest Schmid factor. The dominating slip system, according to [39] and Fig. 4(c), is the [110][111] system and the slip happens on two non-parallel slip planes of type [110] along each slip directions. The difference in Schmid factor indicates that a higher stress is needed to activate slip along the (211) plane than (011) plane under the current experimental conditions.

Orientation [011], Fig. 4(d), deforms similar to orientation [001], but only along two slip directions with two non-parallel [110] planes.

Orientation [111], Fig. 4(e), deforms along three symmetrical (111) directions and the slip traces on the surface are typically fairly evenly distributed and diffi-

Figure 3: SEM micrograph of [149] oriented pillar samples after the second low current milling step, before compression testing.
Figure 4: Post compression SEM micrographs of pillars with diameters close to 1 μm. The deformation was limited to a few percent strain. The identified active slip planes are illustrated by lines in the figure. The pillars are loaded along the (a) [149], (b) [235], (c) [001], (d) [011] and (e) [111] axis. Slip planes, slip directions and the corresponding Schmid factor ($S$) are indicated in the figures and summarized in Table 2.
Table 2: Slip systems observed after compression of pillars, see Fig. 4. Values for loading direction [001] were obtained from [39] for comparison.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Number of equivalent slip directions</th>
<th>Schmid factor ($S$)</th>
<th>Observed slip system</th>
</tr>
</thead>
<tbody>
<tr>
<td>[149]</td>
<td>1</td>
<td>$S_{[101][11]}$ 0.50, $S_{[21][11]}$ 0.43, $S_{[11][11]}$ 0.43</td>
<td>(101)[11] and (101)[111] a</td>
</tr>
<tr>
<td>[235]</td>
<td>1</td>
<td>0.45</td>
<td>(101)[111]</td>
</tr>
<tr>
<td>[001]</td>
<td>4</td>
<td>0.41</td>
<td>(101)[111]</td>
</tr>
<tr>
<td>[011]</td>
<td>2</td>
<td>0.41</td>
<td>(101)[111]</td>
</tr>
<tr>
<td>[111]</td>
<td>3</td>
<td>0.27</td>
<td>(101)[111]</td>
</tr>
</tbody>
</table>

a Along the [111] direction $S_{[101][11]} = 0.47$, $S_{[21][11]} = 0.37$ and $S_{[11][11]} = 0.44$.

cult to interpret. From the chaotic slip traces, and the observations from the other orientations, we speculate that the slip occurs along two non-parallel [110] planes for each direction. If the slip had happened solely along the fewer [112] planes it should have been possible to identify their slip traces.

For all multiple slip orientations it is frequently seen that one of the slip directions governs the plastic deformation. For all orientations it appears that other slip planes, with lower $S$, are activated after some initial plasticity. This is presumably a consequence of geometrical changes during plasticity.

3.2. Flow curves

Stress–strain curves from the 4 orientations are shown in Fig. 5. The largest pillars show smooth $\sigma$–$\varepsilon$ curves and the smaller pillars deform in a stochastic manner with strain bursts separated by linear elastic segments.

The $\sigma$–$\varepsilon$ curves for the smallest pillars differ for the different orientations. In the single-slip orientations, [149] and [235], the strain bursts are larger and start at smaller strains than those in the multiple-slip orientations, [001], [011] and [111].

3.3. The power law relation

The appearance of several strain bursts makes it challenging to compare the $\sigma$–$\varepsilon$ curves directly. In order to analyse the flow stresses as function of the pillar diameter we plotted the flow stress at $\varepsilon = 2.5\%$ ($\tau_{2.5\%}$) and the flow stress at $\varepsilon = 5\%$ ($\tau_{5\%}$) as a function of $D_i$ in the double logarithmic plots in Fig. 6. The data points in Fig. 6 were further analysed by fitting them to the power law relation in Eq. (1). The power law exponent $n$, that quantifies the strengthening, together with the power law coefficient $K$ are summarized in Table 3. The subscript indicates if the constants were calculated from flow stresses at $\varepsilon = 2.5\%$ and $\varepsilon = 5\%$. $n$ varies between 0.51–0.80 and $\tau_{2.5\%} < \tau_{5\%}$ for the same orientation.

The coefficient $K$ has unit MPa$\mu$m$^n$. Table 3, hence, it essentially represents the average flow stress of the pillars with 1 $\mu$m in diameter. $K_{2.5\%} < K_{5\%}$ indicates that the pillars of this size strain hardens slightly between 2.5% and 5% strain. In order to incorporate the effect of loading directions we use Schmid’s law

$$\tau = \Sigma \sigma$$

(2)
to calculate the resolved shear stress ($\tau$). $\Sigma$ is here the Schmid factor and $\sigma$ is the applied compressive stresses. Alternatively, by combining Eqs. (1) and (2) yields

$$\tau = \Sigma KD_i^{n}$$

(3)

, we can thus directly estimate $\tau$ from $\Sigma$, $K$, $D_i$ and $n$.

The resolved shear stress $\tau$ was calculated for $D_i = 1 \mu$m at $\varepsilon = 2.5\%$ ($\tau_{2.5\%}$) and $\varepsilon = 5\%$ ($\tau_{5\%}$), Table 3, by applying Eq. (3). In the calculations we use the Schmid factor $\Sigma$ that corresponded to the observed [101][111] slip system, $S_{[101][11]}$, see Section 3.1. The magnitude of $\tau$ are ordered as [001], [149], [235], [111] and [011], where orientation [001] obtains the highest values. The order corresponds to moving from left to right in the standard [001] stereographic projection in Fig. 2, where orientation [111] get slightly higher $\tau$ than [011].

4. Discussion

4.1. Slip traces

In the previous paper [39] we reported that the slip traces on the pillar surface corresponded to the [110][111] slip system for the [001] oriented pillars. In the current work similar deformation behaviour was observed. In loading directions [149], [235] and [011] the slip traces on the surface of the pillars were identified to follow the [110][111] slip system. The slip traces
Figure 5: Stress–strain curves of pillars loaded along the (a) [\(\bar{1}49\)], (b) [\(\bar{2}35\)], (c) [011] and (d) [\(\bar{1}11\)] axis. The diameter of each pillar is indicated in the legends.

Figure 6: Plot of (a) the stress at 2.5% strain (\(\sigma_{2.5}\)) and (b) the stress at 5% strain (\(\sigma_{5}\)) as a function of pillar diameter (\(D_t\)) for the five orientations.
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4.1.1. Activation of the secondary slip system in orientation [111]

on [111] oriented pillars were not identified because of less distinct traces on the sample surface. In pillars with orientation [149] the primary or secondary slip system were observed as the only operating slip system early in the deformation.

4.1.1.1. Activation of the secondary slip system in orientation [149]

The evidence of the secondary (101)[111] slip system instead of the primary (101)[111] slip system in orientation [149] can be explained as follows. Small misalignments between the indenter tip surface and the pillar top-surface or a roughness at the pillar top-surface can cause a stress distribution that is beneficial for the secondary slip system. In the current experiments there is a small ripple-like roughness on the top-surface after the sample preparation, Fig. 3. For the largest pillars this roughness is small compared to the pillar diameter and the local stress concentrations can easily be redistributed early under the top-surface. For small pillars the roughness becomes large compared to the diameter and the local stress concentrations can become high enough to trigger deformation on a secondary slip system. The distance between the ripples on the surface is about 200 nm.

Alternatively a favourable dislocation segment, that needs a lower stress to move, can be located on the slightly less stressed plane when it starts to glide. If it is so, one should expect a size dependent factor in the selection of slip plane. Large pillars will include several dislocations on each available plane and consequently the highest stressed plane will determine where the deformation starts. As the size of the pillar is reduced it will become less likely to find a favourable dislocation segment on the highest stressed plane. Hence, a secondary plane with a more favourable oriented dislocation segment might initiate the plastic deformation. This transition from a stress controlled regime to a regime controlled by the available dislocation segments should be possible to determine from the experiments. The source truncation model by Parthasarathy et al. uses the dislocation density (ρ) prior FIB milling to predict the number of dislocation segments that is left in the pillar after the truncation by the FIB milling. The predicted number of dislocation segments, or dislocation pinning points, inside the pillar becomes scarcely as the pillar size approaches the average distance between dislocations (lρ = 1/4ρ). If we assume that ρ = 1 × 10^12 m^-2 we should expect the transition to happen when the pillar diameter approaches lρ = 1 μm. For very small pillars it becomes less likely to find dislocation segments from the original dislocation structure and the deformation have to initiate from the available FIB damage near the surface.

In order to examine if the secondary slip system had a size dependent factor we extended the post-compression analysis from the 1 μm pillars to also include pillars ranging from 120 nm to 2.1 μm in diameter, Fig. 7. The deformation in the three largest pillars, with Db > 1 μm, are governed by slip along the primary slip system. When the diameter decreases below 1 μm we observe that the secondary slip system dominates the deformation in some samples, Fig. 7(b). The secondary slip system is most frequently seen at diameters of about 800 nm. Figs. 7(d) to (f) shows examples among the smallest pillars where the primary, the secondary and both of the slip systems are activated, respectively. The primary slip system dominated in about 65% and the secondary slip system in about 10% of the investigated pillars. The remaining pillars had a mix of the primary and secondary slip system. With the rather small dataset that was analysed we can only speculate that a size-dependent transition exists.

4.2. Orientation and strain dependent power law relation

From the calculated power law exponent n and coefficient K in Table 3 we observe that n2.5% < n5% and K2.5% < K5% for all of the orientations. The increase of n and K indicates a systematic change as the strain...
Figure 7: Post compression SEM micrographs of pillars loaded along the [149] axis. The pillar diameters are 2.1 μm in (a), 880 nm in (b), 620 nm in (c) and about 130 nm in (d) to (f). The primary slip system is activated in (a), (c) and (d), and the secondary slip system is activated in (b) and (e), while both the primary and secondary slip system are activated in (f).
increase. To further clarify the evolution of \( n, K \) and \( \tau \) we calculated them as a function of strain. The results are plotted in Fig. 8 where subfigures (a), (c) and (e) correspond to \( n, K \) and \( \tau \), respectively, and subfigures (b), (d) and (f) shows detailed curves between 2\% and 5\% strain. At least 8 datapoints were used in each curve fitting to achieve reliable values.

The power law exponent \( n \) in Figs. 8(a) and (b) increases rapidly at small strains, \( \varepsilon < 0.02 \), and becomes almost constant early in the plastic flow, \( \varepsilon = 0.03−0.05 \), before it starts to decrease again. The reduction of \( n \) is presumably happening when large strain bursts, with corresponding load drops, appear in the stress–strain curves of the smallest pillars. The large strain bursts, see Fig. 5, happens earlier and are longer for the single slip orientations, [149] and [235]. Consequently the reduction of \( n \) can be expected to start at smaller strains and decline more for the single slip orientations compared to the multiple slip orientations. In general the exponents are in the upper range of the earlier reported values for fcc metals (0.2 to 0.5) and in the lower range for fcc metals (0.6 to 1.0).

The power law coefficient \( K \), Figs. 8(c) and (d), shows a behaviour similar to that of the \( \tau–\varepsilon \) curves. Since the units are in MPa \( \mu \)m\(^6\) they essentially represent the average flow stress of the pillars with an 1 \( \mu \)m in diameter. The \( K–\varepsilon \) curves are relatively similar in shape but \( K \) varies in magnitude between the orientations. A striking difference appear for the [149] orientation, where \( K \) increases rapidly as \( \varepsilon > 0.25 \).

Figs. 8(e) and (f) shows \( \tau \) as a function of strain. \( \tau \) is calculated from Eq. (5) by using \( S_{[100][111]} \), \( D_1 = 1 \mu m \) and the fitted parameter \( K \). Resolving \( K \) to the \( \{101\}[111] \) slip system allows us to investigate the component acting on the slip plane and direction. Since the single slip orientations typically only deform along one slip system and the multiple slip orientations activates several equivalent slip systems, one should expect a different evolution of \( \tau \) (and \( \sigma \)) as the strain increases. However, no distinct difference can be observed.

Some general features can be seen in the orientation dependency of \( \tau \), and how it is affected by pillar size and strain. It is challenging to determine the relative difference of \( \sigma \) (or \( \tau \)) for pillars of different diameters from the scattered data in Fig. 6. To quantify this we estimated the \( \tau \) for different pillar diameters in two ways. The first approach uses the data points directly from Fig. 6(a). Groups of similar sized pillars were averaged into average stresses \( (\sigma_{avg}^{2.5\%}) \) and average pillar diameters \( (D_{avg}) \). \( t_{avg} \) was calculated by Eq. (2) and presented in Fig. 9(a)(open symbols). The second approach uses \( \sigma_{avg}^{2.5\%} \), from the first approach, and fitted values of \( K \) and \( n \) as input to Eq. (3). The results from these calculations are presented in Fig. 9(a) in relation to \( \chi \). In the same fashion, \( \tau \) was calculated for different strains by Eq. (3) for \( D_1 = 1 \mu m \) and from curve fitted values from Fig. 8. The results are plotted in Fig. 9(b).

The orientation dependencies, in Figs. 9(a) and (b), follow roughly the same trend and are little affected by the pillar size and strain. The measured and power law fitted values in Fig. 9(a) follows the same \( t_{avg}–\chi \) relation, with the expection of the smallest pillars (\( D_{avg} = 134 \) nm). However, small differences and inaccuracies are expected in the mesured values since the sets of pillars differ slightly in size for different orientations. On the other hand, the curve fitted values might not give a very accurate measurement over the whole size range. When normalising \( \tau \) in Fig. 9 to \( t_{avg} \) (with the appropriate size or strain), and only excluding the data for the smallest pillars (\( D_1 < 200 \) nm), we obtain the ratios:

\[
\frac{t_{[011]}-t_{[149]}}{t_{[011]}-t_{[149]}} = 1.05 \pm 0.09 \\
\frac{t_{[235]}-t_{[011]}}{t_{[111]}-t_{[149]}} = 0.86 \pm 0.06 \\
\frac{t_{[111]}-t_{[149]}}{t_{[149]}-t_{[149]}} = 0.64 \pm 0.07 \\
\frac{t_{[111]}-t_{[149]}}{t_{[149]}-t_{[149]}} = 0.68 \pm 0.07
\]

Notice that the standard deviations was calculated from averaged and curve fitted values in Fig. 9, hence, they will not fully capture the scatter.

Deformation of bcc metals is known to be complex and does not follow Schmid’s law (see for instance Refs. [46–51]). A known deviation from Schmid’s law is that the resistance against slip is affected by both the stress conditions and the direction of slip. The observed behaviour is attributed to the properties of the screw dislocations in the bcc crystal structure. During loading of the crystal the core of the screw dislocations with a Burgers vector \( b = 1/2(111) \) is influenced by non-glide stresses. The non-glide stresses cannot induce dislocation glide, however, they may modify the core structure and the stresses necessary to drive the motion of the dislocations. In addition, since the [111] planes in the bcc crystal are not mirror planes, the dislocation slip along two opposite directions are not generally equivalent and gives rise to the so-called twinning–antitwinning slip asymmetry.

The twinning–antitwinning asymmetry is recognized in Fig. 9, where \( \chi \) is higher when the crystal is loaded in the antitwinning direction (\( \chi < 0 \)) compared to the twinning direction (\( \chi > 0 \)). When comparing our results to the work of Aono et al. [41], the pillars show decreasing \( \tau \) as \( \chi \) increases, while Aono et al. [41] observed a nearly constant shear stress for samples loaded in twinning directions at room temperature. The recent atomistic simulation results by Chen et al. [51] predicts the
Figure 8: Plot of (a) the power law exponent \( n \), (c) the power law coefficient \( K \) and (e) the shear stress \( \tau \), resolved to the \((\bar{1}0\bar{1})[11\bar{1}]\) slip system, as a function of strain. \( \tau \) were calculated from Eq. (3) by using \( D_t = 1 \) \( \mu \)m and the fitted parameters \( n \) and \( K \) in the calculations. Plot (b), (d) and (f) shows details at low levels of strain from plot (a), (c) and (e), respectively.
The behaviour of the $\frac{1}{2}\langle111\rangle$ screw dislocation in iron at finite temperature. The atomistic study confirms the importance of the non-glide stresses that change the core structure of the screw dislocation. The changes of the core both increase the stresses necessary to drive the dislocation motion and can also activate deformation on less stressed planes. However, more investigations are necessary to understand the twinning–antitwinning asymmetry as observed in Fig. 9.

5. Conclusions

Pillars with 4 crystallographic orientations from a polycrystalline iron sample were prepared by focused ion beam milling (FIB) and tested in a nanoindentation system. The slip traces on the pillar surface were analysed to determine the operating slip system. Furthermore, the size dependency of the stress–strain curves and flow stresses were evaluated. The power law constants, $K$ and $n$, as a function of strain was evaluated.

From the slip trace analysis it was concluded that the slip traces most frequently corresponded to slip along the $\{101\}\{111\}$ slip system for orientation [149], [235], [001] and [011]. The secondary $\{101\}\{111\}$ slip system was observed for orientation [149].

The size dependency of the flow stresses followed a power law where the power law coefficient $n$ were typically between 0.5–0.8. The power law coefficient $K$ advanced similar to a flow curve as a function of strain, i.e., it underwent strain hardening like behaviour. The $K$–strain curves were similar in shape for the different loading direction, but varied in magnitude.

The shear stress resolved to the $\{101\}\{111\}$ slip system showed an orientation dependent relation. Orientations where the resolved shear stress was highest on the $\{1\overline{2}\}\{111\}$ antitwinning system obtained the highest stresses, while orientations where $\{211\}\{111\}$ twinning system obtained significantly lower resolved shear stresses. Pillar size and strain appeared to have little effect on the twinning–antitwinning asymmetry.
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