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Abstract

Disk encryption has changed during the last decade from being a mechanism only used by corporate executives and government agencies for their top secret information, to become trivially feasible for everyone to utilize. One of the forces that have been driving this development is the steady flow of new cryptographic primitives such as tweakable narrow- and wide-block ciphers specifically designed for disk encryption implementations. One such tweakable narrow-block cipher is XTS-AES, which is standardized in IEEE Std 1619 and very recently accepted by NIST as an approved mode of operation for AES under FIPS-140.

In the first part of this thesis, we study principles and investigate methods used in disk encryption. We present the different implementation types of disk encryption (hardware-based versus software-based, wide-block versus narrow-block, authenticated versus transparent), commonly discussed modes of operations (LRW, XEX, MCB, CMC, EME, XCB), and briefly review some open-source software implementations of disk encryption (TrueCrypt, FreeOTFE, dm-crypt).

In the second part of this thesis we provide a thorough examination of XTS-AES, describing both its security and real-world performance. To our knowledge, this is the first scientific work to provide an elaborate description of XTS-AES while also assessing its real-world performance. Our work show that introducing XTS-AES-256 full system disk encryption using TrueCrypt 6.1a on Windows yield a decrease in write and read speed of up to −35 % (average for Windows XP, Windows Vista, and Windows 7 Beta). Further, our results also show that disk operations that uses approximately 2 % of the CPU resources when no disk encryption is present, takes up to 50 % of the CPU resources when full system disk encryption is deployed.
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Chapter 1

Introduction

There are two types of encryption: one that will prevent your sister from reading your diary and one that will prevent your government.

Bruce Schneier

Computer data or digital information is one of the most sensitive and important assets of people, businesses and organizations today. This is a result of the prolonged process of everything and everyone going digital, which started many years ago. Although the digital information age has brought on minimized paperwork, increased efficiency, automation, and increased overall productivity, one often neglected byproduct is also the need for increased security awareness.

1.1 Motivation

As the dependency on computers has increased, so has the number of portable devices like laptops and PDAs. With these, the chances of data theft, system compromise and intrusion activities have also increased greatly. In most cases, the actual data is significantly more valuable than the asset it is stored on, and unwanted disclosure of that data can thus be very damaging.

One solution is to use disk encryption to encrypt all the data on the disk, effectively reducing the risk of unwanted disclosure. Disk encryption has changed during the last decade from being a mechanism only used by corporate executives and government agencies for their top secret information, to become trivially feasible for everyone to utilize. One of the forces that have been driving this development is the steady flow of new cryptographic primitives such as tweakable narrow- and wide-block ciphers specifically designed for disk encryption implementations. One such tweakable narrow-block cipher is XTS-AES, which in December 2007 was standardized as a part of IEEE’s newest standard on the area of narrow-block encryption, *IEEE Standard for Cryptographic Protection of Data on Block-Oriented Storage Devices* (IEEE Std 1619-2007).
1.2 Objectives

The objectives of this thesis can be summarized as follows:

- Present a detailed introduction to the topic of disk encryption
- Give a careful examination of IEEE Std 1619-2007
- Provide a security assessment of XTS-AES
- Perform real-world performance benchmarks of XTS-AES

1.3 Research Methodology

Our research can be divided into four phases, based on the objectives stated in the previous section. First, we will perform a comprehensive study of the general topic of disk encryption. This will provide us with the required knowledge needed for the second objective of this thesis, namely the task of elaborating on IEEE Std 1619. Next, we will assess the security of XTS-AES and find attacks that may be applicable to XTS-AES. Then, we will experiment with some open-source implementations of the XTS-AES cipher, finding the most suitable implementation to use in the last phase of our research, namely the performance benchmark showing how disk encryption using XTS-AES affects the hard disk performance of a computer. The test methodology used during the performance benchmark is presented in section 5.5.

In the first part of our research, our main sources of information will include books, papers, standardization documents, and accredited web pages on the topic of cryptography. For the second part we will be using the standardization document IEEE Std 1619 [CC07]. But, since this is a relatively new standard, we will also use other sources of information to understand and detect misprints and unfavorable explanations. Thus, we will use the P1619 Task Group Email Archive [19] and comments from the cryptographic community [26] for errata and supplementary information about the XTS-AES cipher. The sources used in the security analysis of XTS-AES will also be the IEEE Std 1619 and P1619 Email Archive, along with other relevant papers where the security of XEX and XTS-AES is discussed [Rog04, LM08, Min07].

1.4 Outline

The remainder of this thesis consists of six main chapters in addition to references, web resources, and appendices. All the test results included in this document are available electronically with the thesis, along with the software used in the performance benchmark.

- Chapter 2 gives a comprehensive introduction to topic of disk encryption, providing the reader with the necessary background to recognize different types of disk encryption and know the most common modes of operation for disk encryption.
Chapter 1. Introduction

- Chapter 3 provides a careful examination of IEEE Std 1619, describing both the XTS-AES cipher mode and XML-based key export format.

- Chapter 4 presents the reader with a security assessment of XTS, comprising a review of the computational security of XTS-AES, a synopsis of comments submitted by the cryptographic community regarding XTS-AES, and a discussion on attacks applicable to XTS-AES.

- Chapter 5 specifies the procedure, test bench, test cases, and testing methodology used in the performance benchmark.

- Chapter 6 presents and discusses the results obtained from performance benchmark described in the previous chapter.

- Chapter 7 summarizes this thesis and its findings.

- Appendix A gives step-by-step instructions on how full system disk encryption was employed during the performance benchmark.

- Appendix B lists the exhaustive result sets with relevant statistics.

- Appendix C lists the contents of the attached ZIP file.

Throughout this thesis, we have distinguished between printed references and web resources to clearly state the origin of our sources of information. Printed references are cited using alphanumerical values and web resources are cited using numerical values. Web resources that did not provide an explicit date of creation has been given the date of our visit. Additionally, we emphasize that the usage of first person plural (i.e. we), is only due to common convention and should therefore be interpreted as the author.
Chapter 2

Background on Disk Encryption

The art of war teaches us to rely not on the likelihood of the enemy’s not coming, but on our own readiness to receive him; not on the chance of his not attacking, but rather on the fact that we have made our position unassailable.

The Art of War, Sun Tzu

This chapter will give a comprehensive introduction to relevant theory to understand how disk encryption works. First, we will start with an introduction to basic cryptographic elements used throughout this thesis. Next, we will address disk encryption specifically, describing its various implementation types. Then, we will review some modes of operation especially designed for disk encryption. Lastly, we will describe the software-based disk encryption applications that at the time of writing support the XTS-AES cipher mode.

2.1 Basic Cryptography

Cryptography, derived from the Greek kryptó “hidden” and gráfo “to write”, is the ancient science and art of hiding the content of a message from prying eyes. Although now considered a branch of modern number theory and computer science, it was originally literally done by hand as early as 4000 years ago [Kah97]. The Egyptians used substitution ciphers to substitute hieroglyphs with less common varieties of hieroglyphs in inscriptions on grave chambers, presumably in order to obfuscate the meaning of the inscriptions for people who did not know how to reverse the substitutions.

Modern cryptography is more complex, and the following subsections aim towards defining basic cryptographic elements used throughout this thesis.
2.1.1 Terminology

Cryptography uses its own terminology that we will attempt to follow throughout this thesis. Although most of the terminology might be intuitive, we want to prevent any erroneous conceptions by providing a description of the terminology used in this thesis.

First of all, encryption is the process of encoding a message to hide its content, while decryption is the corresponding reverse operation. The mathematical notations for these two operations are expressed in Equation 2.1 and 2.2 respectively, where $p$ denotes the intelligible plaintext and $c$ denotes the obfuscated ciphertext.

$$E(p) = c \quad (2.1)$$
$$D(c) = p \quad (2.2)$$

By replacing $c$ with $E(p)$ in Equation 2.2, we can easily see that decryption of encrypted content works as follows:

$$D(E(p)) = p \quad (2.3)$$

As ciphers usually use keys to ensure their secrecy, we indicate encryption and decryption with the key $k$ as:

$$E_k(p) = c \quad (2.4)$$
$$D_k(c) = p \quad (2.5)$$

Furthermore, symmetric key cipher will denote a cryptographic algorithm using the same key for both encryption and decryption, and plaintext and ciphertext the corresponding pair of plain and enciphered message. In future equations and figures these two objects are denoted as $P_i$ for plaintext and $C_i$ for ciphertext, where $i$ is the index. Moreover, cipher mode will often be used as short for block cipher mode of operation. Lastly, a cryptosystem will refer to a system consisting of a symmetric key cipher, all possible plaintext-ciphertext pairs, and the corresponding key.

Main Cryptographic Goals

Menezes et al. [MvOV01] defines four mechanisms or services cryptography attempts to provide:

1. Confidentiality is a service “used to keep the content of information from all but those authorized to have it. Secrecy is a term synonymous with confidentiality and privacy. There are numerous approaches to providing confidentiality, ranging from physical protection to mathematical algorithms which render data unintelligible.”

2. Data integrity is a service “which addresses the unauthorized alteration of data. To assure data integrity, one must have the ability to detect data manipulation by unauthorized parties. Data manipulation includes such things as insertion, deletion, and substitution.”
3. Authentication is a service “related to identification. This function applies to both entities and information itself. Two parties entering into a communication should identify each other. Information delivered over a channel should be authenticated as to origin, date of origin, data content, time sent etc.”

4. Non-repudiation is a service “which prevents an entity from denying previous commitments or actions. When disputes arise due to an entity denying that certain actions were taken, a means to resolve the situation is necessary. [...] A trusted third party is needed to resolve the dispute.”

It is surely possible to identify other services provided by cryptography as well, but these would probably be based upon one or more of the goals above. For example, although disk encryption is a cryptographic service itself, it is employed through the use of one or more of the mechanisms above. Hence, the borders between cryptographic services are not absolute, and overlaps occur.

Cryptographic Attack Models

Typically, the objective of an attack on an encryption system is to recover the key in use, rather than simply recover the plaintext of one single ciphertext. This is consistent with Kerckhoffs’ assumption [Ker83], which states that the strength and security of an encrypted message should lie in keeping the key secret, not in assuming that the algorithm used to encrypt it is unknown to the adversary. Thus, we assume that the adversary’s main goal is to deduce the key.

We consider the following two approaches for attacking a conventional encryption scheme in order to deduce the key [Sta06]:

- **A cryptanalytic attack** rely on the nature of the algorithm in addition to partial or complete knowledge to the general characteristics of the plaintext or even some plaintext-ciphertext pairs. This type of attack exploits the construction of the algorithm to deduce the key being used.

- **A brute-force attack** is a more primitive attack type. This attack is carried out by trying every possible key on a piece of ciphertext until an intelligible translation can be made. On average, half of all possible keys must be tried to achieve success.

If either of these types of attack succeeds in deducing the key, the effect is potentially grave as all future and past plaintexts encrypted with that key are compromised. Cryptanalytic attacks can further be divided into various attack models, based on the amount of information known to the adversary [MvOV01]:

- **Ciphertext only attacks** are mounted by trying to recover the key or plaintext from the ciphertext only.

- **Known plaintext attacks** on the other hand are performed if the cryptanalyst has access to one or more plaintext-ciphertext pairs formed with the secret key.
• *Chosen plaintext attacks* are based on the attacker being able to choose the plaintext and retrieve the corresponding ciphertext generated by encryption.

• *Chosen ciphertext attacks* are the opposite, here the cryptanalyst may choose the ciphertext, and obtain the plaintext by decryption.

The difference between these attack models is relevant when we later discuss attacks that may be applicable to XTS-AES in section 4.3.

**Computational Security**

When considering the security of an encryption system, one must distinguish between issues affecting the theoretical security from those of computational security. The reason for this is that in practice, no adversary can have unlimited computational power [JBSK01]. The security of a practical encryption system need therefore not necessarily depend on the theoretical impossibility of breaking a cipher, but rather on the practical difficulty of launching a successful attack. Throughout this thesis we will use the word “complexity” to describe such difficulty. The complexity of an attack is generally understood to mean the average number of operations used in the attack. For a cryptosystem to be computationally secure this means that the complexity of any successful attack exceeds the computational capability of the adversary. Hence, we need to pay attention to the computational effort needed for a successful attack. To describe computational complexity, we define the following terms:

**Time complexity.** The time complexity denotes the expected time to solve a problem. Note however that expected time in this case is not measured in seconds or years, but rather in problem size. Given a cipher where brute-force key search is the best option, the time complexity is directly dependent on the key size. For example, the time complexity for guessing a 128-bit key is around $2^{128-1} = 2^{127}$. The actual time it will really take to guess it depends on the adversary’s resources, methodology, and luck.

**Space complexity.** Space complexity on the other hand, refers to the space requirements (i.e. data input) needed to solve a problem. Just like time complexity, space complexity is also measured in problem size. Consider the following two examples to distinguish time and space complexity. In an exhaustive key-search attack, the amount of input data needed for the attack is an arbitrary number of ciphertext blocks, which is generally a very small number in comparison with the number of operation needed to test every possible key. Therefore, the complexity of such an attack is clearly time complexity. An opposite example is differential cryptanalysis¹, where the amount of input data needed (i.e. ciphertext-plaintext pairs) dominates, while the number of computations used in the attack is relatively small. Hence, the complexity of such an attack is space complexity.

¹Differential cryptanalysis is a general form of cryptanalysis relating to the study of how differences in an input can affect the resultant difference at the output [MvOV01]. In the case of a block cipher, it refers to a set of techniques for tracing differences through the network of permutations and substitutions, discovering where the cipher exhibits non-random behavior, and exploiting such properties to recover the secret key [vT06].
2.1.2 Cryptographic Ciphers

The following paragraphs will give a superficial introduction to the three main types of ciphers in today’s cryptography; block ciphers, stream ciphers and the fairly new tweakable block ciphers.

Block Ciphers

In cryptography, a block cipher is a symmetric key cipher that operates on a fixed-length group of bits (hence, the term block). A conventional block cipher takes a key $K \in \{0, 1\}^k$ and a fixed-length message $M \in \{0, 1\}^n$ as input, and produces a fixed-length ciphertext $C \in \{0, 1\}^n$. The signature of a block cipher is defined in Equation 2.6.

$$E : \{0, 1\}^k \times \{0, 1\}^n \rightarrow \{0, 1\}^n \quad (2.6)$$

Most block ciphers have similar structures (the Feistel structure being the most popular one [Sta06]), which normally consist of a number of identical round of processing. In each round, a substitution or permutation is performed to obfuscate the original content. When doing so for a number of rounds, including the use of a secret (i.e. key), a block cipher is able to provide confidentiality by diffusion and confusion. In fact, diffusion and confusion is so successful in capturing the essence of the desired attributes of a block cipher, that they have become the cornerstone of modern block cipher design [Rob95].

The only block cipher of relevance to this thesis is the Advanced Encryption Standard (AES), which is described in section 2.1.3.

Stream Ciphers

Block ciphers can be contrasted with stream ciphers; which operate on individual bits one at the time and the transformation varies during the encryption. Equation 2.7 shows that the signature of a stream cipher is composed by a keystream $K \in \{0, 1\}^*$ and variable-length message $M \in \{0, 1\}^*$ that produces a variable-length ciphertext $C \in \{0, 1\}^*$.

$$E : \{0, 1\}^* \times \{0, 1\}^* \rightarrow \{0, 1\}^* \quad (2.7)$$

Encryption is accomplished by combining the keystream with the plaintext, usually with the bitwise XOR operation. The generation of the keystream can be independent of the plaintext and ciphertext, yielding what is termed a synchronous stream cipher, or it can depend on the data and its encryption, in which case the stream cipher is said to be self-synchronizing. Most stream cipher designs are for synchronous stream ciphers [22].

---

2 The terms diffusion and confusion were introduced by Claude Shannon to capture the two basic building blocks for any cryptographic system [Sha49]. While the mechanism of diffusion seeks to make the statistical relationship between the plaintext and ciphertext as complex as possible, the mechanism of confusion seeks to make the relationship between the statistics of the ciphertext and the value of the key as complex as possible. The main goal of both is to mitigate attempts to discover the key, which is achieved by the use of complex substitution and permutation algorithms [Sta06].
It is worth mentioning that for disk encryption applications, the use of stream ciphers is futile since they require, for their security, the same keystream not be used twice. When also considering the fact that one need to match the amount of keystream with the exact amount of plaintext that is to be ciphered, one should clearly identify the need to prohibit this type of ciphers for disk encryption solutions—although we have seen cases of stream ciphers being used for this purpose in the past [Fer06, 6].

**Tweakable Block Ciphers**

Tweakable block ciphers are a new cryptographic primitive proposed by Liskov et al. in their paper “Tweakable Block Ciphers” [LRW02]. While the conventional block cipher process takes two inputs, a tweakable block cipher process takes three inputs; a key $K \in \{0, 1\}^k$, a message $M \in \{0, 1\}^n$, and a third input called the “tweak” $T \in \{0, 1\}^t$. The signature of a tweakable block cipher is defined in Equation 2.8.

$$E : \{0, 1\}^k \times \{0, 1\}^t \times \{0, 1\}^n \rightarrow \{0, 1\}^n$$

Equation 2.8

A tweakable block cipher is thus defined quite similar to a conventional block cipher, but makes use of one additional input in the ciphering process. This is depicted in Figure 2.1. Please note that the additional input does not necessarily imply that the internal block cipher construction is changed. Most commonly, block ciphers are used “as is”, and the additional tweak value is used in pre- and post-whitening processes. This means that the input and output of the block cipher is combined with the tweak.

Liskov et al. mentions several design goals for the tweakable block cipher design, but the two most important ones are; efficiency, a tweakable block cipher should have the property that changing the tweak should be less costly than changing the key; and security, meaning that even if an adversary has control of the tweak input, the tweakable block cipher must remain secure. The latter implies that the introduction of the tweak is not to provide additional uncertainty to an adversary, only variability [LRW02].

![Figure 2.1](image)

**Figure 2.1**: Notice that apart from the tweak input, a tweakable block cipher is the same as a conventional block cipher.

The tweak input in tweakable block ciphers enables a multitude of new modes of operation. [LRW02] describes three such possible modes, and imply that most existing block cipher modes of operation may be re-implemented as tweakable.
2.1.3 Advanced Encryption Standard

Advanced Encryption Standard (AES) was published by National Institute of Standards and Technology (NIST) in 2001. AES is the symmetric block cipher that has replaced Data Encryption Standard (DES) as the approved standard for a wide range of applications [34]. AES is an instantiation of the Rijndael block cipher, which was selected as the most suitable design for AES after a 5-year standardization process in which a total of fifteen competing designs were presented and evaluated [30]. AES has been extensively analyzed and is now used worldwide, in fact; AES is the first publicly accessible and open cipher approved by the National Security Agency (NSA) for top secret information [7].

The industry adoption of AES is widespread, and its use in disk encryption solutions is no exception. A quick survey of both hardware-based and software-based disk encryption solutions have namely shown us that AES is the block cipher of choice for the vast majority of the disk encryption solutions available to the public. Although some software-based implementations do provide the possibility to choose between different ciphers, AES is most often the default and recommended choice.

AES is a substitution-permutation network cipher that works on 128-bit data blocks, and supports three different key lengths: 128, 192 and 256 bits [DR03]. The ciphering process consists of a certain number of rounds, each consisting of multiple stages. These are stages of permutation and substitution that ultimately provide confidentiality. As depicted in Figure 2.2, the first and last stage of both the encryption and decryption process is always an AddRoundKey stage – the stage mixing the key into the process. The reason for this is that all the other three stages (called SubBytes, ShiftRows and MixColumns) together provide non-linearity, confusion, and diffusion, but would not provide any real security if placed in the beginning or the end; since they do not use the key, and thus are fully reversible.

<table>
<thead>
<tr>
<th>Key size</th>
<th>128 bits</th>
<th>192 bits</th>
<th>256 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plaintext block size</td>
<td>128 bits</td>
<td>128 bits</td>
<td>128 bits</td>
</tr>
<tr>
<td>Number of rounds</td>
<td>10</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>Round key size</td>
<td>128 bits</td>
<td>128 bits</td>
<td>128 bits</td>
</tr>
<tr>
<td>Expanded key size</td>
<td>1408 bits</td>
<td>1664 bits</td>
<td>1920 bits</td>
</tr>
</tbody>
</table>

Table 2.1: AES parameters [Sta06]

After the initial AddRoundKey stage, the number of rounds to be performed is based on the length of the key (see Table 2.1). When using AES with a 128-bit key, the master key is expanded into a 1408-bit key by a stage called KeyExpansion, yielding 128 bits for the initial AddRoundKey stage, and additional 1280 bits for 10 rounds of ciphering.

\[^3\text{Although Rijndael can be specified with a block size in any multiple of 32 bits between 128-bit and 256-bit, AES is specified to only use a data block size of 128 bits.}\]
The following paragraphs will briefly explain each stage of the AES algorithm: KeyExpansion, SubBytes, ShiftRows, MixColumns, and AddRoundKey. Readers familiar with the stages of AES are welcome to skip the next two pages.

In the official AES specification document [oSN], the 128-bit input data block is depicted as a square matrix of bytes. This block is copied into the State array, which is modified at each stage. After the final stage, State is copied to an output matrix. In the rest of this section, references to the State are the array which initially contained the plaintext.
KeyExpansion

The KeyExpansion stage is the very first stage initiated by the AES cipher, and provides round keys for the AddRoundKey stages. The expanded key (i.e. compilation of round keys) is derived by taking the master key as input and expanding this to a size that is sufficient to provide 128-bit round keys for each of the AddRoundKey stages of the cipher. The KeyExpansion process can be computed ahead of time, as a security-performance tradeoff. Details about how the KeyExpansion stage derives the expanded key can be found in [DR03, oSN].

SubBytes

In the SubBytes stage, each byte in the State is replaced with another according to a lookup table, the Rijndael S-box (found in [DR03]). This operation provides the non-linearity in the cipher. The S-box used, is derived from the multiplicative inverse over Galois Field, GF(2^8), which is known to have good non-linearity properties [Sta06]. This means that the output cannot be described as a simple mathematical function of the input. The S-box is also chosen to avoid both fixed points (S-box(a) = a) and opposite fixed points (S-box(a) = \overline{a}, where \overline{a} is the bitwise complement of a). The Inverse SubBytes stage is done the same way, but with a different lookup table, the Inverse Rijndael S-box (found in [DR03]).

ShiftRows

The ShiftRows stage operates, as the name implies, on the rows of the State. It cyclically left shifts the bytes in each row by a certain offset, except for the first row (which is left unchanged). On the second row, each byte is shifted one to the left. Similarly, on the third and fourth rows, each byte is shifted by offsets of two and three to the left respectively. This way, each column of the output state of the ShiftRows step is composed of bytes from each column in the input state. The Inverse ShiftRows stage performs the circular shifts in the opposite direction for each of the last three rows.
MixColumns

In the MixColumns stage, the four bytes of each column of the State are combined using an invertible linear transformation. The MixColumns function takes four bytes as input and outputs four bytes, where each input byte affects all output bytes. Together with ShiftRows, MixColumns provides diffusion in the cipher. Each column is treated as a polynomial over GF($2^8$) and is then multiplied modulo $x^4 + 1$ with a fixed polynomial $f(x) = 3x^3 + x^2 + x + 2$. The MixColumns and ShiftRows transformations ensure that after a few rounds, all output bits depend on all input bits [35]. The Inverse MixColumns stage reverses the diffusion made by the forward process by treating each column as a polynomial over GF($2^8$) multiplied modulo $x^4 + 1$ with the fixed polynomial $g(x) = 11x^3 + 13x^2 + 9x + 14$. This completely reverses the process since $f(x)$’s inverse is $g(x)$, $g(x) = f(x)^{-1} \text{mod}(x^4 + 1)$ [Sta06].

AddRoundKey

AddRoundKey is a simple stage where each byte of the State is bitwise XORed with a byte of a round key – effectively changing every bit of the State. For each time the AddRoundKey stage is performed in either encryption or decryption, a new round key is provided by the KeyExpansion stage. Although the other stages provide essential diffusion and confusion to the cipher, this is the only stage that mixes the actual key material into the State. The Inverse AddRoundKey stage is identical, because the XOR operation is its own inverse, $(a \oplus k) \oplus k = a$. 

Figure 2.5: AES MixColumns stage

Figure 2.6: AES AddRoundKey stage
2.1.4 Block Cipher Modes of Operation

As described in section 2.1.2, a cryptographic block cipher operates on data blocks of fixed length. But, because encrypting the same block of plaintext under the same key always produces the same ciphertext, several modes of operation have been invented. This is a way to add more variability to the encryption process, enabling block ciphers to provide confidentiality for messages of arbitrary block lengths, and optionally also provide authentication capabilities [MvOV01]. These benefits come at a slightly increased computational complexity, and are the reason why these designs are common.

The block cipher modes of operation can be divided into three main categories: confidentiality modes, authentication modes, and combined modes for confidentiality and authentication. The confidentiality modes are focused only on obscuring the original content, while the authentication modes are focused on assuring that the content has not been tampered with undetected. Thus, a combined mode for confidentiality and authentication is focused on both obscuring the original content and assuring that the content has not been tampered with. Notice that the difference between a dedicated authentication mode and hash function (whose purpose is also to assure that data has not been tampered with undetected) is that while the hash function is designed to be hard to invert⁴, the authentication mode bases its security on the knowledge of the secret key and the underlying cipher.

<table>
<thead>
<tr>
<th>Name</th>
<th>Confidentiality</th>
<th>Authentication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic CodeBook (ECB)</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Cipher-Block Chaining (CBC)</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Cipher FeedBack (CFB)</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Output FeedBack (OFB)</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Counter (CTR)</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Cipher-based Message Authentication Code (CMAC)</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Counter with CBC-MAC (CCM)</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Galois/Counter (GCM)</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 2.2: NIST approved block cipher modes of operation

Currently, NIST has officially approved eight block cipher modes of operations (see Table 2.2). Of these, five are confidentiality modes (ECB, CBC, CFB, OFB and CTR), one is an authentication mode (CMAC), and two are combined modes for confidentiality and authentication (CCM and GCM) [38]. However, NIST continuously receives suggestions for new modes of operation, and maintains a list of all proposed modes at [37].

The following paragraphs will give a detailed description of the two general-purpose confidentiality modes that is often used in disk encryption implementations, namely ECB and CBC [Fru05, 6].

⁴Hash functions are designed to be preimage resistant, 2nd preimage resistant, and collision resistant.
ECB: Electronic CodeBook

A cipher is rarely used as originally published. If this is the case, the cipher is said to be used in electronic codebook mode. But, since ECB denotes the absence of any further design, it is also often said that it does not fully qualify as a block cipher mode of operation [vT06]. The term codebook is used because, for a given key there exist a unique ciphertext for every block of plaintext. Therefore, we can imagine a gigantic codebook in which there is an entry for every possible plaintext pattern showing its corresponding ciphertext. Figure 2.7 and 2.8 depict the ECB mode encryption and decryption, respectively.

The fundamental disadvantage of this method is the same as the main reason for using modes of operating in the first place, namely that if the same block of plaintext appears more than once in the message, it always produces the same ciphertext. This is unfortunate, because if you know that the message always starts out with certain predefined fields, a cryptanalyst may have a number of known plaintext-ciphertext pairs to work with, and thus be able to recognize repetitive elements. The use of ECB in its original form is therefore often strongly discouraged [MvOV01]. In the past, the ECB mode was sometimes recommended for the encryption of keys; however, authenticated encryption (i.e. using a combined mode for confidentiality and authentication) would be a much better option for this particular application area [vT06].

However, if we slightly modify the ECB mode, or use it as a subroutine – the security concerns related to the ECB mode can be mitigated. Later in this thesis, we will see that there is several cipher modes designed for disk encryption that utilizes ECB – either “as is” or slightly modified.
CBC: Cipher Block Chaining

Cipher block chaining is a popular block cipher mode that tries to overcome the security deficiencies of ECB. In CBC mode, each block of plaintext is XORed with the preceding ciphertext block before being encrypted. This way, each encrypted block is dependent on all plaintext blocks processed up to that point. To produce the first block of ciphertext, an Initialization Vector (IV) is XORed with the first block of plaintext and then encrypted. This IV must be known to both the sender and receiver, but should at the same time be unpredictable for a third party. By varying this IV, one can ensure that the same plaintext is encrypted into a different ciphertext under the same key, which we have become to know is essential for secure encryption.

Figure 2.9 shows that the input to the encryption function is dependent on the XOR between the plaintext block and the previous ciphertext. Thus, repeating data patterns are not exposed [Sta06].

Figure 2.9: CBC mode encryption is expressed as $C_i = E_k(P_i \oplus C_{i-1})$ for $1 \leq i \leq n$, where $C_0 = IV$.

Figure 2.10 shows decryption, where the IV is XORed with the output of the decryption algorithm to recover the first block of plaintext. Correspondingly, proceeding plaintexts are recovered by XORing the output of the decryption function with the preceding ciphertext.

Figure 2.10: CBC mode decryption is expressed as $P_i = D_k(C_i) \oplus C_{i-1}$ for $1 \leq i \leq n$, where $C_0 = IV$.

The CBC mode is not completely parallelizable; while the CBC decryption process allows for parallelism and thus random access, the CBC encryption process is strictly a serial operation. But, CBC can be modified to support parallelism for both the encryption process and decryption process. [BDJR97] defines such a variant of the CBC mode that enables parallelism by dividing the plaintext into
If the CBC mode is to be used for disk encryption, a parallelism-friendly mode like the latter has to be used. By doing so, one avoids that all data blocks are chained together, which in turn would require one to re-encrypt the whole disk for each time new data is written. The way this is avoided is by cutting the CBC chaining for every disk sector and restarting with a new IV, so that it is possible to encrypt sectors individually.

The IV (or IVs) used by the CBC mode can be deduced in many different ways, depending on its application. The following bullet list presents a selection of IV deduction-methods most often associated with disk encryption:

- The most simple and straight-forward option is to choose a plain-IV. This implies that the IV is simply a bit representation of \( n \) (i.e. number of the last block) padded with zeros to the block size of the cipher used, if necessary. As being the simplest IV mode, it is also the most vulnerable.

- Another way to derive the IV is by using Encrypted Salt-Sector IV, short ESSIV\(^5\). This method derives the IV by combining the disk sector address with the hash of the key (used by the CBC block cipher). As the IV depends on private information (i.e. the key), the IV sequence is not known, and the attacks based on knowledge to the IV cannot be launched.

- The third and highly theoretical way is be to compute the IV by hashing the plaintext from the second block till the last block. This IV deduction-method is called Plumb-IV\(^6\). If a bit changes in one of the plaintext blocks, the first block is influenced by the change of the IV (since the IV is the hash of the other plaintext blocks). As the first encryption affects all subsequent encryption steps due to the chaining process, the whole sector is changed. The obvious weakness of this scheme is its performance, as data has to be processed twice – once for deriving the IV and once for actual ciphering process.

The main drawbacks of the CBC mode is that the encryption process is natively sequential, that messages must be padded to a multiple of the cipher block size prior to encryption, and that its susceptible to a wide range of cryptographic attacks when used with predictable IVs [Fru05]. Additionally, the CBC mode has shown to have a poor avalanche effect\(^7\) [EFD08a]. Despite, CBC is a well-used cipher mode in a wide range of cryptographic applications, but mostly in conjunction with other security enhancing techniques to mitigate its limitations and vulnerabilities.

---

\(^5\) Clemens Fruhwirth is the author of ESSIV, which was developed for Linux 2.6.10 to counter watermarking attacks [Fru05].

\(^6\) The name of this mode comes from Colin Plumb, who proposed this mode. Bruce Schneier also mentions this construction in [Sch06], but does not give a name for it.

\(^7\) In cryptography, the avalanche effect is the property of a cryptographic algorithm to significantly change an output when the input is changed slightly [Sta06]. For block ciphers or cipher modes this means that a small change in either key, IV or plaintext should cause a drastic change in the ciphertext. The actual term was first used by Horst Feistel, although the concept dates back to at least Shannon’s diffusion.
2.1.5 CTS: Ciphertext Stealing

Although the block cipher modes just described facilitates encryption and decryption of data lengthier than one block, they are not able to effectively handle data that is not evenly dividable into blocks. To address this issue, ciphertext stealing can be used. This is a technique that allows for ciphering of data that is not evenly dividable into blocks without resulting in an expansion of the ciphertext [Sch06].

In principle, any block-oriented confidentiality mode can use CTS, but since stream cipher-like modes can be applied to messages of arbitrary length without padding, they do not benefit from this technique. Thus, the modes of operation that is most often used in combination with CTS, is ECB and CBC [Sch06].

Although there exists multiple ways to implement CTS [vT06], the common for all is that the normal cipher mode procedure is used on all but the last two blocks of data, which are handled differently. Figure 2.11 and the following paragraphs will describe one way to handle the two last blocks of plaintext, denoted $P_{n-1}$ and $P_n$, when CTS is performed on ECB mode. In this description, the following functions are used:

- Head($data$, $a$) returns the first $a$ bits of the 'data' string.
- Tail($data$, $a$) returns the last $a$ bits of the 'data' string.

**ECB CTS encryption steps (see Figure 2.11a)**

1. The first step is to encrypt $P_{n-1}$ to create $E_{n-1} = E_k(P_{n-1})$. This is equivalent to the behavior of standard ECB mode.

2. The second step is to select the first $M$ bits of $E_{n-1}$ to create $C_n = \text{Head}(E_{n-1}, M)$. The final ciphertext block, $C_n$, is now composed of the leading $M$ bits of the second to last ciphertext block.

3. The third step is to pad $P_n$ with the low order bits from $E_{n-1}$, creating $D_n = P_n \parallel \text{Tail}(E_{n-1}, B-M)$.

4. Finally, the fourth step is to create $C_{n-1}$, which is done by encrypting $D_n$ from the previous step, $C_{n-1} = E_k(D_n)$.

**ECB CTS decryption steps (see Figure 2.11b)**

1. The first decryption step is to decrypt $C_{n-1}$, to find $D_n = D_k(C_{n-1})$. This undoes step 4 of the encryption process.

2. The second step is to pad $C_n$ with the extracted ciphertext in the tail end of $D_n$, making $E_{n-1} = C_n \parallel \text{Tail}(D_n, B-M)$.

3. The third step is to select the first $M$ bits of $D_n$ to create the last plaintext block $P_n = \text{Head}(D_n, M)$.

4. The fourth and final step is to decrypt $E_{n-1}$ to create the second to last plaintext block $P_{n-1} = D_k(E_{n-1})$. 
As we have seen from the latter example, implementing CTS requires buffering of the two most recent blocks of data, so that they can be properly processed at the end of the data stream. Thus, the cost of using CTS is a slightly increased complexity.
2.2 Disk Encryption

Encryption of data at rest can be divided into; file-level encryption, folder-level encryption (also called filesystem-level encryption), partition-level encryption, and disk-level encryption, as shown in Figure 2.12. This thesis will not take on the task to elaborate all these different types, but rather focus on disk-level encryption – referred to only as disk encryption from this point on.

![Data-at-rest Encryption](image)

Figure 2.12: Data at rest encryption can be divided into different types, based on granularity.

We define disk encryption as the cryptographic protection of data at rest when the storage media is a block oriented addressable device (e.g., a hard disk or flash disk). Disk encryption is almost exclusively implemented as an on-the-fly operation; i.e. data is encrypted before being written to the storage device, and decrypted only before use. The following sections will describe the various implementation types of disk encryption.

2.2.1 Hardware-based versus Software-based Encryption

The first distinguishable property of disk encryption is whether it is hardware-based or software-based (i.e. layer in which encryption is performed). Although there might be a mistake to even talk about hardware as opposed to software anymore, since almost all of our devices are a mix of software and hardware, it is a certain difference between hardware-based and software-based encryption.

The most evident difference between hardware-based and software-based encryption is that while hardware-based encryption is able to encrypt every single bit on the disk without exception, the software-based encryption techniques are not. The reasons for this are:

- The Master Boot Record (MBR) of a disk contains machine code instructions necessary to mount the disk, and thus has to be left unencrypted. If not, the computer software trying to mount the disk by reading these instructions, will only find obfuscated data that is not recognized, leaving the disk useless.

- Furthermore, if we want to boot from a software-encrypted disk, the pre-boot kernel must also be left unencrypted. The reason for this is that the blocks where the pre-boot kernel is stored, must be available before the operating system can boot, also meaning that the key has to be available before there is a user interface to ask for a password (called the boot key problem). However, one way to mitigate the vulnerabilities that this presents is to make the operating system hash the pre-boot kernel after boot and compare it against system variables to verify its integrity.
Hardware-based encryption avoids these limitations by transparently encrypting and decrypting every bit at a hardware-level, leaving the software completely unaware that there even exists any encryption.

However, although software-based encryption is not able to encrypt absolutely all the sectors on a disk, it still keeps the fundamental advantage of being able to protect user data even when the operating system is not active. For example, if the data is read directly from the disk when used as an auxiliary drive, the adversary will still only find data undistinguishable from random bits – given that the cipher mode used do not have any weaknesses that can be exploited.

We will not take on the task to debate all pros and cons of hardware-based and software-based encryption, but rather list a few selected advantages for both:

- **Hardware-based encryption** provides slightly better security by being able to encrypt every single bit on the disk, and because the keys used for encryption and decryption is not kept in the computers memory. The latter property avoids attacks like cold boot attack [HSH08].
- **Hardware-based encryption implementations** have for along time been using keys as small as 40 bits; even though this is a key length that is considered too short [oSN07]. But luckily, this practice has changed as vendors have started implementing the industry standard cipher, AES, in conjunction with cipher modes especially designed for disk encryption.
- **Hardware-based encryption** has traditionally been considered to achieve better performance than software-based, as the computer’s processing power is not used for the ciphering processes (stealing resources from the end-user), but rather a built-in computational device dedicated for this purpose.
- **Software-based encryption** is starting to gain ground on the performance area, with the proliferation of multi-core systems. This is good for software-based encryption because disk encryption is usually very parallelizable. The more cores a CPU gets, the faster software encryption will be – if implemented correctly. Nonetheless, modern computers usually have plenty of extra computational power available, which can be used for the ciphering process.
- **Software-based encryption** has the advantage of being able to be applied to any type of storage media, while the selection of disks employing hardware-based encryption is sparse.
- **Software-based encryption** has the advantage of cost, as software is cheaper than hardware. Since the marginal cost of software is close to zero, a software-based encryption solution will almost likely always be less expensive than an equivalent hardware-based solution.

In the future, hardware-based encryption drives will probably get better, but so will the services that are available on the core computer platform itself. The

---

8 Marginal cost is the change in total cost that arises when the quantity produced changes by one unit, i.e. the cost of producing one more unit of a good.
exponential gain described by Moore’s Law has so far benefitted CPUs and its subsystems faster and greater than it has for disk drives themselves. If the exponential gain continues, it will probably continue to affect the general-purpose systems quicker and more effectively than the special-purpose systems like hardware-based encryption solutions. But, as we have only superficially touched upon this topic, and therefore do not want to make any bold statements, we leave this section with saying that only the future will show if the duel between hardware-based and software-based encryption will continue, or if one will supersede the other.

Section 2.4 will describe the software-based disk encryption applications which at the time of writing feature XTS-AES encryption.

### 2.2.2 Narrow-block versus Wide-block Encryption

The second property that distinguishes different disk encryption types is narrow-block encryption and wide-block encryption.

Narrow-block algorithms, as the name implies, operate on small blocks of data. Although there is no universally standardized size, the block size used by narrow-block algorithms is usually 16 bytes. Wide-block algorithms on the other hand encrypt or decrypt a whole sector at the time, i.e. 512 bytes - the most common sector size\(^9\). Figure 2.13 depicts the difference between a block and a sector.

\[\text{Figure 2.13: The figure shows the difference between a (A) disk track, (B) geometrical sector, (C) disk sector, and (D) disk block.}\]

\(^9\)In the near future, it’s expected that the standard sector size will grow up to 1024, 2048, 4096 or even 8192 bytes [Fer06].
Narrow-block algorithms have the advantage of being more efficient, especially when considering hardware implementations [19]. The tradeoff is however that the smaller block size of the narrow-block algorithms provides finer granularity for certain type of attacks [CC07]. Wide-block algorithms are considered to be slow, as they have to process the data through multiple passes [25]. In applications that require streaming reads and writes, the delay or buffer requirements of most wide-block implementations can be prohibitive. But on the plus side, if an implementation has extra available buffer space, computing power, and latency tolerance, wide-block encryption provides better protection than narrow-block encryption [25]. Hence, this is a tradeoff that must be considered depending on the application area.

The P1619 Task Group selected the narrow-block mode XTS for IEEE Std 1619, prioritizing the added efficiency over the additional risk [CC07]. But, recognizing that wide-block encryption ultimately provides better security, P1619.2 was started as a separate project to study wide-block encryption [17].

As convention from this point on, we will use the term narrow-block when referring to a single data block of 16-byte, and the term sector or wide-block when referring to a 512-byte data block.

2.2.3 Transparent versus Authenticated Encryption

If the purpose of the encryption is only to protect the privacy of the data this is usually solved using a cryptographic cipher mode for confidentiality. If we also want to guarantee data integrity, this can be achieved by the use of authenticated encryption, which leads us to the last set of properties that distinguishes different types of disk encryption, namely whether the encryption transform is transparent or authenticated.

Transparent encryption is encryption that one is able to place into an existing data path without having to change the data layout or message formats of other components in the data paths [CC07]. This means that the encryption process can be implemented to occur in software, along the data path from the application layer to the storage device, or inside the storage device itself, all without having to modify the data transmission protocols or the data layout on the media.

Authenticated encryption on the other hand, is a type of encryption best suited for tape drives and not sector-level storage devices like hard disks and flash disks. The reason for this is that authenticated encryption produces an authentication tag with every ciphertext (or at least for every set of ciphertexts) to ensure data integrity. This conflict with a fundamental requirement for sector-level storage devices set by the way most disks store information. Disks normally store information in fixed-size sectors, which in turn are written to in a random order. These properties impose two constraints.

The first constraint is that encryption must be performed on a per-data unit basis – either a per-block basis or per-sector basis. The reason for requiring that encryption and decryption is done on a per-data unit basis is simply that
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the encryption or decryption of one data unit cannot depend on any other data unit. Consider the following scenario, where we suppose the encryption algorithm works in data units that is dependent on an arbitrary number of other data units. To write data unit \( x \), the system first have to read all the other data units that \( x \) is dependent on, decrypt them, and then encrypt all of them when the data unit \( x \) again is ready to be written back to the disk. Not only is this approach complex, but would also result in very low performance utilization. Furthermore, there are applications, such as databases, that rely on the fact that they can write to data unit \( x \) without danger of damaging data unit \( x - 1 \) or \( x + 1 \) [Fer06]. They use this property to ensure that no information (other than possibly the data unit that is being written) is lost in case of crash or power failure.

The second constraint is that the ciphertext cannot be larger than the plaintext. Although highly convenient with respect to data integrity, there is practically no extra room to store additional data, i.e. more room exists but it is infeasible to use it for providing data integrity [Fer06]. Thus, we cannot store message authentication code (MAC) values with the ciphertext. The rationale behind this constraint follows. We could map a 512 byte operating system sector into a 1024 byte disk-sector, but that would result in the loss of half the disk capacity, a price the average user will probably not be willing to pay. We could reserve one in every 16 data unit to store MAC values for the other 15 data units, but this has several problems. First of all, writing to data unit \( x \) means updating an additional data unit that contains MAC. This turns a write operation into a read-then-write operation with the associated performance loss. Furthermore, it could damage the MAC data unit (e.g., if there is a power failure), which would lead to the loss of the other 14 data units; also unacceptable. Finally, for various usability, manageability, and deployment reasons, it should be possible to enable and disable disk encryption.

Thus, we see that adding dedicated MAC data units modifies the disk layout and reduces the amount of available disk space in such a way that average users would not accept. Thus, although it is possible to use sector-level storage devices like hard disks and flash disks for authenticated encryption, it is highly impractical. This leaves authenticated encryption best suited for tape drives used for archive and backup.

To summarize this subsection, we re-capture the two requirements for all transparent encryption modes for block-oriented storage devices:

- The encryption transform must be applicable to individual data-units independently of other data-units and in arbitrary order. This is called the random-access property, and implies that no chaining between different data-units is possible.

- The encryption transform must be length-preserving, i.e. the length of the ciphertext must be equal to that of the plaintext. This means that the transform must be deterministic, and that it cannot store any nonce, IV, or message authentication code (MAC) value with the ciphertext.
2.3 Modes of Operation for Disk Encryption

Section 2.1.4 described two general-purpose cipher modes that can be used for disk encryption when slightly modified. However, there also exist cipher modes that are especially designed for disk encryption. The following paragraphs will describe the most commonly known disk encryption modes with the exception of the XTS mode, as a detailed description is given in chapter 3.

Please note that the following modes only describe encryption of data that is an integral number of either 16-byte or 512-byte blocks (i.e. one can say that they are used in a modified ECB mode even though they are modes of operations themselves). In other words, these techniques do not address how to handle data that is not evenly dividable into blocks. This means that in order to use any of the following algorithms in an implementation of disk encryption were the latter is required (e.g., disks using 520-byte sectors), one must address this issue by also choosing a length-preservation algorithm, e.g., ciphertext stealing.

2.3.1 LRW: Liskov, Rivest, Wagner

LRW is a tweakable narrow-block cipher mode, short for Liskov, Rivest, Wagner – the trio who inspired this mode with their paper “Tweakable Block Cipher” [LRW02]. This paper outlined the difference between a conventional block cipher and a tweakable block cipher, and introduced a generic construction for the latter; which became the basis of the LRW construction. LRW with AES as the underlying cipher was for a long time considered the most promising candidate for P1619 [CC04].

As we recall from 2.1.2, the characteristic feature of a tweakable block cipher mode is the use of a tweak value as an additional input to the ciphering process. The tweak used by LRW is made up by the multiplication between a secret key and the logical index of the data block being encrypted ($T = Key_2 \otimes n$, where $Key_2$ is the secret key, and $n$ is the logical index). The key used for this purpose is not to be derived from the key material of the block cipher (which uses another key - $Key_1$), but has to be supplied additionally [CC04]. By making the tweak dependent of the logical index, LRW effectively ties the ciphertext to a disk location, which in turn mitigates threats such as copy-and-paste attacks and malleability attacks (described in section 4.3).
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However, the cost of the modular multiplication, which is performed in \( GF(2^{128}) \) modulus \( x^{128} + x^7 + x^2 + x + 1 \), is a somewhat slower cipher, due to the complexity of implementing general multiplication [19]. But, an efficient implementation of LRW can make use of the fact that consecutive blocks having the same sector address (i.e., logical index) is able to reuse previously known tweaks (one can easily verify that \( T_{i+1} = K Ey_2 \odot (i + 1) = (K ey_2 \odot i) \oplus (K ey_2 \odot n) = T_i \oplus (K ey_2 \odot n) \)). Thus, one might create a precomputed table of values, making it possible to compute the tweak for a full 512-byte sector, for the cost of only 1 multiplication operation, 32 additions and a few integer increments [CC04].

### 2.3.2 XEX: XOR-Encryption-XOR

XEX is another tweakable narrow-block cipher mode, proposed by Rogaway in his paper “Efficient Instantiations of Tweakeable Blockciphers and Refinements to Modes OCB and PMAC” [Rog04]. XEX is actually a subroutine in Rogaway’s Offset CodeBook (OCB) mode, which is a combined mode for confidentiality and authentication. XEX in itself is a general-purpose algorithm, but when used for disk encryption facilitates efficient processing of consecutive blocks [19].

![XEX mode encryption](image)

The main construction of XEX is simple, XOR-Encrypt-XOR, but the composition of the tweak is slightly more complex. The tweak, as defined by [Rog04], is comprised of the encrypted value of an index multiplied with several other indexes \( (T = E_k(N) \odot \alpha_{i1}^1 \odot \alpha_{i2}^2 \odot \cdots \odot \alpha_{ij}^j) \). When used for disk encryption the tweak is represented as a multiplication between the sector address and two to the power of the block index inside the sector \( (T = E_k(N) \odot 2^i, \text{where } N \text{ is the sector address and } i \text{ is the block index}) \) [19]. There is some similarity between LRW and XEX, but it is worth emphasizing that while LRW is a cipher mode dedicated to disk encryption, XEX is considered a general block cipher construction which can be modified especially for disk encryption [Rog04].

XEX, when used for disk encryption, is considered not significantly less efficient than LRW [19]. XEX avoids the inconvenience of implementing general multiplication in \( GF(2^{128}) \), but still have to facilitate multiplication in the binary field \( GF(2) \) modulo \( x^{128} + x^7 + x^2 + x + 1 \). On the other hand, XEX requires two cipher calls for each encrypted block; one to encrypt the sector address and one to encrypt or decrypt the actual data block. However, an efficient implementation of XEX can make use of the fact that for consecutive blocks having the same sector address, the encryption of the sector address only has been done once and can be reused for that whole sector afterwards. Moreover, XEX avoids...
the time-consuming process of generating multiple keys, since it uses the same key for encrypting the sector address as it does for encrypting or decrypting the actual data block. The security proof of XEX is given in Rogaway’s paper [Rog04].

2.3.3 MCB: Masked CodeBook

MCB is yet another tweakable narrow-block cipher. This block cipher mode was proposed by El-Fotouh et al. in their paper “A New Block Mode of Operation for Disk Encryption” [EFD08b] in which they proclaim it to be very fast compared to other similar ciphers [EFD08b].

The distinguishing property of MCB is that it uses three keys. The first key (called the \( MKey \)) is used to generate a mask array – used to further variate the output of each block cipher operation. The second key is used to encrypt the tweak (called the \( TKey \)). Lastly, the third key is used for encryption or decryption of the actual data block (called the \( EKey \)). The mask matrix used by MCB contains enough masking data to be used with a whole sector at the time, without having to use the same mask twice. This mask is constructed using AES in counter mode [EFD08b].

\[ \text{Figure 2.16: MCB mode encryption} \]

As seen from Figure 2.16, the encryption process of MCB can be divided into three stages – one for each key. The first stage is to compute the tweak by encrypting the sector ID using the second key \( (T = E_{TKey}(\text{SectorID})) \). The next stage is to produce the masking values (denoted Mask\([n]\) and Mask\([32+n]\) in Figure 2.16), which are derived by XORing the tweak from the previous step with their respective row in the mask matrix. Then the last stage is the same as for XEX, namely XOR-Encrypt-XOR.

Thus, we observe that the MCB mode does not use any modular multiplication but rather a few extra XOR operations to variate the values used in the pre- and post-whitening processes. The authors of MCB argue that the MCB is secure as long as its three keys are not known to the adversary, and have thoroughly discussed the consequences of an adversary knowing one or two of the three keys in [EFD08b].
2.3.4 CMC: CBC-Mask-CBC

CMC is a tweakable wide-block cipher mode drafted by Halevi and Rogaway. This cipher mode uses the well known CBC mode in cascade, with a masking stage in between. After the first CBC processing, a mask is computed from the resulting ciphertext, which in turn is applied to all intermediate cipher blocks. This step causes interdependency among the cipher blocks. A second CBC processing is then performed, but now traversing the intermediate ciphertext in reversed order. As in normal CBC, this scheme also uses an IV, but the authors call it a tweak value. The tweak value serves as IV for both CBC steps, making the cipher mode a tweakable cipher mode.

CMC’s main advantage is that, since it uses two steps of CBC processing, it is able to reuse an existing implementation of CBC. But, as a consequence of the CBC steps, CMC is not parallelizable. The security proof for CMC is found in Halevi and Rogaway’s paper “A Tweakable Enciphering Mode” [HR03b].

2.3.5 EME: ECB-Mix-ECB

EME is another tweakable wide-block cipher mode developed by the duo Halevi and Rogaway. In contrast to CMC, EME is parallelizable and thus suitable as cipher mode for high speed storage devices [HR03a]. EME is based on a tweakable enciphering scheme described in the paper “A Parallelizable Enciphering Mode” [HR03a]. As the name suggests, EME uses the ECB mode as a subroutine, applying ECB mode encryption to the plaintext, followed by a mixing step, and then repeating another ECB mode encryption. The cipher mode structure is symmetric, and thus decryption is done the same way.

EME is considered as to having a two main advantages over CMC beyond only it’s parallelizability: that all block cipher calls in EME is done using one single key, instead of two; and that enciphering under EME only uses the forward direction of the block cipher, while deciphering only uses the backwards direction. These changes from CMC are convenient when using a cipher such as AES, where the two directions are substantially different [HR03a]. The security proof of EME is based on the assumption that the underlying block cipher used is secure [HR03a].

2.3.6 XCB: Extended CodeBook

XCB is yet another wide-block cipher mode, which utilizes a Luby-Rackoff structure [MF04]. This mode was developed by McGrew and Fluhrer of Cisco Systems, Inc. According to the authors, XCB’s application area is not only disk encryption, but also other areas where systems cannot allow data expansion, such as some network protocols. The XCB mode is based on a five-round Luby-Rackoff cipher in which the first and last rounds do not use the conventional Feistel structure, but makes use of a single block cipher invocation instead [MF04]. A fundamental drawback of XCB, EME, and CMC in their original form is that they are patented [20].
2.4 Disk Encryption Software

There is a vast amount of disk encryption software available, mainly dividable between two categories: commercial and open-source software. In addition, there is also software commercially bundled with operating systems like; BitLocker [23] for Windows Vista and FileVault [1] for Mac OS X v10.3 and later. The most popular open-source disk encryption software includes BestCrypt [5], CrossCrypt [10], dm-crypt [9], DriveCrypt [13], FreeOTFE [11], and TrueCrypt [45]. In the commercial category the list is even longer.

The following paragraphs will describe the open-source cryptographic software which, at the time of writing, features disk encryption using AES in XTS mode. But first, for the sake of simplicity and later discussion, we define three classes of disk encryption software.

Full disk encryption (1)

Encryption software employing full disk encryption encrypts every single bit of data on a disk or partition. The only sector which is not encrypted is the MBR. This sector contains machine code instructions necessary to mount the disk, and thus have to be left unencrypted. This encryption type is suitable for non-system disks when using software-based encryption solutions.

Full system disk encryption (2)

As mentioned above, the term full disk encryption is used when every bit of data on a disk is encrypted. However, if every single bit of data on a disk is encrypted, it will not be possible to boot from that disk (even though the MBR is left unencrypted). Encryption software employing full system disk encryption thus encrypts every bit of data, except the pre-boot kernel and MBR. This encryption type is suitable for system disks (i.e. disks containing the operating system) when using software-based encryption solutions.

Virtual encrypted partition (3)

Encryption software supporting virtual encrypted partitions features standalone file containers that can be mounted as disks or read/written using any other method. These file containers are normal files that can be moved, renamed, and deleted, the same way as other files. Although this is not disk encryption per say, it is included since most disk encryption software also includes this functionality.

![Figure 2.17: The figure illustrates the difference between (1) full disk encryption, (2) full system disk encryption, and (3) virtual encrypted partitions.](image-url)
2.4.1 TrueCrypt

TrueCrypt [45] is free open-source disk encryption software for Windows, Mac OS X, and Linux. It features strong 256-bit encryption using XTS mode with AES, Twofish, or Serpent block cipher, or all three of them in cascade mode. As of version 5.1, the Windows version of TrueCrypt supports full system disk encryption, as well as full disk encryption and file containers that may be mounted as virtual encrypted partitions.

![TrueCrypt main window](image)

Figure 2.18: TrueCrypt main window

Once disk encryption is applied, or a virtual encrypted partition is mounted, the encryption/decryption is entirely transparent, and except from a small TrueCrypt icon in task bar there is no visual sign of encryption. If full system disk encryption is applied, the user is met with an authentication screen at boot. As of version 6.1, it is even possible to prevent an adversary that is watching you start your computer from knowing that TrueCrypt is in use by turning off all text in the pre-boot authentication screen. This way, when you start the computer, no texts will be displayed by the TrueCrypt boot loader (not even if you enter the wrong password). The computer will appear to be “frozen” while you can type your password [47]. Furthermore, as of version 6.1 it is also possible to create a separate Hidden Operating System [47].

Virtual encrypted partitions exists as normal files on the host filesystem, and must be opened and mounted by TrueCrypt, either by using the main window (depicted in Figure 2.18) or shell commands.
In addition to its encryption features, TrueCrypt provides two levels of plausible deniability, in case an adversary forces you to reveal the password: by the use of hidden volume\textsuperscript{10} and the fact that no TrueCrypt volume can be identified (i.e. cannot be distinguished from random data) \cite{47}. One weakness with this scheme is that this feature is not likely to hide the volumes from a seasoned adversary, as there will be disk space that cannot be accounted for, unless they are sufficiently small.

2.4.2 FreeOTFE

FreeOTFE \cite{11} is another transparent disk encryption program. It supports both PCs (running Windows 2000/XP/Vista) and PDAs (running Windows Mobile 2003/2005/6). Block ciphers supported by FreeOTFE include AES, Blowfish, RC6, Serpent, Twofish, and others \cite{12}. Unlike TrueCrypt, which supports full system disk encryption, FreeOTFE only supports full disk encryption and virtual encrypted partitions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{freeotfe.png}
\caption{The FreeOTFE window showing a virtual encrypted partition (G:) and a disk which is full disk encrypted (H:).
}
\end{figure}

The characteristic feature about FreeOTFE is that it provides a modular architecture allowing third parties to implement additional algorithms if required. Originally, FreeOTFE only offered encryption using CBC with ESSIV, but as of version 3.0, the LRW and XTS modes were also introduced \cite{12}.

Similar to TrueCrypt, FreeOTFE also allows any number of hidden volumes to be created, providing both plausible deniability and deniable encryption.

\textsuperscript{10}Known as steganography, which is the art and science of writing hidden messages in such a way that no-one apart from the sender and intended recipient even realizes there is a hidden message, a form of security through obscurity \cite{Kah97}. By contrast, cryptography obscures the meaning of a message, but it does not conceal the fact that there is a message.
2.4.3 dm-crypt

dm-crypt [9] is included in Linux kernel versions 2.6 and later, and is able to perform full system disk encryption, full disk encryption, make virtual encrypted partitions, and encrypt specific files. dm-crypt uses cryptographic routines from the UNIX kernel’s Crypto API [24], supporting modes of operations like XTS, LRW, and CBC with ESSIV.

Used with initrd\footnote{initrd or the initial ramdisk is a temporary file system commonly used by the Linux kernel during boot. The initrd is typically used for making preparations before the real root file system can be mounted.}, dm-crypt is also able to provide a pre-boot authentication mechanism similar to TrueCrypt. Furthermore, dm-crypt encrypted disks can be accessed and used under Windows using FreeOTFE, provided that the filesystem used is supported by Windows (i.e. FAT/FAT32/NTFS). ext3 and ext2 filesystems can also be mounted using the ext2 Installable File System driver for Windows [41].

![Figure 2.20: The drive map in the partition software GParted show that the dm-crypt partition (/dev/sda4) is unrecognized, while the other LVM volumes is recognized as distinct filesystems.](image)

The dm-crypt device mapper target resides in the kernel space of Linux, and is concerned only with encryption and decryption – it does not interpret any data itself. It relies on user space front-ends to create and activate encrypted volumes, and manage authentication. At least two frontends are currently available: cryptsetup [9] and cryptmount [8].
Chapter 3

IEEE Std 1619-2007

IEEE Std 1619 [CC07] is the most recent IEEE standard regarding the encryption of data on block-oriented storage devices. It was approved by the IEEE-SA Standard Board in December 2007 [2] and published in April 2008.

The purpose of this chapter is give a complete and detailed description of IEEE Std 1619-2007; that describes the XTS-AES algorithm and a standard for XML-based key export format. First, we will briefly skin the history of this standard describing the various solutions considered. Next, we will describe the scope of the standard, comparing it with the other family members of Project 1619. Then, after shortly discussing related work we will elaborate on the XTS-AES algorithm by first describing the general XTS mode and then thoroughly explaining XTS-AES and its encryption and decryption procedures. Lastly, we will address the XML-based key export format.

3.1 History

IEEE Std 1619 started out as Project 1619 in August 2002 after the formation of IEEE Computer Society’s Security in Storage Working Group (SISWG). Originally, the objective of the project was to create one encryption standard suitable for data storage devices [HC03]. But starting from mid 2005, the objective of P1619 was divided up into several sub projects (see Figure 3.1), each with its own scope, whereas P1619’s became narrow-block encryption.

Before the P1619 were split into several sub projects, the first mode of operation which was considered was the wide-block EME mode, created by Shai Halevi and Phil Rogaway in 2003. The EME transform was proposed to be used with AES as the underlying cipher, acting on data blocks of 512 bytes. The draft proposal mode was called EME-32-AES, and is described in [CC03]. This mode was however proven vulnerable by Antoine Joux in his paper “Cryptanalysis of
the EMD Mode of Operation\textsuperscript{1} [Jou03], which was presented at EuroCrypt 2003.

This led to the next mode considered by SISWG for P1619, namely the narrow-block LRW mode. LRW was also proposed to be used with AES as the underlying cipher, but would operate on data blocks of 128 bits. The draft proposal mode was called LRW-AES, and is described in [CC04]. The LRW mode was suggested in April 2004, and was until mid 2006 considered the most promising candidate for P1619. During this period, the scope of P1619 also changed to focus merely on narrow block encryption modes. But LRW fell when Niels Ferguson of Microsoft noted in Crypto 2006 that you can leak the tweak key if encrypted with itself [3]. Consequently in August 2006 after a straw poll in SISWG, the P1619 Task Group abandoned LRW [19].

When the focus of P1619 changed to narrow-block encryption modes specifically, Mart Somera pointed SISWG to the XEX mode in January 2006 [3]. But being a general purpose algorithm, the P1619 Task Group had to customize its construction. Without going into details (because those will shortly be described in the following sections) the result was a XEX-based algorithm called XTS-AES, which in turn was chosen to be included in the standard. P1619 was approved in December 2007 and named IEEE Std 1619: Cryptographic Protection of Data on Block-Oriented Storage Devices, describing the XTS-AES encryption algorithm and a standard for an XML-based key-export format.

In early 2008, IEEE submitted XTS to NIST for consideration as an encryption mode of operation for the AES block cipher. NIST held a public review period from June 2008 to September 2008 and very recently, Matthew Ball, the Chair of SISWG, announced in an email [27] to the P1619 Task Group that NIST had accepted XTS as an approved mode of operation for AES under FIPS 140\textsuperscript{2}.

3.2 Scope

The scope of IEEE Std 1619 is to define a standard architecture for cryptographic protection of data on block-oriented storage devices [CC07]. This architecture consists of two elements, namely XTS-AES and a XML-based key backup structure.

XTS-AES, which is usually considered the main part of the standard, is a transparent narrow-block encryption mode of operation especially designed for disk encryption that can be implemented in both software and hardware. The other main part of the standard is the XML-based key backup structure that aims to facilitate an application independent way of sharing the keys used in encryption and decryption processes. This is achieved by defining the key material and necessary settings in the unified data format XML.

\textsuperscript{1}Notice that the article is a cryptanalysis of the Encrypt-Mask-Decrypt (EMD) mode. But EME, which only differs from EMD by not being parallelizable, is also subject to the same attacks [Jou03].

\textsuperscript{2}The Federal Information Processing Standard 140 (FIPS) are series of publications numbered 140 which are a U.S. government computer security standards that specify requirements for cryptography modules. As of December 2006, the current version of the standard is FIPS 140–2, issued on 25 May 2001 [36].
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Figure 3.1: The scope of IEEE Std 1619 is to define a standard architecture for cryptographic protection of data on block-oriented storage devices.

In the future, IEEE Std 1619 will be complemented by P1619.2 and P1619.3. P1619.2 is aimed at defining a standard for wide-block encryption [17]. This will complement IEEE 1619 by providing an alternative storage encryption algorithm for block-oriented storage devices, but with a wide-block granularity. P1619.3 will complement the XML-based key-backup structure defined in IEEE Std 1619 by also defining methods for the storage, management, and distribution of cryptographic keys used for the protection of stored data [18].

As depicted by Figure 3.1, there is also one more family member, namely P1619.1. P1619.1 was approved and published as IEEE Std 1619.1 together with IEEE Std 1619. As the name of the standard suggests, it describes methods and algorithms for authenticated disk encryption [16]. In light of the difference explained in section 2.2.3, we are able to identify it as a standard suitable for tape drives, and not primarily block-oriented storage devices such as hard disks and flash disks, which is the scope of IEEE Std 1619 and P1619.2.

3.3 Related Work

To our knowledge, there is no other initiative specifically aimed for standardizing narrow-block encryption. However, IEEE’s SISWG is not the only standardization body involved in storage security initiatives in general. In addition to SISWG, the Internet Engineering Task Force (IETF), InterNational Committee for Information Technology Standards (INCITS), International Organization for Standardization/International Electrotechnical Commission Joint Technical Committee (ISO/IEC JTC1), Storage Networking Industry Association (SNIA), Distributed Management Task Force (DMTF), and Trusted Computing Group (TCG) all have projects related to storage security [14].

Of these, the standardization body most often referred to in popular media is TCG, which recently announced release of final versions of their storage specifications named Opal Security Subsystem Class Specification for PC clients and Enterprise Security Subsystem Class Specification for data center storage [39]. However, these are both specifications for hardware-based encryption solutions, yielding them interesting only to storage device vendors. Moreover, they do not recommend any specific mode of operation other than using the AES cipher [6].
3.4 XTS-AES

XEX-based Tweakable CodeBook mode with Ciphertext Stealing (XTS)\(^3\) is the disk encryption mode of operation proposed by the P1619 Task Group. XTS with AES as the underlying block cipher gave birth to the tweakable narrow-block encryption algorithm \textit{XTS-AES}. XTS-AES comes in two flavors: XTS-AES-128 and XTS-AES-256. As the names suggest XTS-AES-128 is the mode using 128-bit keys, and XTS-AES-256 is the mode using 256-bit keys. To be compliant with the standard, an implementation must support at least one of the above modes [CC07].

The XTS cipher mode can be broken down into three parts, namely: the XEX-based construction, tweakable codebook mode, and ciphertext stealing. The following paragraphs will give a very brief and holistic description of the XTS mode, while later sections will describe the XTS-AES cipher mode in detail.

The XEX-based construction means that XTS follows the same steps as XEX, when the general-purpose algorithm XEX is modified for disk encryption (see Figure 3.2). One important modification from the XEX design is however the use of two keys, instead of one. The first key (Key\(_1\)) is needed in the encryption step of XOR-Encrypt-XOR. While the second key (Key\(_2\)) is used to encrypt the position address value.

The term tweakable codebook mode (TCB) comes from the fact that XTS uses electronic codebook mode (ECB), but with two additional inputs in each ciphering step, hence the name tweakable. Although the ECB based nature of XTS is not clearly illustrated in the figure above because it only depicts the encryption of a single data block, the ECB similarity of TCB will become clear when encryption and decryption of multiple data blocks is described later in this chapter.

Lastly, in order to adapt the algorithm to also be able to process data that is not dividable into even 128-bit blocks, XTS makes use of the ciphertext stealing (CTS) technique when needed.

\(^3\)Although XEX-TCB-CTS should be abbreviated as XTC, “C” was replaced with “S” (for “stealing”) to avoid confusion with the abbreviation for the ecstasy drug, which is also XTC.
Before continuing with a detailed description of how XTS-AES encryption (3.4.1) and decryption (3.4.2) is performed, the next couple of paragraphs will define some key terms used to describe XTS-AES.

**Data block.** In data storage, a block is a sequence of bits or bytes, having a nominal length (i.e. a block size). The XTS-AES algorithm refers to a data block as the single block of plaintext or ciphertext of 128 bits in size. According to the standard, each data block is assigned a non-negative block number [CC07].

**Data unit.** A data unit on the other hand is the sequence of one or more data blocks. Figure 3.3 depicts such a sequence of data blocks, comprising a data unit. According to the standard, each data unit must be assigned a position address (logical address or sector address) that is a non-negative integer [CC07].

![Figure 3.3:](image) The number of 128-bit blocks in a data unit shall not exceed $2^{128} - 2$ [CC07].

The mapping between the data unit and the transfer, placement, and composition of data on the storage device is however not defined by IEEE Std 1619. But, in order to be compliant with the standard, an implementation must include documentation describing this mapping [CC07]. Thus, an encrypted data unit does not necessarily have to correspond to a physical block address on the storage device, hence the generic term position address.

**Tweak.** As described in section 2.1.2, a tweak is an extra input used to further variate the output of a cryptographic function. The tweak used in XTS-AES is a 128-bit value, represented by the multiplication between the encrypted value of the position address (either a logical address or sector address) of the data, with two (2) to the power of the block number inside the data unit.

**Key scope.** Key scope is defined as a range of data encrypted with the same XTS-AES key. The key scope is identified by three non-negative integers:

- The position address corresponding to the first data unit
- The size in bits of each data unit
- The number of units to be encrypted/decrypted under the control of this key

An XTS-AES key shall not be associated with more than one key scope. The reason for this restriction is that encrypting more than one block with the same key and same index introduces vulnerabilities that might potentially be used in an attack on the system [CC07].

**Modular multiplication.** $\otimes$ is used in the following figures to denote modular multiplication of two polynomials over the binary field $\text{GF}(2)$, modulo $x^{128} + x^7 + x^2 + x + 1$. Details about how modular multiplication is performed can be found in [MvOV01, Sta06].
3.4.1 XTS-AES Encryption Procedure

Encryption of a Single Data Block

The most elementary building block of the XTS-AES algorithm (after the AES cipher, of course) is the scheme for encrypting a single 128-bit block of plaintext. In IEEE Std 1619, this is denoted $XTS\text{-AES-blockEnc}$ and expressed mathematically in Equation 3.1, and graphically in Figure 3.4.

\[
C \leftarrow XTS\text{-AES-blockEnc}(Key, P, i, j) \tag{3.1}
\]

where

- $Key$ is the 256 or 512 bit XTS-AES key, which is composed by two fields of equal size, namely $Key_1$ and $Key_2$, such that $Key = Key_1 \| Key_2$.
- $P$ is a 128-bit block of plaintext
- $i$ is a 128-bit value representing the position address
- $j$ is the sequential number of the 128-bit block inside the data unit
- $C$ is the 128-bit block of ciphertext resulting from this operation

As seen from Equation 3.1, $XTS\text{-AES-blockEnc}$ takes four inputs; the key set, 128 bits of plaintext, the position address, and a block number; which is used to produce 128 bits of ciphertext. The encryption procedure of XTS-AES for a single 128-bit data block follows. First, the position address ($i$) is encrypted using $Key_2$ and multiplied with $2^j$. Two (2) represents the second element of GF($2^{128}$) that corresponds to the polynomial $x$ (i.e. 0x216 in hexadecimal, and 0000...0010 in binary), and $j$ is the sequential number of the 128-bit block inside the data unit being processed.

The result of the modular multiplication is the Tweak ($T$), which is used twice; first to be XORed with the plaintext, resulting in $PP$; and secondly XORed with $CC$ (the result of encrypting $PP$ with $Key_1$), which gives the ciphertext.
Encryption of a Data Unit

As data can be of variable length, Equation 3.2 and Figure 3.5 describes the encryption procedure for a data unit consisting of multiple data blocks.

\[ C \leftarrow \text{XTS-AES-Enc}(\text{Key}, P, i) \]  

(3.2)

where \( \text{Key} \), \( P \), \( i \) and \( C \) is defined the same way as for Equation 3.1.

The plaintext is first partitioned into \( n \) blocks, \( P = P_1 | ... | P_{n-1} | P_n \). If the plaintext size is evenly dividable into \( n \) 128-bit blocks, the XTS-AES-Enc procedure is done straight forward in tweakable codebook mode with the position address \( (i) \) and the block number \( (j) \) as additional inputs.

On the other hand, if the plaintext size is not dividable in 128-bit blocks, CTS is used. This means that the first \( n-2 \) blocks \( P_1, ..., P_{n-2} \) are encrypted as in the latter case (plaintext is dividable in 128-bit blocks), while the second to last block \( P_{n-1} \) and last block \( P_n \) utilizes the CTS technique depicted in Figure 3.6.

After encrypting the plaintext blocks \( P_1 \) to \( P_{n-2} \) in normal TCB mode, \( P_{n-1} \) is also encrypted, but the result \( (CC) \) is split in to two; \( C_n \) which becomes the last block of ciphertext, and \( CP \) which is used as input to the last encryption operation \( (PP) \), along with the last bits of the plaintext \( P_n \). This last encryption operation results in the second to last ciphertext, namely \( C_{n-1} \).
3.4.2 XTS-AES Decryption Procedure

Decryption of a Single Data Block

Decryption of a single data block is almost the exact opposite of encryption described in section 3.4.1. In IEEE Std 1619, this is denoted $XTS$-$AES$-$\text{blockDec}$ and expressed mathematically in Equation 3.3, and graphically in Figure 3.7.

$$P \leftarrow XTS$-$AES$-$\text{blockDec}(Key, C, i, j)$$  \hspace{1cm} (3.3)

where

- $Key$ is the 256 or 512 bit XTS-AES key, which is composed by two fields of equal size, namely $Key_1$ and $Key_2$, such that $Key = Key_1 \| Key_2$.
- $C$ is a 128-bit block of ciphertext
- $i$ is a 128-bit value representing the position address
- $j$ is the sequential number of the 128-bit block inside the data unit
- $P$ is the 128-bit block of plaintext resulting from this operation

![Diagram of XTS-AES blockDec](image)

If we were to compare Figure 3.7 with Figure 3.4, we see that the only difference is that while $XTS$-$AES$-$\text{blockEnc}$ makes use of the AES encryption procedure, $XTS$-$AES$-$\text{blockDec}$ uses the reverse procedure (i.e. AES decryption). But, notice that the AES encryption process is still used to derive the tweak $T$, as it is impossible to use the reverse procedure and still get the correct $T$. The decryption procedure of XTS-AES for a single 128-bit data block follows.

Just like for encryption, the position address ($i$) is encrypted using $Key_2$ and multiplied with $2^j$ in GF($2^{128}$). Where two (2) still is the second element of GF($2^{128}$) that corresponds to the polynomial $x$, and $j$ still is the sequential number of the 128-bit block inside the data unit being processed. The result of modular multiplication is ($T$), which is used twice; first to be XORed with the ciphertext, resulting in $CC$; and secondly XORed with $PP$, which in turn gives the plaintext.
Decryption of a Data Unit

Just like the encryption process of a data unit needs to take into account that data can be of variable length, so must the decryption process. Equation 3.4 and Figure 3.8 describes the decryption procedure for a data unit consisting of a multiple data blocks.

\[ P \leftarrow \text{XTS-AES-Dec}(Key, C, i) \]  

(3.4)

where \(Key\), \(C\), \(i\) and \(P\) is defined the same way as for Equation 3.3.

![Figure 3.8: XTS-AES-Dec used on plaintext dividable in 128-bit blocks. Notice the use of XTS-AES-blockDec as a subroutine.](image)

The ciphertext is first partitioned into \(n\) blocks, \(C = C_1 \mid ... \mid C_{n-1} \mid C_n\). If the ciphertext size is evenly dividable into \(n\) 128-bit blocks, the XTS-AES-Dec procedure is done straight forward in tweakable codebook mode using the position address \((i)\) and the block number \((j)\) as additional inputs.

But if the ciphertext size is not dividable in 128-bit blocks, CTS is used. This means that the first \(n-2\) blocks \(C_1,...,C_{n-2}\) are decrypted as in the latter case (plaintext is dividable in 128-bit blocks), while the second to last block \(C_{n-1}\) and last block \(C_n\) utilizes the CTS technique depicted in Figure 3.9.

![Figure 3.9: XTS-AES-Dec used on plaintext not dividable in 128-bit blocks](image)

After decrypting the plaintext blocks \(C_1\) to \(C_{n-1}\) in normal TCB mode, \(C_{n-1}\) is also decrypted, but the result \((PP)\) is split in to two; \(P_n\) which becomes the last block of plaintext, and \(CP\) which is used as input to the last decryption operation \((CC)\), along with the last bits of the ciphertext \(C_n\). This last decryption operation results in the second to last plaintext, namely \(P_{n-1}\).
3.5 XML-based Key-Export Format

The IEEE 1619 standard also defines a XML-based key-export format. A device compliant with this standard must consequently also support its key backup structure [CC07].

The key backup structure provides all the information that is needed in order to decrypt an arbitrary number of data units that is encrypted with XTS-AES. But before we begin describing the key backup structure, the following paragraphs will clarify and define some terms used later on.

XML

Extensible Markup Language (XML) [53] as the well-known general-purpose markup language is used to represent the key backup structure of IEEE Std 1619. Describing the key in such a unified format facilitates application independent ways of sharing key material, which is one the goals of the IEEE Std 1619 [CC07].

DTD

While XML is a markup language used to create other markup languages, a Document Type Definition (DTD) [52] is needed to create and describe the language. In our setting, a DTD is used to define the elements that need to be present in the key backup structure.

Base64

Base64 refers to a specific content transfer encoding. It is used as a generic term for any similar encoding scheme that encodes binary data by treating it numerically and translating it into a base 64 representation. As we will see later on, some of the content in the key backup structure is encoded with Base64, according to IETF RFC 3548 [21].

Without going into details, Base64 encoding obfuscates the original content into a form that is not human readable. The Base64 encoding used in the key backup structure defined by IEEE 1619 can be compared to substitution ciphering⁴. The substitution table and other detailed information regarding the Base64 encoding can be found in RFC 3548.

---

⁴Substitution ciphering is a method of encryption by which units of plaintext are replaced with ciphertext according to a regular system or substitution table [Sta06]. The receiver deciphers the text by performing an inverse substitution.
3.5.1 Key Backup Structure Overview

The leftmost column of Table 3.1 lists the five elements that need to be present in the key backup structure in order to be compliant with IEEE Std 1619. Each of these is explained further in their respective tables below, while an example of a XML document that fulfills these is shown in 3.5.2. Tables are adapted from [CC07].

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>StructureID</td>
<td>Identifier of current structure</td>
<td>Table 3.2</td>
</tr>
<tr>
<td>Standard</td>
<td>Standard identifier</td>
<td>Table 3.3</td>
</tr>
<tr>
<td>KeyScope</td>
<td>Key scope</td>
<td>Table 3.4</td>
</tr>
<tr>
<td>Transform</td>
<td>Transform description</td>
<td>Table 3.5</td>
</tr>
<tr>
<td>KeyMaterial</td>
<td>Key material and its length</td>
<td>Table 3.6</td>
</tr>
</tbody>
</table>

Table 3.1: Key backup structure

StructureID

<table>
<thead>
<tr>
<th>Element</th>
<th>Size</th>
<th>XML Encoding</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>16 bytes</td>
<td>Base64</td>
<td>General identifier for the key backup structure.</td>
</tr>
<tr>
<td>Comment</td>
<td>Up to 1024 bytes</td>
<td>Text</td>
<td>A text description provided by the vendor.</td>
</tr>
</tbody>
</table>

Table 3.2: StructureID contains the information needed to uniquely identify a particular instance of a key backup structure.

Standard

<table>
<thead>
<tr>
<th>Element</th>
<th>Size</th>
<th>XML Encoding</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>StandardNumber</td>
<td>Up to 128 bytes</td>
<td>Text</td>
<td>Number of the standard used. Shall be IEEE STD 1619-2007.</td>
</tr>
<tr>
<td>StandardComment</td>
<td>Up to 256 bytes</td>
<td>Text</td>
<td>Any additional standard-related information.</td>
</tr>
</tbody>
</table>

Table 3.3: Standard defines information about the standard to which the data units were encrypted. Shall be set to IEEE STD 1619-2007.
KeyScope

<table>
<thead>
<tr>
<th>Element</th>
<th>Size</th>
<th>XML Encoding</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KeyScopeStart</td>
<td>16 bytes</td>
<td>Integer</td>
<td>Value of the tweak associated with the first data unit in the scope.</td>
</tr>
<tr>
<td>DataUnitSize</td>
<td>16 bytes</td>
<td>Integer</td>
<td>The number of bits in one data unit that is covered by the current key.</td>
</tr>
<tr>
<td>KeyScopeLength</td>
<td>16 bytes</td>
<td>Integer</td>
<td>The number of data units that are covered by the current key.</td>
</tr>
</tbody>
</table>

Table 3.4: KeyScope defines the scope of the key material that is identified in the key backup structure. The KeyScope is a sequence of data units, numbered consecutively starting at a certain position.

Transform

<table>
<thead>
<tr>
<th>Element</th>
<th>Size</th>
<th>XML Encoding</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TransformName</td>
<td>Up to 16 bytes</td>
<td>Text</td>
<td>The transform name.</td>
</tr>
</tbody>
</table>

Table 3.5: The Transform name shall be one of the supported strings, XTS-AES-128 or XTS-AES-256.

KeyMaterial

<table>
<thead>
<tr>
<th>Element</th>
<th>Size</th>
<th>XML Encoding</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>KeyLength</td>
<td>2 bytes</td>
<td>Integer</td>
<td>Length (in bits) of the key. Allowed values are 256 (for XTS-AES-128) and 512 (for XTS-AES-256).</td>
</tr>
<tr>
<td>KeyValue</td>
<td>Variable</td>
<td>Base64</td>
<td>The value of the key.</td>
</tr>
</tbody>
</table>

Table 3.6: KeyMaterial is defined by the KeyLength and KeyValue.
3.5.2 XML Format

The DTD for key backup format is shown in Figure 3.10, while an example of an XML document following this DTD is shown in Figure 3.11.

```xml
<!ELEMENT KeyBackup (StructureID, Standard, KeyScope, Transform, KeyMaterial)>  
<!ELEMENT StructureID  (ID, Comment?)>  
<!ELEMENT ID (#PCDATA)>  
<!ELEMENT Comment   (#PCDATA)>  
<!ELEMENT Standard   (StandardNumber, StandardComment?)>  
<!ELEMENT StandardNumber (#PCDATA)>  
<!ELEMENT StandardComment (#PCDATA)>  
<!ELEMENT KeyScope (KeyScopeStart, DataUnitSize, KeyScopeLength)>  
<!ELEMENT KeyScopeStart  (#PCDATA)>  
<!ELEMENT DataUnitSize   (#PCDATA)>  
<!ELEMENT KeyScopeLength  (#PCDATA)>  
<!ELEMENT Transform   (TransformName)>  
<!ELEMENT TransformName  (#PCDATA)>  
<!ELEMENT KeyMaterial  (KeyLength, KeyValue)>  
<!ELEMENT KeyLength   (#PCDATA)>  
<!ELEMENT KeyValue    (#PCDATA)>  
```

Figure 3.10: DTD for key backup format [CC07]

```xml
<?xml version="1.0" encoding="ISO-8859-1" standalone="no"?>  
<!DOCTYPE KeyBackup SYSTEM "keybackup.dtd">  
<KeyBackup>  
  <StructureID>  
    <ID Encoding="Base64">YUBlJHJqMDNhWjFAJCVwXQ==</ID>  
    <Comment>Comment text here</Comment>  
  </StructureID>  
  <Standard>  
    <StandardNumber>IEEE STD 1619-2007</StandardNumber>  
    <StandardComment>Disk</StandardComment>  
  </Standard>  
  <KeyScope>  
    <KeyScopeStart Encoding="Integer">0</KeyScopeStart>  
    <DataUnitSize Encoding="Integer">4096</DataUnitSize>  
    <KeyScopeLength Encoding="Integer">1083</KeyScopeLength>  
  </KeyScope>  
  <Transform>  
    <TransformName>XTS-AES-256</TransformName>  
  </Transform>  
  <KeyMaterial>  
    <KeyLength Encoding="Integer">512</KeyLength>  
    <KeyValue Encoding="Base64">IUApKFQlWEpHJCkoVypUJVgoKU5UJVdYKShXJVhOSlJFR0gpSCgjJWd0eDk3d3h0NW03NTNobXR4ISNkZjRzZw==</KeyValue>  
  </KeyMaterial>  
</KeyBackup>
```

Figure 3.11: An example XML document containing a key for a single key scope [CC07].
A key backup structure such as the one depicted in Figure 3.11, can further be protected by encrypting the key material part (KeyMaterial defined in Table 3.6). This is done by encrypting the <KeyValue></KeyValue> part with XML-ENC [51] and embedded within the XML key backup structure. Any key wrap algorithm allowed by the XML-ENC specification can be used, but it is mandatory to at least support NIST AES-CBC-256 [CC07].

The location of the wrapping key (i.e. the key used to encrypt the XTS-AES key) is not specified in IEEE Std 1619. But, the cryptographic strength of the wrapping keys should be at least equivalent to the strength of the storage encryption keys wrapped. For example, to wrap an XTS-AES-256 key one should at least use AES with 256-bit keys as the wrapping algorithm [CC07]. More about how to choose an appropriate wrap algorithm can be found in NIST Key Management Guidelines [28].

Figure 3.12 shows an example where the KeyMaterial is encrypted using AES-256 Wrap Key, whose wrapping key has the identifier WrapKey. This example corresponds to the unwrapped example in Figure 3.11. The Base64 encoding of the wrapping key used in Figure 3.12 is as follows [CC07]:

9s7VKp6PYK0XtYjs50FBoqCDADmFd5tTqYnZv+PVro=

---

5 A key wrap algorithm is encryption algorithms designed to encapsulate (encrypt) cryptographic key material.
Figure 3.12: The same XML document as depicted in Figure 3.11, but with the KeyValue wrapped using AES-256 Key Wrap [CC07].
Chapter 4

Security Assessment

Treat your password like your toothbrush. Don’t let anybody else use it, and get a new one every six months.

Clifford Stoll

This chapter will give a security assessment of XTS-AES. First, we will discuss the computational security of XTS-AES. Secondly, we will provide the reader with a synopsis of the comments set forward by the cryptographic community in response to the request for comments on XTS-AES by NIST. Lastly, we will describe attacks that may be applicable to XTS-AES.

4.1 Computational Security

As described in section 2.1.1, a cryptosystem can be considered computationally secure if the complexity of an attack exceeds the computational capability of the adversary. This section will show that XTS-AES provides a security guarantee that makes it the narrow-block cipher of choice for storage devices seeking the cryptographic goal of confidentiality. Since the security of XTS is based upon the security of XEX, we will first consider XEX and then proceed with XTS. For details regarding the mathematical deductions and formal security proofs, please refer to [Rog04, Min07] for XEX and [CC07, LM08] for XTS-AES.

4.1.1 General XEX Transform

The security analysis of the general-purpose algorithm XEX is given by Rogaway in [Rog04] and shows that XEX is secure as long as the number of blocks that are encrypted under the same key is sufficiently smaller than the birthday bound value of $2^{\pi}$, where $n$ is the block size of the underlying block cipher.

The security proof is given by assuming an adversary that is able to make arbitrary number of encryption and decryption queries to the tweakable cipher, using arbitrary number of tweak values. These queries are answered by either the XEX construction or by a truly random collection of permutations and
their inverses over \( \{0, 1\}^n \). The adversary’s task is to determine which the case is. Theorem 8 in [Rog04] proves that an adversary that makes at most \( q \) such queries cannot distinguish these two cases with advantage\(^1\) more than \( 9.5 \frac{q^2}{2^n} + \varepsilon \), where \( \varepsilon \) is the error term, \( q \) is the number of encrypted 128-bit blocks, and \( n \) is the block size of the underlying cipher in bits [CC07, Rog04]. However, this probability bound was improved by Minematsu to \( 4.5 \frac{q^2}{2^n} + \varepsilon \) in his paper “Improved Security Analysis of XEX and LRW Modes” [Min07].

The real-world explanation for this security proof is based on the fact that no realistic adversary would have more information available than the adversary in the attack model described by Rogaway. This follows from the fact that the adversary in Rogaway’s attack model is able to choose all the plaintext and ciphertext that is fed to the construction. Since the theorem (Theorem 8, [Rog04]) states that no adversary in that model can distinguish the construction from a collection of random permutations, it follows that no realistic adversary can distinguish between these cases with any significant advantage. This means that an attack would be just as successful against a collection of truly random permutations, one per each 128-bit block, as it would be against XEX.

Furthermore, the security proof in [Rog04] implies that the only attacks that are possible against XEX are the ones that are inherent from the use of transparent encryption with a narrow-block granularity. However, when the number of blocks \( q \) that are available to the adversary approaches the birthday bound, there is a non-negligible probability that one is able to distinguish ciphertext produced by XEX from a random sequence of permutations [CC07].

### 4.1.2 XTS-AES Transform

As XTS-AES is an instantiation of the XEX scheme (with AES as the underlying block cipher), the authors of XTS-AES assume that the security proof for XEX holds for XTS [CC07], and can thereby also inherent the same probability bounds for an attacker to success. In Appendix D of IEEE Std 1619 the authors of XTS-AES argue that the inherit security from XEX yields a strong security guarantee as long as the same key is not used to encrypt much more than \( 2^{40} \) blocks (which corresponds to about 16 terabyte of data).

<table>
<thead>
<tr>
<th>Bytes</th>
<th>Queries (( q ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gigabyte</td>
<td>( 1024^{14} )</td>
</tr>
<tr>
<td>1 Terabyte</td>
<td>( 1024^{14} )</td>
</tr>
<tr>
<td>1 Petabyte</td>
<td>( 1024^{14} )</td>
</tr>
<tr>
<td>1 Exabyte</td>
<td>( 1024^{16} )</td>
</tr>
</tbody>
</table>

**Table 4.1:** Table showing different amount of data encrypted with the same key and the number of queries (i.e. number of 128-bit blocks) that this data corresponds to.

---

\(^1\)In cryptography, the advantage is defined as the difference between the adversary’s probability of being successful in an attack on the system and the probability of success by simply guessing. This can be expressed as \( Adv(A) = Pr(\text{Successful attack}) - \varepsilon \), where \( A \) is the adversary and \( \varepsilon \) is the probability of success by guessing (also called the error term).
If we consider the case of one terabyte (which corresponds to \( q = 2^{36} \)), we can see from Table 4.2 that no attack can succeed with probability better than at most approximately \( 2^{-52} \) (i.e. approximately two in nine quadrillion).

The security guarantee deteriorates as more data is encrypted with the same key, as shown in Table 4.2. For example, when using the same key for a petabyte of data, attacks based on the birthday paradox have a success probability of at most approximately \( 2^{-32} \) (i.e. approximately one in four billion), and with one exabyte of data, the success probability is at most approximately \( 2^{-12} \) (i.e. approximate one in four thousand).

<table>
<thead>
<tr>
<th>Queries ((q))</th>
<th>(9.5\frac{q^2}{2^n})</th>
<th>(4.5\frac{q^2}{2^n})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2^{26})</td>
<td>(2^{-52.7024})</td>
<td>(2^{-13.8380})</td>
</tr>
<tr>
<td>(2^{36})</td>
<td>(2^{-52.7024})</td>
<td>(2^{-13.8380})</td>
</tr>
<tr>
<td>(2^{46})</td>
<td>(2^{-32.7024})</td>
<td>(2^{-13.8380})</td>
</tr>
<tr>
<td>(2^{56})</td>
<td>(2^{-22.7024})</td>
<td>(2^{-13.8380})</td>
</tr>
</tbody>
</table>

Table 4.2: Probability for an adversary to be successful in an attack based on the birthday paradox using the probability bounds deduced by Rogaway [Rog04] and Minematsu [Min07] for the XEX construction.

But, note that the consequence of success is being able to distinguish XTS ciphertext from pseudo random permutations, not to recover the encryption key or plaintext. Figure 4.1 show a plot of the probability bound functions, which depict that to reach even a 1% success probability in being able to distinguish XTS ciphertext from pseudo random permutations, a minimum of \( 2^{61} \) blocks, i.e. 32 exabyte, of data would have to be encrypted with the same key.

Figure 4.1: Logarithmic plot \((2^q)\) showing the probability \((p)\) for an adversary to be successful in an attack based on the birthday paradox using the probability bounds \(q^2/2^n\) (topmost graph), \(4.5q^2/2^n\) (midmost graph), and \(9.5q^2/2^n\) (bottommost graph).
4.2 NIST Submission

As mentioned in section 3.1, IEEE submitted XTS to NIST for consideration as an approved encryption mode of operation for the AES block cipher, under NIST FIPS 140. As part of this process NIST sent out a request for public comments on XTS [32]. The main reason for this request was to give the cryptographic community (i.e. also those who did not participate in the development of XTS-AES) a chance to comment and evaluate the XTS-AES algorithm.

The following paragraphs aims to review and summarize the feedback provided by the cryptographic community. We have sought to include and describe all the well-documented responses submitted to NIST that in our opinion is interesting with respect to the security and viability of XTS. The complete set of comments submitted to NIST regarding XTS-AES can be found at [31, 33].

4.2.1 Security Related Feedback

Use of two keys instead of one

Liskov et al. criticizes the use of two keys in the XTS-AES algorithm in their response [LM08] to the request for comments on XTS-AES. They argue that two keys is unnecessary since the XEX construction is already been proven to be secure with only one key. Furthermore, the obvious advantage of using a single key is that the key length required would be halved, yet the level of security will remain effectively the same [LM08]. Moreover, they also point out that the standard does little to justify the choice to modify XEX so that two keys are used instead of one.

Security proof of XEX is not valid for XTS without modification

A second point of criticism against XTS-AES set forward by Liskov et al. is that the current security analysis of XTS-AES, included in the standard (and summarized in section 4.1) does not necessarily apply to XTS, since it does not adjust the analysis of XEX for the use of two keys. However, Liskov et al. provides such a security analysis in [LM08], that achieves a better security bound ($2^{2n} + \varepsilon$), and avoids trying to apply the analysis of XEX improperly. Table 4.3 show the probabilities of being able to distinguish XTS ciphertext from pseudo random permutations when using the security bound deduced by Liskov et al.

<table>
<thead>
<tr>
<th>Queries ($q$)</th>
<th>$q^2 / 2^{2n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{26}$</td>
<td>$2^{-76}$</td>
</tr>
<tr>
<td>$2^{30}$</td>
<td>$2^{-66}$</td>
</tr>
<tr>
<td>$2^{46}$</td>
<td>$2^{-36}$</td>
</tr>
<tr>
<td>$2^{56}$</td>
<td>$2^{-16}$</td>
</tr>
</tbody>
</table>

Table 4.3: Probability for an adversary to be successful in an attack based on the birthday paradox using the probability bounds deduced by Liskov et al. [LM08] for XTS-AES.
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Currently, all of the comments and responses (editorial and others) provided by Liskov et al. in [LM08] is listed under errata for IEEE Std 1619 at the official SISWG homepage [15], suggesting their feedback has been accepted.

Ciphertext stealing

Michael Willett of Seagate points out in his response to the request for comment that the CTS implementation in XTS-AES makes the algorithm unnecessarily cumbersome [42]. He claims that the result of swapping the last two blocks is the loss of ability to access the data sequentially backwards and forwards, which in turn may also cause incompatibility issues with other mechanisms. He furthermore point out the absence of any security proof in the XTS-AES specification (or reference to such a proof) that the CTS implementation of XTS-AES will not worsen the security. Moreover, he suggests the use of a more recent definition of CTS [vT06] that do not include the swapping of the two last blocks.

Philip Rogaway also share the concern about the missing security proof for the CTS implementation: “When the data unit (sector) is a multiple of 128 bits, each 128-bit block within the data unit should be separately enciphered as though by independent, uniformly random permutations. That part is clear. But what security property does one except for partial blocks? One might hope, for example, that the final $128+b$ bits ($b<128$) would likewise be enciphered as if by a strong PRP.\footnote{Pseudo Random Permutation}” [33].

In Liskov et al.’s response to the call for comment on XTS, they sketch a proof that XTS-AES’s CTS implementation is sound if the basic scheme is sound. Furthermore, Matthew Ball, the Chair of IEEE SISWG, responds to these concerns by referring to the facts that NIST has proposed to incorporate a similar CTS mode for CBC [29] and that despite the lacking formal security proof CTS still has general approval in the cryptographic community [25].

Inherent narrow-block weaknesses

Vijay Bharadwaj and Neils Ferguson of Microsoft submitted concern about the inherit narrow-block weaknesses of XTS-AES that allows fine-grained ciphertext manipulation attacks like data modification attack ([33], page 7).

In a data modification attack the adversary randomizes a block of data in such a way that introduce a security hole in the system whilst keeping the system functional. For example, modern operating systems have several settings that are important for the security of the system. Each of these settings is obviously an attack target. In a data modification attack, an adversary will try to find such a block of ciphertext that, when randomized, has a reasonable chance of changing a settings to something insecure; corrupting a access control function such that the system omits certain checks; or perhaps corrupting an input validation routine such that it does not clean up untrusted input. The narrow-block nature of the XTS-AES algorithm (i.e. that it works on 16-byte blocks of data at the time) makes this attack easy according to Bharadwaj and Ferguson. They suggest that a wide-block encryption method would not be as susceptible
to such an attack since there are fewer data blocks to randomize. Additionally, when randomizing a wide-block, more of the overall data structure will be destroying yielding an increased chance of also damaging necessary parts of the data structure.

The P1619 Task Group acknowledges the narrow-block weaknesses in Appendix D of IEEE Std 1619 by confirming that an adversary has greater malleability with a 16-byte encryption mode like XTS, as opposed to wide-block algorithms like EME and XCB. The authors of XTS-AES justify the acceptance of the inherit narrow-block weaknesses by referring to the fact that narrow-block encryption is best suited only when a low-resource consuming cipher is needed (in terms of buffer, computation power, and latency) [25]. Thus, it is a tradeoff between efficiency and security.

**Attack model addressed by XTS-AES**

Another important comment provided by Michael Willett of Seagate, Niels Ferguson of Microsoft, and Philip Rogaway that the XTS-AES specification document, IEEE Std 1619, does not clearly specify what kind of attack model XTS-AES is suppose to address [42, 33]. Without a clearly formulated statement of what the application areas and security goals is, it is hard to analyze the proposal, or to determine how widely applicable XTS may be.

Matthew Ball recognizes that they could have added more details about all the applications that are suitable for XTS, but since this was considered a somewhat subjective area, it was omitted and ultimately left up to the designers and implementers to determine whether the XTS mode is appropriate for their specific design requirements [25].

### 4.2.2 Other Issues

**XTS-AES specification only to be available through purchase**

One of the topics that NIST wanted to be commented was the proposal for the approved specification to be available only by purchase from IEEE [32]. This proposal received very much criticism and was mostly commented as simply unacceptable by most of the responders to the call for comments on XTS-AES. The only proposal for an alternative solution was given by David Clunie ([33], page 3) who suggests that IEEE can be remunerated by the federal government in ways that do not involve purchase fees for the standard.

Matthew Ball explains their stand of why the standard must be associated with a publication fee in [25]. He argues that in the case of XTS-AES, the members of the P1619 Task Group (consisting of everyone from academic researchers to representatives of private companies) did not pay any fees to participate in the development, nor did NIST pay anything to develop this standard, and that this structure allowed the participants of top cryptographs to develop the details of the XTS-AES mode, free of cost to them. Naturally, when neither NIST is paying nor the P1619 Task Group members are paying, the publication cost is passed on to the user. He further argue that this is generally not an
issue for corporations, as they are expected to pay for standards as part of product development, in addition, he claims that many companies already have a company-wide access to the IEEE library, allowing them to access and download IEEE 1619 for no additional cost.

Concerns of intellectual property rights

There has also been some unease regarding the intellectual property (IP) rights of the XTS-AES algorithm. Matthew Ball wrote in his email to NIST dated September 1, 2008 that: “Rogaway (the inventor of XEX, the basis of XTS) has no IP claims on XEX, nor knows of anyone else who does (see this e-mail [40]). NeoScale (now nCipher – soon to be acquired by Thales) submitted a blanket statement [44] of owning undisclosed IP for all of IEEE P1619, but there is no reason to believe that this IP covers XTS specifically.” [26].

From searches for patent applications owned by NeoScale performed by the P1619 Task Group, there was found some patents for general storage encryption methods and key management solutions as of January 2009 (complete list in [25]), but none that specifically covers XTS or XEX mode of encryption. The P1619 Task Group therefore dismisses the patent claims submitted by NeoScale as an ambiguity that exists for all technology [25]. At the time of writing, no new information or ruling regarding this matter has been made publicly available.

4.2.3 Changes

In light of the feedbacks received, the P1619 Task Group have suggested the following changes in order to facilitate a broad acceptance for XTS-AES as an NIST approved mode of operation [26]. Which of these that may or may not be included in the NIST Special Publication on XTS is not yet decided.

Allow using one key instead of two

The first change that the P1619 Task Group suggests NIST can make without effecting the security of XTS-AES is to allow for the use of one AES key instead of two [26]. This change is substantiated by the previously mentioned fact that the original XEX construction uses one key and at the same time is provable secure. This will effectively reduce the complexity of the ciphering processes, as key generation is a heavy duty operation.

Allow alternative ciphertext stealing method

Another change that the P1619 Task Group brings to NIST is to allow switching the order of the blocks created through CTS [25]. They argue that there is no security-related reason for the CTS implementation to be exactly as specified in IEEE Std 1619 [26].

Allow 192-bit AES keys

Although IEEE Std 1619 only specifies XTS-AES-128 and XTS-AES-256, i.e. XTS-AES encryption with 128-bit and 256-bit keys, the P1619 Task Group do not see any security-related reason for not also allowing 192-bit keys [26].
4.3 Attacks

The rest of this chapter will briefly go through some attacks that may be applicable to the narrow-block cipher mode XTS-AES. We have grouped the different attacks based on their area of application when regarding the following two attack scenarios:

1. The case of a stolen storage device already employing full disk encryption with the possibility that the adversary (at best) has partial knowledge to the contents of the stolen disk (i.e. the attacker is able to initiate ciphertext-only attacks and known-plaintext attacks).

2. The case where the adversary is able to monitor and manipulate the ciphering process of a full disk encryption solution (i.e. the attacker is able to initiate chosen-plaintext attacks and chosen-ciphertext attacks).

4.3.1 Scenario: Stolen Storage Device

In this scenario the adversary has stolen the encrypted storage device. Attacks applicable in this scenario assume that the adversary is computationally unbounded in terms of time and storage resources.

Exhaustive key search attack

Exhaustive key search attack refers to the attempt of systemically guessing a cryptographic key. This is done by trying every possible key to decipher a ciphertext until one key result in some intelligible plaintext. The complexity of this attack can be described by the number of tried decryptions, which is, on average $2^{k-1}$ for a block cipher with a key size $k$ [JBSK01]. An exhaustive key search can be mounted on any cipher and sometimes a weakness in the key schedule of the cipher can help improve the efficiency of such an attack.

An exhaustive key search is a typical brute-force attack that can be applied not only to block ciphers, but to any cryptographic system that’s protection relies on the secrecy of the key [JBSK01]. Hence, it is important that the systems key size is large enough to make the exhaustive key-search attack infeasible due to time complexity.

The feasibility of an adversary being able to launch an exhaustive key search attack against a stolen disk that employs XTS-AES encryption is dependent on AES’s ability to withstand a such attack, and since AES is unlikely to be broken by an exhaustive key search attack in the foreseeable future, so is XTS-AES. But, the condition is of course that the master key (used by the KeyExpansion stage of AES to derive the rounds keys) is not trivially predictable.

Birthday attack

The idea behind this attack originates from the birthday paradox that states that a given a group of 23 randomly chosen people, the probability of at least

3 Its actually not a paradox in the sense of leading to a logical contradiction, but is called a paradox because the mathematical truth contradicts naive intuition.
two of them having the same birthday is more than 50% [Fel68]. The mathematics behind the birthday paradox can be translated into the well-known cryptographic attack called the birthday attack.

The birthday attack is independent of the underlying algorithm used because it relies on the ability to find two ciphertexts, such that \( f(c_1) = f(c_2) \), for a given function \( f \) where \( c_1 \neq c_2 \). The method used to find a collision is to evaluate the function \( f \) for different ciphertexts that may be chosen randomly or pseudo randomly until the same result is found more than once. This attack is limited by the space complexity, as acquiring enough ciphertexts to successfully launch this attack may be hard. On average one needs \( 2^{\frac{n}{2}} \) ciphertexts to successfully perform a birthday attack, where \( n \) is the block length of the cipher [Tan02].

This attack is applicable to disk encryption as well, especially when there is no tweak or chaining between blocks used to further variate the output of each block cipher encryption. Nevertheless, considering the scenario of a stolen storage device encrypted with a narrow-block cipher, this yields a whole disk of 128-bit blocks of ciphertext; slightly relaxing the space complexity of a birthday attack.

**Dictionary attack**

Encryption algorithms usually use a password to generate the key or keys used in ciphering operations. This exposes inherent weaknesses in the security, as the complexity is entirely dependent on the password strength, or “unguessability”. An attack that exploits this weakness by systematically testing passwords likely to succeed is called a dictionary attack.

Dictionary attacks are somewhat similar to exhaustive key search attacks, but instead of trying every possible key (which usually is at least 128-bit), a dictionary attack tries every possible password likely to succeed, typically derived from a list of words in a dictionary. Generally, dictionary attacks succeed because many people have a tendency to choose passwords which are short (usually 7 characters, plus or minus two [Mil56]), single words found in dictionaries or simple easily-predicted variations on words, such as appending a digit.

While an ordinary dictionary attack is limited by time complexity (i.e. the time it takes to test all possible passwords), it is possible to achieve a time-space tradeoff through pre-computation by encrypting and storing a list of encrypted dictionary words, sorted by the encrypted value. This requires a considerable amount of preparation time, but makes the actual attack almost instantaneous. The time-space tradeoff means that the attack becomes limited by space complexity (i.e. storing all possible encrypted dictionary words) instead of by time complexity.

All cryptosystems, including disk encryption solutions that use passwords to derive the cryptographic key(s) later used in ciphering operations are susceptible to this attack. Unless, there exists a policy that limits the number of authentication attempts that can be made.
Cold boot attack

Cold boot attack is a type of password attack susceptible to most software-based encryption schemes [6]. The fact that software-based encryption solutions store the encryption key(s) in the computer memory, in order to be able to do on-the-fly ciphering operations, is exploited in this attack. These keys, if extracted, cause a collapse in the software-based security scheme.

This attack relies on the data remanence property of computer memory, whereby data bits can take up to several minutes to degrade after power has been removed. This time can be further prolonged by cooling down the memory, with say compressed air or liquid nitrogen, in which case it will take up to several hours for data bits to decay [HSH+08]. The actual attack is usually carried out by “cold-booting” a machine already running an operating system and a software-based disk encryption scheme, then dumping the contents of memory before the data disappears.

Although the basic issue has been known for several years [6], this attack was formally proposed by Halderman et al. in their paper “Lest We Remember: Cold Boot Attacks on Encryption Keys” [HSH+08]. In this paper, they demonstrate that it is possible to leverage the remanence effects in memory modules by performing a “cold-boot” the target computer, load a custom OS extracting the memory to an external drive, locate the key material and decrypt hard drives automatically. To compensate for the risk of bit errors that has already decayed in memory (during the attack), they also suggest methods for correcting such errors by utilizing the inherited “dead state” structure of memory modules and an error-correcting code [HSH+08].

This attack is only applicable if the adversary steals a computer that is already running or in sleep/suspend mode – in which cases the memory is still active [6]. Since this attack is independent of the underlying cipher, it is also applicable to software-based encryption solutions using XTS-AES.

4.3.2 Scenario: Manipulate Disk Encryption Activity

In this scenario the adversary is able to monitor and manipulate data being read and written to and from the storage device (i.e. the adversary is able to launch both chosen-plaintext attacks and chosen-plaintext attacks). A real-world example of this can be the case of out-sourced storage, where the adversary is in complete control of the storage medium either by network or physical access. Attacks applicable in this scenario assume that the adversary is computationally bounded in terms of time and storage resources.

Non-malleability

Non-malleability is a property for cryptographic algorithms formally defined by Dolev et al. [DDN00]. An encryption algorithm is considered malleable if it is possible to an adversary to transform a ciphertext into another ciphertext which decrypts to a related plaintext. A overly simplified definition is, given an encryption of plaintext $m_1$, $E_k(m_1)$, it is possible to generate another ciphertext
\( E_k(m_2) \) which decrypts to \( m_2 \) that is related to \( m_1 \), for a known \( E_k \), without necessarily knowing or learning \( m_1 \).

Malleability is often undesired\(^4\) since it allows an adversary to modify the contents of a confidential message. If an adversary is able to guess the syntax or format of the message and the applied encryption scheme is malleable, this can be exploited. Consider the following example where encryption is performed with a stream cipher, which is inherently malleable. Suppose a bank encrypts its financial information, and a customer sends an encrypted message containing, say, “TRANSFER $0000100.0 TO ACCOUNT #1985”. If an attacker knows or is able to guess the format of the encrypted message and modify the message in transit, the attacker could be able to change the amount of the transaction, or recipient of the funds, e.g. “TRANSFER $0100000.0 TO ACCOUNT #1337”.

Stream ciphers are bit-level malleable\(^5\) as it is trivial to predict the change in plaintext if one is to modify the ciphertext. Block ciphers on the other hand, are usually harder to manipulate in the same way, and malleability is often only achieved at a block-level. However, cipher modes like CBC have constructional vulnerabilities making them bit-level malleable. When considering the malleability of XTS-AES, one must take into account that all modes with a single AES pass are exposed to malleability of encrypted text \([4]\). Thus, we must also consider XTS-AES as malleable. XTS is however “less malleable” than other narrow-block ciphers mode like CBC-AES. For XTS an adversary cannot randomize with a granularity of less than 16-bytes, whereas with CBC, the adversary can modify specific bits within a 16-byte block – with the cost of randomizing the previous 16-bytes \([25]\).

**Cut-and-paste attack**

A cut-and-paste attack is an attack in which the adversary substitutes a section of ciphertext with a different section that looks like (but is not the same as) the one removed. The substituted section appears to decrypt normally, along with the authentic sections, but results in a plaintext that serves a particular purpose for the adversary. Consider the following “mix and match” weakness, if \( E_k(P_0P_1...P_m) = C_0C_1...C_m \) and \( E_k(\bar{P}_0\bar{P}_1...\bar{P}_m) = \bar{C}_0\bar{C}_1...\bar{C}_m \) then \( E_k(P_0\bar{P}_1...\bar{P}_m) = \bar{C}_0C_1...C_m \). Essentially, the adversary cuts one or more sections from the ciphertext and reassembles these sections so that the decrypted data will result in coherent but invalid information. Cut-and-paste attack is a type of message modification attack: the adversary removes a message from a message flow (e.g., network traffic), alters it, and reinserts it.

XTS-AES is susceptible to this attack mainly since the encryption process does not produce any authentication tags to ensure data integrity. This means that any ciphertext (original or modified by the adversary) will decrypt as some plaintext and there is no built-in mechanism to detect possible alterations. The

\(^4\)Some cryptosystems are malleable by design \([DDN00]\). Such schemes are known as homomorphic encryption schemes.

\(^5\)If a cipher is said to be bit-level malleable, it means that its susceptible for a bit-flipping attack, i.e. the adversary is able to change one bit in the ciphertext that will yield a predictable change of one bit in the plaintext.
countermeasure used by the XTS-AES algorithm to mitigate cut-and-paste attacks is by using the position address of the data as an additional input in the encryption and decryption processes. Incorporating this position information makes it possible to cryptographically hide the fact that the same data block encrypted with the same key will yield the same ciphertext, and also prevents any “mix and match” between different positions. But, in the scenario where the adversary is able to monitor and possibly modify the ciphering process, it is also reasonable to assume that he or she can deduce the position address.

4.4 Summary

In this chapter, we assessed the security of XTS-AES. By doing so we have made several observations, of which a summary follows.

- By reviewing the security proof of XEX/XTS, we found that to even reach a 1% probability of successfully being able to distinguish XTS ciphertext from pseudo random permutations, a minimum of 32 exabyte of data have to be encrypted with the same key. When we recognize that this is the complexity of being able to initiate an attack relying on ciphertext similarities (i.e. birthday attack), we may rightfully state that the computational security of XTS-AES is indeed strong.

- We further noted that wide-block encryption modes are generally considered to provide better security than narrow-block modes [CC07, 25]. (The wide-block initiative P1619.2 will thus be very interesting to follow). The particular strength of the XTS-AES cipher mode is storage encryption systems where the applications using the plaintext is able to detect when 16-byte blocks are randomized, and where using wide-block encryption or authenticated encryption is not feasible due to limited processing power, latency requirements, or space limitations.

- When reviewing potential attacks against XTS-AES, we found that the common for all of these is that they are either generic attacks (applicable to all cryptosystems) or that they rely on the inherent nature of XTS-AES. Namely, that XTS-AES is a transparent narrow-block cipher, which in turn makes it vulnerable to attacks that rely on the absence of any data integrity check prior to decryption. Attacks which exploit the latter quality include data modification attacks like cut-and-paste attack and malleability attack. The other attack types, namely exhaustive key search attack, dictionary attack, and cold boot attack are all generic attacks. This means that they do not attack on the cipher mode it self, but rather the keys and passwords used for encryption. Hence, the only countermeasure to such attacks is to implement security mechanisms and policy’s independent of the encryption mode.

\[6\] We emphasize that although there is mismatch between different papers discussing the security of XTS-AES, the computational security of XTS-AES is strong no matter which security bound (i.e. \(9.5q^2/2^n\), \(4.5q^2/2^n\), or \(q^2/2^n\)) one assume applies. The example above, holds for all the discussed bounds.

\[7\] With the exception of cold boot attack, which relies on the the data remanence property of computer memory [HSH+08].
Chapter 5

Performance Benchmark

No amount of experimentation can ever prove me right; a single experiment can prove me wrong.

Albert Einstein

We believe that the best way to assess the performance of XTS-AES based disk encryption, is to provide real-world measurements on how it affects a computer’s hard disk performance.

This chapter will present the procedure, test bench, test cases, and testing methodology used to acquire objective performance measurements. The results and corresponding analysis is however presented in chapter 6. Note that this performance benchmark is limited to software-based encryption only, and does not consider hardware-based encryption.

5.1 Procedure

The performance assessment was conducted by benchmarking three different computers hard disk performances when (1) no disk encryption was present and (2) when the disk employed transparent XTS-AES-256 full system disk encryption. We repeated the benchmarking in case (1) and (2) for Windows XP, Windows Vista, and Windows 7 (Beta) on each computer. The performance attributes of interest was; write speed, read speed, and CPU usage during disk operations. We chose to focus on the latter attributes because we believe these are of relevance when considering the performance of a hard disk.

When we later present and discuss the results, we will focus on the change in performance when full system disk encryption is introduced. In the case of transfer speeds (i.e. write and read speed) we are interested in the percent wise change, since this is a metric that makes it possible to compare different computers’ performance with each other. But, in the case of CPU usage during disk operations, this is an attribute that is already measured in percent, and thus it is of most interest to compare the numerical change that occurs when introducing XTS-AES-256 full system disk encryption.
5.2 Test Bench

Before we proceed with the tests and test cases, this section will present the test bench, consisting of computer hardware and software used in the performance benchmark.

5.2.1 Computers

The computer hardware was chosen with respect to the following priority: diversity, relevance, and availability (in that order). Specifications of the computers used in the performance benchmarking of XTS-AES follows below.

Computer 1

Manufacturer: Hewlett-Packard
Model: Pavilion zd8000
Type: Laptop
Chipset: Intel 915 Express Chipset Family
CPU type: Intel Pentium 4 650 processor w/Hyper Thread Technology
CPU clock rate: 3.40 GHz, 2 MB L2 cache, 800 MHz FSB
Number of physical CPU cores: 1
Memory: 1 GB 533 MHz DDR2 SDRAM
Hard disk: Seagate 100GB Momentus 5,400 rpm (ST9100822A)

Computer 2

Manufacturer: Fujitsu Siemens
Model: Scaleo T-360
Type: Desktop
Chipset: Intel 915 Express Chipset Family
CPU type: Intel Pentium 4 560 processor w/Hyper Thread Technology
CPU clock rate: 3.60 GHz, 1 MB L2 cache, 800 MHz FSB
Number of physical CPU cores: 1
Memory: 3 GB 400 MHz DDR2 SDRAM
Hard disk: Western Digital 160 GB 7,200 rpm (WD1600JD-55HBB0)

Computer 3

Manufacturer: Hewlett-Packard
Model: Compaq dc7900
Type: Desktop
Chipset: Intel Q45 Express Chipset Family
CPU type: Intel Core 2 Duo E8400 processor
CPU clock rate: 3.00 GHz, 6 MB L2 cache, 1333 MHz FSB
Number of physical CPU cores: 2
Memory: 4 GB 800 MHz DDR2 SDRAM
Hard disk: Western Digital 160 GB 7,200 rpm (WD1600AAJS-60B4A)

Before use and between testing with different operating systems, each computer was formatted and fresh copies of software and appropriate system drivers were installed.
5.2.2 Software

Before deciding which software to use in our performance benchmark, we did an extensive survey of available disk encryption applications and benchmarking tools. The following paragraphs state the motivation for using the chosen software, namely TrueCrypt for disk encryption and HD Tune Pro for disk benchmarking.

TrueCrypt 6.1a

TrueCrypt [45] was presented in section 2.4.1. We used TrueCrypt to apply full system disk encryption using XTS-AES-256 (i.e. XTS mode encryption with AES using 256-bit keys). TrueCrypt was chosen because of several reasons; free and open source software, has good reputation in the security society, is well-documented, continuously updated, and last but not least because it is the only encryption application for the windows-platform that supports XTS-AES and full system disk encryption.

Step-by-step instructions on how full system disk encryption were applied using TrueCrypt 6.1a is given in Appendix A.

HD Tune Pro 3.5

HD Tune Pro [43] is a multi-purpose hard disk utility for the windows-platform. HD Tune Pro features disk health checks, error scanning, temperature monitoring, benchmarking of transfer rates (read and write), and measurements of access time, burst rate, and CPU usage during disk operations.

After a comprehensive trail and error process pursuing the most suitable benchmark application for our scope, we found HD Tune Pro to be the best software for measuring the performance attributes of interest, namely write speed, read speed, and CPU usage.

Operating systems

As mentioned in beginning of this chapter, we repeated the benchmarking on the following windows operating systems:

- Windows XP Professional with Service Pack 3
- Windows Vista Business Edition with Service Pack 1
- Windows 7 Ultimate Edition (Beta Build 7057) as the bleeding edge Microsoft operating system was also included in the testing.

It is worth mentioning that the Ultimate and Enterprise Editions of Windows Vista and Windows 7 already includes a built-in full system disk encryption option, called BitLocker [23]. The reason for not using this to perform full system disk encryption was that BitLocker only features encryption based on AES in CBC mode at the time of writing [Fer06].
5.3 Tests

5.3.1 File Benchmark

The first test of interest was a file benchmark performed to measure the read and write speed of the hard disk.

<table>
<thead>
<tr>
<th>Test-ID:</th>
<th>File_Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose:</td>
<td>Measure read speed and write speed with the hard disk utility HD Tune Pro 3.5.</td>
</tr>
<tr>
<td>Prerequisites:</td>
<td>No applications running in the background. No wired or wireless network connections enabled.</td>
</tr>
</tbody>
</table>
| Steps:        | 1. Open HD Tune Pro 3.5  
                 2. Choose the File benchmark pane and press Start  
                 3. After the file benchmark is complete, copy the complete result set to a log file  
                 4. Repeat the steps 2–3 ten consecutive times  
                 5. Close HD Tune Pro 3.5 |
| Notes:        | The benchmark performed in this test returns write and read speeds for different block sizes. The block size of interest during this test is 64 KB, and thus the only result which is presented later on. This means that the speeds measured will tell us how fast data is written or read when the file operations is done on data blocks of 64 KB in size. The HD Tune manual recommends that the data block size is set to 64 KB, as lower values may give lower test results [43]. |

![Figure 5.1: File benchmark performed with HD Tune Pro 3.5](image)
5.3.2 CPU Benchmark

The second, but nonetheless important test was to measure the CPU usage during disk operations.

<table>
<thead>
<tr>
<th>Test-ID:</th>
<th>CPU_Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose:</td>
<td>Measure the CPU usage during disk operations with the hard disk utility HD Tune Pro 3.5.</td>
</tr>
<tr>
<td>Prerequisites:</td>
<td>No applications running in the background. No wired or wireless network connections enabled.</td>
</tr>
</tbody>
</table>
| Steps:           | 1. Open HD Tune Pro 3.5  
                  2. Choose the Benchmark pane and press Start  
                  3. After the file benchmark is complete, copy the complete result set to a log file  
                  4. Repeat the steps 2–3 ten consecutive times  
                  5. Close HD Tune Pro 3.5 |
| Notes:           | The benchmark performed in this test returns transfer rate (read only), access time, burst rate and CPU usage. Of these, it is only the CPU usage that is of interest, and thus the only result which is presented later on. The CPU usage tells us how much CPU time (in %) the system is using to read data from the disk. Although it would be interesting to also measure how much CPU time the system is using to write data, this was not possible with the current settings. |

![Figure 5.2: CPU benchmark performed with HD Tune Pro 3.5](image-url)
5.4 Test Cases

The following two tables describes the test cases used to compare the performance variables obtained when (1) no disk encryption was present and (2) when the disk employed transparent XTS-AES-256 full system disk encryption.

When reading through the test cases, it might be useful and clarifying to go back and skim through File_Benchmark (section 5.3.1) and CPU_Benchmark (section 5.3.2) when mentioned, as they are used as subroutines.

5.4.1 Without Disk Encryption

<table>
<thead>
<tr>
<th>Testcase-ID:</th>
<th>No_Encryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose:</td>
<td>Measure the write speed, read speed, and CPU usage when no disk encryption is applied.</td>
</tr>
<tr>
<td>Prerequisites:</td>
<td>Clean installation of operating system with no other software than HD Tune Pro 3.5 and necessary system drivers installed.</td>
</tr>
</tbody>
</table>
| Steps:                 | 1. Perform File_Benchmark  
                        | 2. Perform CPU_Benchmark |
| Notes:                 | It is expected that when No_Encryption is performed on different operating systems, it will most likely give different results (even when using the same computer). This might sound odd, since it is the same hardware being tested. Although not desirable, the truth is that different operating systems might have different device drivers for the same piece of hardware, which in turn may affects the performance achieved. |

5.4.2 With Disk Encryption

<table>
<thead>
<tr>
<th>Testcase-ID:</th>
<th>XTS-AES-256_Encryption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose:</td>
<td>Measure the write speed, read speed, and CPU usage when XTS-AES-256 full system disk encryption is applied.</td>
</tr>
<tr>
<td>Prerequisites:</td>
<td>Clean installation of operating system with no other software than TrueCrypt 6.1a, HD Tune Pro 3.5, and necessary system drivers installed. XTS-AES-256 full system disk encryption applied by TrueCrypt as described in Appendix A.</td>
</tr>
</tbody>
</table>
| Steps:                 | 1. Perform File_Benchmark  
                        | 2. Perform CPU_Benchmark |
| Notes:                 | It is expected that when XTS-AES-256_Encryption is performed on different operating systems, it will most likely give different results (even when using the same computer). |
5.5 Testing and Benchmarking Methodology

This section will give an introduction to test methodology that should be properly addressed to ensure the quality of a benchmark like this. In addition, we define arithmetic average, standard deviation, standard error, and confidence interval.

**Quantitative versus Qualitative**

Data can be described in quantitative terms or qualitative terms. The way we typically define them, we call data “quantitative” if it is in numerical form and “qualitative” if it is not. Quantitative research is identified by the fact that it involves analysis on data that exist in a range of magnitude (i.e. it is quantifiably measurable). Examples of physical quantities are distance, mass and time. Qualitative research on the other hand, involves analysis of data such as words (e.g., from interviews), pictures (e.g., video), or objects (e.g., an artifact).

Our performance benchmark might hence be considered a strictly quantitative research as our aim is to provide quantifiable performance measurements.

**Variable Control**

Testing can be rendered completely useless if the number of variables involved are not reduced to an absolute minimum. For experiments, the ideal is to have only one variable. In a real world environment however, only having one variable is not possible, but the good experimenter attempts to reduce the effects of anything that might affect the test. When variables are not kept in check, accuracy may be reduced, although the perceived precision may be high.

In our testing, we tried to keep the number of variables at an minimum by facilitating that the least amount of background processes was running: a fresh boot was performed before every test case was run, wired and wireless network connections was disabled, and no other software other than necessary system drivers, TrueCrypt, and HD Tune Pro was installed or executed at any time.

**Significant Digits**

The basic idea here is that you do not keep more digits than you measure. For example, when putting raw numbers into equations or averaging data, some calculators will return more digits than what is significant. The calculator may give a mean of 3.33333. If your only were to include three significant digits in your data (e.g., 3.33, 3.26, and 3.45), the correct number of significant digits are not kept. This can lead to the idea that the data is more or less precise than in actuality.

Our performance benchmark relates exclusively to disk speeds and CPU usage. To present these numbers, we will be using up to four significant digits for both speed (measured in MB/s) and CPU usage (CPU time in %). Furthermore, all speed measurements are presented in megabytes per second (MB/s), where one megabyte equals to 1,048,576 bytes (i.e. 1,024 kilobytes).
Repeatability of Results

The repeatability of a test is the most telling gauge of how well an experiment has been done. If the tester and a third party follow the same guidelines and get the same results, the test results may be considered repeatable.

We have facilitated for the readers of this thesis to be able to repeat this performance benchmark by accurately listing the test procedure, test bench, and test cases used. Furthermore, the ZIP file attachment to this thesis includes the software applications used in the benchmark (see Appendix C).

Sample Size

The more times a test is done under the correct conditions, the more likely spurious results (small mistakes in each individual test) will not adversely affect the final averages. Each test instance should be tested multiple times, and it is preferable to have more than one of the items to perform tests on, as some examples may perform better or worse than others.

In our testing, we had a sample size of ten. As previously described we used three different computers, each with different specifications. Each computers disk performance was tested under three operating systems. Figure 5.3 depicts a tree-structure showing the test order. After a clean installation of Windows XP, the test case No_Encryption was performed (consisting of File_Benchmark and CPU_Benchmark, which in turn each consists of ten repetitions – hence the sample size of ten). Then, the test case XTS-AES-256_Encryption was performed (consisting of the same tests as in the latter case, but now the hard disk employed transparent full system disk encryption). This process was then repeated for Windows Vista and Windows 7.

![Figure 5.3: Both write speed, read speed and CPU usage was measured ten times in each case, hence the sample size of ten. These benchmarks where repeated both without and with disk encryption, with three different operating systems, on three different computers, yielding a total of 360 benchmark tests.]
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Arithmetic Average

The arithmetic average (or mean) of a list of numbers is the sum of the entire list divided by the number of items in the list (shown in Equation 5.1). If the list is a statistical sample, we call the resulting statistic a sample mean.

\[ \bar{x} = \frac{x_1 + x_2 + \cdots + x_n}{n} = \frac{1}{n} \sum_{i=1}^{n} x_i \quad (5.1) \]

After each test (i.e. File_Benchmark and CPU_Benchmark) was performed, the sample mean of the result set was calculated. For the sake of simplicity, it is the sample means that are presented in chapter 6, while the exhaustive result sets (i.e. all ten measurements in each case) are listed in Appendix B.

Standard Deviation/Standard Error

The standard deviation (SD) of a population or sample set is a measure of the data’s spread of values (expressed in Equation 5.2). Standard error (SE) is the standard deviation over the root of the number of samples (expressed in Equation 5.3). Thus, standard error takes into account the number or samples in the experiment.

\[ SD = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2} \quad (5.2) \]

\[ SE = \frac{SD}{\sqrt{n}} \quad (5.3) \]

Simply put, a small standard deviation/standard error means that most of the values recorded during testing are within a small range of the arithmetic average of the data. In other words, the smaller the standard deviation/standard error, the more the numbers are to be trusted. The standard deviation and standard error of each result set is listed in Appendix B.

Confidence interval

A confidence interval (CI) is an interval estimate of a population or sample parameter. Instead of estimating the parameter by a single value, an interval likely to include the parameter is given. Thus, a confidence interval will indicate the reliability of an estimate. How likely the interval is to contain the parameter is determined by the confidence level and a corresponding confidence coefficient (expressed as \( \alpha \) and \( z_\alpha \) in Equation 5.4). Increasing the desired confidence level will widen the confidence interval.

\[ Pr(\bar{x} - SE \cdot z_\alpha < x < \bar{x} + SE \cdot z_\alpha) = 1 - \alpha \quad (5.4) \]

We chose to calculate a 95% confidence interval (\( \alpha = 0.05 \)) using a Student’s t-distribution for each result set (corresponding to \( z_\alpha = 2.228 \) when considering a sample size of 10). This makes us able to claim that there is a 95% probability that the “correct” value will be within in the confidence interval. The interval for each result set is listed in Appendix B. The reason for using Student’s t-distribution is that the standard deviation is not given in beforehand, but rather has to be calculated after the fact.
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Results

If we knew what we were doing, it wouldn’t be research.

Albert Einstein

In theory, there is no difference between theory and practice. But, in practice, there is.

Jan L. A. van de Snepscheut

This chapter will present the results from the performance benchmark described in the previous chapter. In addition we will also provide an analysis of the results by discussing causality, possible consequences, limitations and possible sources of error, along with suggestions for further work.

Please note that the abbreviated results are presented in this chapter, while the exhaustive result sets are listed in Appendix B.

6.1 Benchmarking Results

Before we proceed with the test results, we want to emphasize that we are interested in the change in performance when introducing XTS-AES-256 full system disk encryption. As we recall from section 5.1, we stated that in the case of transfer speeds we are interested in the percent wise change, while in the case of CPU usage during disk operations, we are interested in the numerical change.

To ensure the validity of our results, we make the following assumptions. We assume that the results obtained by using TrueCrypt 6.1a to employ XTS-AES-256 full system disk encryption is representative for the actual performance of a software-implementation of XTS-AES using 256-bit keys as specified by the IEEE Std 1619. We also assume that the result obtained by taking the average of each respective performance attribute under all three operating systems yield a representative metric of the write speed, read speed and CPU usage for each computer.
6.1.1 Write Speed

Table 6.1 and Figure 6.1 shows the average write speeds, both without and with disk encryption for each of the operating systems on the different computers. In addition, the numerical and percent wise change in each case is also listed.

<table>
<thead>
<tr>
<th>Write speed</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without disk encryption</td>
<td>With disk encryption</td>
</tr>
<tr>
<td>Computer 1</td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>27.2 MB/s</td>
</tr>
<tr>
<td>Windows Vista</td>
<td>26.8 MB/s</td>
</tr>
<tr>
<td>Windows 7</td>
<td>27.2 MB/s</td>
</tr>
<tr>
<td>Computer 2</td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>59.2 MB/s</td>
</tr>
<tr>
<td>Windows Vista</td>
<td>51.4 MB/s</td>
</tr>
<tr>
<td>Windows 7</td>
<td>60.6 MB/s</td>
</tr>
<tr>
<td>Computer 3</td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>93.9 MB/s</td>
</tr>
<tr>
<td>Windows Vista</td>
<td>87.1 MB/s</td>
</tr>
<tr>
<td>Windows 7</td>
<td>98.6 MB/s</td>
</tr>
</tbody>
</table>

We observe that,

- Computer 1’s write speed is approximately 27 MB/s when operating without disk encryption and approximately 21 MB/s when employing full system disk encryption, yielding a decrease of approximately −22 %.  
- Computer 2’s write speed is approximately 57 MB/s when operating without disk encryption and approximately 41 MB/s when employing full system disk encryption, yielding a decrease of approximately −28 %.  
- Computer 3’s write speed is approximately 93 MB/s when operating without disk encryption and approximately 61 MB/s when employing full system disk encryption, yielding a decrease of approximately −34 %.  

The percent wise change in write speed is different for each computer. Although we expected some difference, we did not expect the gap to be of this magnitude; the lowest percent wise decrease in write speed is approximately −22 % and the highest percent wise decrease in write speed is approximately −34 %. However, we identify an interesting pattern; the higher the disks write speed is without disk encryption, the larger the percent wise decrease is measured when full system disk encryption is applied. But since correlation does not necessarily imply causation, we cannot say for sure.

**Summary.** Our measurements show that the percent wise decrease in write speed is approximately −28 % (±6 %) when using full system disk encryption.
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Figure 6.1: Average write speeds during benchmark for (a) computer 1, (b) computer 2, and (c) computer 3 using different operating systems.
6.1.2 Read Speed

Table 6.2 and Figure 6.2 shows the average read speeds, both without and with disk encryption for each of the operating systems on the different computers. In addition, the numerical and percent wise change in each case is also listed.

<table>
<thead>
<tr>
<th>Computer</th>
<th>Operating System</th>
<th>Read speed Without disk encryption</th>
<th>Read speed With disk encryption</th>
<th>Numerical Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Windows XP</td>
<td>28.7 MB/s</td>
<td>19.7 MB/s</td>
<td>−9.0 MB/s</td>
<td>−31.2 %</td>
</tr>
<tr>
<td></td>
<td>Windows Vista</td>
<td>28.6 MB/s</td>
<td>19.2 MB/s</td>
<td>−9.4 MB/s</td>
<td>−32.8 %</td>
</tr>
<tr>
<td></td>
<td>Windows 7</td>
<td>28.5 MB/s</td>
<td>18.8 MB/s</td>
<td>−9.7 MB/s</td>
<td>−34.1 %</td>
</tr>
<tr>
<td>2</td>
<td>Windows XP</td>
<td>57.2 MB/s</td>
<td>41.6 MB/s</td>
<td>−15.6 MB/s</td>
<td>−27.2 %</td>
</tr>
<tr>
<td></td>
<td>Windows Vista</td>
<td>50.7 MB/s</td>
<td>39.8 MB/s</td>
<td>−10.9 MB/s</td>
<td>−21.5 %</td>
</tr>
<tr>
<td></td>
<td>Windows 7</td>
<td>57.5 MB/s</td>
<td>40.9 MB/s</td>
<td>−16.6 MB/s</td>
<td>−28.9 %</td>
</tr>
<tr>
<td>3</td>
<td>Windows XP</td>
<td>93.9 MB/s</td>
<td>66.4 MB/s</td>
<td>−27.5 MB/s</td>
<td>−29.3 %</td>
</tr>
<tr>
<td></td>
<td>Windows Vista</td>
<td>88.4 MB/s</td>
<td>69.6 MB/s</td>
<td>−18.8 MB/s</td>
<td>−21.3 %</td>
</tr>
<tr>
<td></td>
<td>Windows 7</td>
<td>98.6 MB/s</td>
<td>62.8 MB/s</td>
<td>−35.8 MB/s</td>
<td>−36.3 %</td>
</tr>
</tbody>
</table>

Table 6.2: Average read speeds during benchmark

We observe that,

- Computer 1’s read speed is approximately 29 MB/s when operating without disk encryption and approximately 19 MB/s when employing full system disk encryption, yielding a decrease of approximately −35 %.
- Computer 2’s read speed is approximately 55 MB/s when operating without disk encryption and approximately 41 MB/s when employing full system disk encryption, yielding a decrease of approximately −26 %.
- Computer 3’s read speed is approximately 94 MB/s when operating without disk encryption and approximately 66 MB/s when employing full system disk encryption, yielding a decrease of approximately −30 %.

Also in this case we take notice that the percent wise change in speed is different for each computer. The gap between the highest percent wise decrease and lowest percent wise decrease is substantial also in this case, yielding approximately −35 % and approximately −26 %, respectively.

But unlike in the case of write speed, we do not recognize any special pattern. In fact, the computer with the disk that is measured to have the lowest read speed without disk encryption (i.e. computer 1) is the one experiencing the highest percent wise decrease when full system disk encryption is employed.

Summary. Our measurements show that the percent wise decrease in read speed is approximately −30 % (±5 %) when using full system disk encryption.
Figure 6.2: Average read speeds during benchmark for (a) computer 1, (b) computer 2, and (c) computer 3 using different operating systems.
6.1.3 CPU Usage

Table 6.3 and Figure 6.3 shows the average CPU usage, both without and with disk encryption for each of the operating systems on the different computers. In addition, the numerical and percent wise change in each case is also listed.

<table>
<thead>
<tr>
<th>CPU usage</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without disk encryption</td>
</tr>
<tr>
<td>Computer 1</td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>1.1 %</td>
</tr>
<tr>
<td>Windows Vista</td>
<td>1.8 %</td>
</tr>
<tr>
<td>Windows 7</td>
<td>1.3 %</td>
</tr>
<tr>
<td>Computer 2</td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>1.8 %</td>
</tr>
<tr>
<td>Windows Vista</td>
<td>2.8 %</td>
</tr>
<tr>
<td>Windows 7</td>
<td>2.2 %</td>
</tr>
<tr>
<td>Computer 3</td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>2.0 %</td>
</tr>
<tr>
<td>Windows Vista</td>
<td>2.5 %</td>
</tr>
<tr>
<td>Windows 7</td>
<td>2.3 %</td>
</tr>
</tbody>
</table>

Table 6.3: Average CPU usage during benchmark

We observe that,

- Computer 1’s CPU usage is approximately 2 % when no disk encryption was present, and went up to approximately 25 % when disk encryption was employed, yielding a numerical change of about 23 %.
- Computer 2’s CPU usage is approximately 2 % when no disk encryption was present, and went up to approximately 53 % when disk encryption was employed, yielding a numerical change of about 51 %.
- Computer 3’s CPU usage is approximately 2 % when no disk encryption was present, and went up to approximately 50 % when disk encryption was employed, yielding a numerical change of about 48 %.

The obvious case point to be made from our observations is that while computer 2 and 3 experienced a numerical increase in CPU usage of approximately 50 %, computer 1 only experienced a numerical increase of 23 %. This is a major difference, and we have no definitive explanation for this. But, there is one discrepancy between the disks, namely that computer 1’s disk is a 5,400rpm disk, while the two other computers have 7,200rpm disks. But again, since correlation does not necessarily imply causation, we cannot say for sure that this is the reason.

Summary. Our measurements show that disk operations (i.e. the benchmarking test) that without disk encryption took about 2 % of the CPU’s time, takes up to approximately 50 % of the CPU’s time when using full system disk encryption.
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Figure 6.3: Average CPU usage during benchmark for (a) computer 1, (b) computer 2, and (c) computer 3 using different operating systems.
6.2 Analysis

In light of the results obtained, we see that applying XTS-AES-256 full system disk encryption does in fact noticeably affect a computer’s hard disk performance. All security mechanisms yield some performance decrease, which in the case of disk encryption is a decrease in transfer speed and increase in CPU usage during disk operations. A performance decrease was indeed expected, the question was more of which magnitude.

We recall from the previous sections that the decrease in write speed and read speed when introducing XTS-AES-256 full system disk encryption was measured to be up to $\approx -35\%$ (average for all operating systems). Whilst the CPU usage results showed that disk operations (i.e. the benchmark test) that used approximately 2% of the CPU resources when no disk encryption was present, took approximately up to 50% when full system disk encryption was employed.

6.2.1 Causality

Although the cause to the performance decrease might seem obvious, it should nevertheless be formally addressed. We believe that the performance decrease is caused by the overhead encountered when TrueCrypt transparently encrypts and decrypts all the data that goes to and from the disk, respectively. This process will obviously require the computational power of the CPU since the ciphering is performed in software. This in turn yields a decrease in transfer speed (due to the additional layer the data must pass through) and increase in CPU usage (due to the increased need for computational power).

6.2.2 Possible Consequences

Even though a decrease in disk speed of up to $-35\%$ at best will not be noticed at all, the increase in CPU usage during disk operations is substantial. For simple operations like surfing the web, using word processors or spreadsheets, listening to music etc., the performance decrease (in transfer speed and available CPU power) might not yield any noticeable performance degradation. But, for resource intensive operations like high-resolution video editing, high-end computer gaming, and high-speed data transmissions this is surely unfavorable.

Other consequences that may or may not be a result of increased CPU usage during disk operations follows:

- More overall power consumption, which in the case of laptops might in turn result in a reduction in battery life time.

- Less computational power available for the user to utilize in his or hers actual work. This makes multitasking more challenging, and might even make certain programs close to non-respondent.

- A reduction in available CPU power (i.e. a degradation of the computer performance) may simply make the average user unwilling to use disk encryption.
When all is said and done, it is ultimately the perceived performance that determines whether the performance decrease is acceptable or not. This however, requires one to define and additionally assess the Quality of Experience (see Figure 6.4) in each test case, which is a qualitative research aspect not covered by our performance benchmark.

![Diagram of Quality of Experience and Service](image)

**Figure 6.4:** Quality of Experience may be defined as the Quality of Service as perceived by the end-user.

### 6.2.3 Limitations and Sources of Error

In order to comply with correct scientific procedure, we address limitations and possible sources of error in the following paragraphs.

Limitations in our performance benchmark:

- Due to time constraints and limited access to computer hardware, we were only able to perform benchmarking of three computers (and their respective hard disks). We believe that testing with more hardware is preferable to even more precisely assess the performance penalty that can be expected when introducing full system disk encryption.

- We chose to benchmark system disks, i.e. disks that the operating system resides on. Another approach would have been to benchmark the performance decrease experienced by non-system disks (i.e. full disk encryption, not full system disk encryption). Although the latter would also provide useful data, we had to choose one due to time limitations.

- We could have focused merely on one operating system, and thus had the time to perform even more tests (i.e. increased the sample size). The latter would further increase the reliability and validity of our data. However, we decided to include Windows XP, Windows Vista, and Windows 7 (Beta) to provide diversity.

Possible sources of error in our performance benchmark:

- The TrueCrypt daemon that transparently ciphers all data going to and from the disk might be subject to further optimization, i.e. improvements to minimize non-cryptographic overhead [46].

- The measurement precision of HD Tune Pro is another possible source of error. As specified in section 5.3.1, we chose a block size of 64 KB during the speed measurements, meaning that the speeds that are measured tell us how fast data is written or read when the file operations is done on data blocks of 64 KB in size. Although this was the recommended setting [43], we cannot exclude the possibility that choosing another block size would have yielded different results.
6.3 Further Work

Our performance benchmark of XTS-AES is, to our knowledge, the only scientific work one of its kind. We believe that assessing the real-world performance of XTS-AES is very important with respect to its viability and chances for widespread industry adoption. In the following paragraphs we indicate further work within the realm of performance testing of software-based implementations of XTS-AES that is yet to be done.

Systematic testing

The best overall picture of XTS-AES’ affect on hard disks calls for systematic testing with respect to different brands, disk sizes (e.g., 60 GB, 100 GB, 250 GB, 500 GB), and speeds (e.g., 5,400rpm, 7,400rpm, and 10,000rpm disks). At the same time systematically varying the available computational power is also of utmost interest. The latter is important since software-based encryption solutions utilize the computational power of the computer using it.

Quality of Experience

The perceived performance when employing disk encryption solutions, i.e. the Quality of Experience, is also a possible subject for further research. Although a quantitative research of this nature is subjective, the results might very well be valuable for vendors of storage security products.

Other modes of operations for disk encryption

Real-world comparison with other modes of operations for disk encryption is also a point of great interest. This will however require a disk encryption application that is able to choose both narrow- and wide-block cipher modes. To our knowledge, no disk encryption software at the time of writing features “out-of-the-box” support for wide-block cipher modes.

Hard disks versus Flash disks

Since flash disks are becoming more and more commonly used as system disks, it would be interesting to also assess the prospective performance decrease in disks of this type. One of the most intriguing questions is probably whether the inherent high-speed nature of flash disks will completely choke the CPU when used with software-based encryption solutions or not.

Laptop battery time penalty

Another very practical and interesting test is how software-based disk encryption affects the battery time of a laptop. To test our suspicion about the battery time penalty, we did a very superficial test on computer 1 by playing a 720p video file in a loop both when employing disk encryption and not. This showed us that the battery time without disk encryption was approximately 64 minutes, but sank to approximately 41 minutes when full system disk encryption was employed. For the battery time penalty to be assessed properly, one should preferably perform various tests on a wide variety of laptop and battery types.
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Conclusion

*I may not have gone where I intended to go, but I think I have ended up where I needed to be.*

Douglas Adams

Until IEEE Std 1619 was published in April 2008, there was no standardized or explicitly recommended mode of operation for disk encryption applications. Although not especially suited, ECB and CBC are still commonly used cipher modes in disk encryption solutions. But with the introduction of XTS-AES, the cryptographic industry now has a recommended narrow-block encryption mode explicitly designed for disk encryption usage.

The overall goal of this thesis was to provide a thorough examination of XTS-AES, describing both its security and real-world performance.

When reviewing the security of XTS-AES we observed that it is very hard to find exploitable similarities in XTS ciphertext of 128-bit. In fact, to even have a 1 % success probability of being able to distinguish XTS ciphertext from pseudo random permutations (i.e. birthday attack); one must be in possession of at least 32 exabyte of data encrypted with the same key. We further found that the only attacks applicable to XTS-AES at this time are generic attacks (that may be applied to any cryptosystem) or attacks that rely on the transparent narrow-block nature of XTS-AES. Thus, we have showed that XTS-AES provides a strong security guarantee as long as an adversary has limited access to ciphertext, the applications using the plaintext is able to detect malleability attacks, and the security scheme using XTS-AES has other security mechanisms in place to prevent generic attacks like exhaustive key search attack, dictionary attack, and cold boot attack.

Our unique real-world performance benchmark was conducted using TrueCrypt, which at the time of writing is the only application supporting XTS-AES and full system disk encryption. We measured the performance attributes; write speed, read speed and CPU usage during disk operations, both before and after employing full system XTS-AES-256 disk encryption. Our research showed that
the decrease in write and read speed was up to $-35\%$ for computers running Windows (average for Windows XP SP2, Windows Vista SP1, and Windows 7 Beta). Whilst the CPU usage results showed that disk operations that used approximately 2\% of the CPU resources when no disk encryption was present, took approximately up to 50\% when full system disk encryption was employed. Thus, our findings imply that using a software-implementation of XTS-AES noticeably affects not only the write and read speed to disk, but also the available CPU power.

The industry adoption of XTS-AES is starting to pick up, and will likely flourish as a consequence of NIST very recently having accepted XTS as an approved mode of operation for AES. This strengthens the need for further systematic testing in order to even more precisely assess XTS-AES’ performance impact on storage devices.
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Appendix A

TrueCrypt 6.1a

This Appendix gives step-by-step instructions on how full system disk encryption was applied when the test case named XTS-AES-256_Encryption (described in section 5.4.2) was performed.

Step 1

TrueCrypt 6.1a was downloaded from [45] and installed with default settings.

![TrueCrypt download page](image)

**Figure A.1:** At the time of testing the latest stable version of TrueCrypt was 6.1a.

Step 2

The next step was to open TrueCrypt and choose System → Encrypt System Partition/Drive (as depicted in Figure A.2) to start the TrueCrypt Volume Creation Wizard.
Figure A.2: Full system disk encryption is initiated from the TrueCrypt main window.

**Step 3**

At this point TrueCrypt asks a couple of questions regarding the manner of operation, which we answered as follows:

- Type of System Encryption: *Normal*
- Area to Encrypt: *Encrypt the whole drive*
- Encryption of Host Protected Area: *Yes*
- Number of Operating Systems: *Single-boot*

**Step 4**

After this, TrueCrypt presents the user with encryption algorithms to choose from. As depicted in Figure A.3, *AES* was selected, which uses the XTS mode of operation with a key size of 256 bits (XTS-AES-256).

Notice that you also can choose a hash algorithm at this point. This is used by the random number generator (as a pseudorandom mixing function), which is involved in the generation of the master key (AES key), secondary key (XTS key), salt, volume header key, and secondary header key [48, 49]. The default hash algorithm (i.e. RIPEMD-160) was selected.
Figure A.3: TrueCrypt features strong 256-bit encryption using XTS mode with either AES, Twofish or Serpent block cipher, or all three of them in cascade mode.

**Step 5**

The next step was to choose the password used for pre-boot authentication.

Figure A.4: Notice that TrueCrypt also features the use of a keyfile, which is a file whose content is combined with a password.

**Step 6**

After choosing a password, TrueCrypt generates the necessary keys by using the password defined in the previous step and random data collected from your mouse cursor movement (see Figure A.5). When this process was complete, a new TrueCrypt window displayed the generated keys.
Step 7

Before the process of full system disk encryption starts, TrueCrypt requires the user to create a TrueCrypt Rescue Disk. This is used if the TrueCrypt Boot Loader, header key, or other critical data gets damaged. More about the necessity and use of the TrueCrypt Rescue Disk is found at [50].

After the Rescue Disk image was created, it was written (burned) to an empty CD-R, and verified by TrueCrypt.

![Rescue Disk Verified]

Figure A.6: Notice that it is not possible to proceed without getting your Rescue Disk verified.
Step 8

At this point, only a few clicks away from the actual encryption process, TrueCrypt requires the user to choose a Wipe mode (see Figure A.7). This is done because overwritten data might be recovered using techniques such as magnetic force microscopy. This also applies to data that are overwritten with their encrypted form (which is exactly what TrueCrypt are about to do). For the testing purposes in this thesis, the Wipe mode was set to None.

![Wipe Mode](image)

Figure A.7: It is possible to choose between four wipe modes: None, 3-pass, 7-pass and 35-pass.

Step 9

Then, before the actual encrypting can start, TrueCrypt needs to verify that everything workings correctly. This was done by restarting and authenticating us to the TrueCrypt Boot Loader (see Figure A.8).

![TrueCrypt Boot Loader](image)

Figure A.8: As of TrueCrypt version 6.1, it is possible to turn off all text in the pre-boot authentication screen, preventing an adversary that is watching you start your computer from knowing that TrueCrypt is in use.
Step 10
After Windows restarted, and the pretest was performed successfully, the actual encryption started (depicted in Figure A.9).

![Encryption Wizard](Figure_A.9)

Notice that it is possible to pause the full system disk encryption process at any time.

After the encryption process is complete, TrueCrypt never saves any decrypted data to the disk again – it only stores it temporarily in computer memory. From this point on, data is automatically encrypted or decrypted right before it is written or read, completely transparent to the user.
Appendix B

Benchmark Results

This Appendix presents the exhaustive result sets with corresponding statistics; arithmetic average, standard deviation, standard error, and 95% confidence intervals.

The table below gives an overview of the different computers and operating systems along with the page number on which the results is listed; even page numbers show the results when no disk encryption was present (i.e. the test case No_Encryption) and odd page numbers show the results when the disk employed transparent XTS-AES-256 full system disk encryption (i.e. the test case XTS-AES-256_Encryption).

<table>
<thead>
<tr>
<th>Computer 1</th>
<th>Operating System</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Windows XP</td>
<td>102-103</td>
</tr>
<tr>
<td></td>
<td>Windows Vista</td>
<td>104-105</td>
</tr>
<tr>
<td></td>
<td>Windows 7</td>
<td>106-106</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer 2</th>
<th>Operating System</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Windows XP</td>
<td>108-109</td>
</tr>
<tr>
<td></td>
<td>Windows Vista</td>
<td>110-111</td>
</tr>
<tr>
<td></td>
<td>Windows 7</td>
<td>112-113</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer 3</th>
<th>Operating System</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Windows XP</td>
<td>114-115</td>
</tr>
<tr>
<td></td>
<td>Windows Vista</td>
<td>116-117</td>
</tr>
<tr>
<td></td>
<td>Windows 7</td>
<td>118-119</td>
</tr>
</tbody>
</table>
### B.1 Computer 1 using Windows XP

#### Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>27.46 MB/s</td>
<td>28.95 MB/s</td>
<td>1.10 %</td>
</tr>
<tr>
<td>#2</td>
<td>27.11 MB/s</td>
<td>29.66 MB/s</td>
<td>1.10 %</td>
</tr>
<tr>
<td>#3</td>
<td>26.52 MB/s</td>
<td>29.15 MB/s</td>
<td>1.00 %</td>
</tr>
<tr>
<td>#4</td>
<td>27.17 MB/s</td>
<td>28.42 MB/s</td>
<td>1.10 %</td>
</tr>
<tr>
<td>#5</td>
<td>27.00 MB/s</td>
<td>28.96 MB/s</td>
<td>1.00 %</td>
</tr>
<tr>
<td>#6</td>
<td>28.31 MB/s</td>
<td>28.79 MB/s</td>
<td>1.00 %</td>
</tr>
<tr>
<td>#7</td>
<td>27.19 MB/s</td>
<td>28.43 MB/s</td>
<td>1.20 %</td>
</tr>
<tr>
<td>#8</td>
<td>27.20 MB/s</td>
<td>28.60 MB/s</td>
<td>1.00 %</td>
</tr>
<tr>
<td>#9</td>
<td>27.17 MB/s</td>
<td>27.83 MB/s</td>
<td>1.10 %</td>
</tr>
<tr>
<td>#10</td>
<td>26.81 MB/s</td>
<td>28.41 MB/s</td>
<td>1.00 %</td>
</tr>
</tbody>
</table>

#### Arithmetic average

<table>
<thead>
<tr>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>27.2 MB/s</strong></td>
<td><strong>28.7 MB/s</strong></td>
<td><strong>1.1 %</strong></td>
</tr>
</tbody>
</table>

#### Standard deviation

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.47</td>
<td>0.50</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

#### Standard error

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.16</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

#### 95% Confidence interval

<table>
<thead>
<tr>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26.87, 27.53]</td>
<td>[28.37, 29.07]</td>
<td>[1.05, 1.15]</td>
</tr>
</tbody>
</table>

Table B.1: Disk performance measurements for computer 1 running Windows XP without disk encryption.

---

![Figure B.1: Average write speed, read speed, and CPU usage during disk benchmark for computer 1 running Windows XP without disk encryption.](image)
With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>21.24 MB/s</td>
<td>21.26 MB/s</td>
<td>26.90 %</td>
</tr>
<tr>
<td>#2</td>
<td>21.21 MB/s</td>
<td>20.94 MB/s</td>
<td>27.50 %</td>
</tr>
<tr>
<td>#3</td>
<td>21.12 MB/s</td>
<td>20.61 MB/s</td>
<td>27.30 %</td>
</tr>
<tr>
<td>#4</td>
<td>21.20 MB/s</td>
<td>17.35 MB/s</td>
<td>27.50 %</td>
</tr>
<tr>
<td>#5</td>
<td>21.19 MB/s</td>
<td>20.60 MB/s</td>
<td>27.00 %</td>
</tr>
<tr>
<td>#6</td>
<td>21.26 MB/s</td>
<td>17.08 MB/s</td>
<td>26.80 %</td>
</tr>
<tr>
<td>#7</td>
<td>21.19 MB/s</td>
<td>20.71 MB/s</td>
<td>27.30 %</td>
</tr>
<tr>
<td>#8</td>
<td>21.19 MB/s</td>
<td>20.49 MB/s</td>
<td>26.90 %</td>
</tr>
<tr>
<td>#9</td>
<td>21.30 MB/s</td>
<td>20.80 MB/s</td>
<td>27.10 %</td>
</tr>
<tr>
<td>#10</td>
<td>21.08 MB/s</td>
<td>17.64 MB/s</td>
<td>27.10 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>21.2 MB/s</td>
<td>19.7 MB/s</td>
<td>27.1 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.06</td>
<td>1.67</td>
<td>0.25</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.02</td>
<td>0.53</td>
<td>0.08</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[21.15,21.24]</td>
<td>[18.57,20.92]</td>
<td>[26.92,27.28]</td>
</tr>
</tbody>
</table>

Table B.2: Disk performance measurements for computer 1 running Windows XP with disk encryption.

![Graph showing average write speed, read speed, and CPU usage during disk benchmark for computer 1 running Windows XP with disk encryption.](image)
B.2 Computer 1 using Windows Vista

Without disk encryption

<table>
<thead>
<tr>
<th>#</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>28.41 MB/s</td>
<td>29.71 MB/s</td>
<td>2.20 %</td>
</tr>
<tr>
<td>#2</td>
<td>28.85 MB/s</td>
<td>29.73 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#3</td>
<td>29.15 MB/s</td>
<td>29.52 MB/s</td>
<td>1.80 %</td>
</tr>
<tr>
<td>#4</td>
<td>28.44 MB/s</td>
<td>29.71 MB/s</td>
<td>1.80 %</td>
</tr>
<tr>
<td>#5</td>
<td>28.79 MB/s</td>
<td>29.61 MB/s</td>
<td>2.20 %</td>
</tr>
<tr>
<td>#6</td>
<td>25.21 MB/s</td>
<td>27.40 MB/s</td>
<td>1.50 %</td>
</tr>
<tr>
<td>#7</td>
<td>24.16 MB/s</td>
<td>27.41 MB/s</td>
<td>1.40 %</td>
</tr>
<tr>
<td>#8</td>
<td>25.04 MB/s</td>
<td>27.42 MB/s</td>
<td>1.80 %</td>
</tr>
<tr>
<td>#9</td>
<td>25.12 MB/s</td>
<td>27.56 MB/s</td>
<td>1.60 %</td>
</tr>
<tr>
<td>#10</td>
<td>25.12 MB/s</td>
<td>27.96 MB/s</td>
<td>1.60 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic average</td>
<td>26.8 MB/s</td>
<td>28.6 MB/s</td>
<td>1.8 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.03</td>
<td>1.12</td>
<td>0.27</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.64</td>
<td>0.36</td>
<td>0.09</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[25.40,28.26]</td>
<td>[27.81,29.39]</td>
<td>[1.61,1.99]</td>
</tr>
</tbody>
</table>
Appendix B. Benchmark Results

With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>21.10 MB/s</td>
<td>19.33 MB/s</td>
<td>24.50 %</td>
</tr>
<tr>
<td>#2</td>
<td>21.02 MB/s</td>
<td>19.43 MB/s</td>
<td>23.20 %</td>
</tr>
<tr>
<td>#3</td>
<td>20.77 MB/s</td>
<td>19.21 MB/s</td>
<td>26.30 %</td>
</tr>
<tr>
<td>#4</td>
<td>20.71 MB/s</td>
<td>19.18 MB/s</td>
<td>26.20 %</td>
</tr>
<tr>
<td>#5</td>
<td>20.76 MB/s</td>
<td>18.94 MB/s</td>
<td>23.00 %</td>
</tr>
<tr>
<td>#6</td>
<td>20.75 MB/s</td>
<td>19.50 MB/s</td>
<td>22.60 %</td>
</tr>
<tr>
<td>#7</td>
<td>20.52 MB/s</td>
<td>19.11 MB/s</td>
<td>23.90 %</td>
</tr>
<tr>
<td>#8</td>
<td>20.71 MB/s</td>
<td>19.74 MB/s</td>
<td>26.70 %</td>
</tr>
<tr>
<td>#9</td>
<td>20.94 MB/s</td>
<td>18.69 MB/s</td>
<td>24.50 %</td>
</tr>
<tr>
<td>#10</td>
<td>20.92 MB/s</td>
<td>19.20 MB/s</td>
<td>24.40 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.8 MB/s</td>
<td>19.2 MB/s</td>
<td>24.5 %</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.17</td>
<td>0.30</td>
<td>1.45</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standard error</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.09</td>
<td>0.46</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>95% Confidence interval</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20.70,20.94]</td>
<td>[19.03,19.44]</td>
<td>[23.48,25.52]</td>
<td></td>
</tr>
</tbody>
</table>

Table B.4: Disk performance measurements for computer 1 running Windows Vista with disk encryption.

Figure B.4: Average write speed, read speed, and CPU usage during disk benchmark for computer 1 running Windows Vista with disk encryption.
B.3 Computer 1 using Windows 7

Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>27.24 MB/s</td>
<td>28.86 MB/s</td>
<td>1.20 %</td>
</tr>
<tr>
<td>#2</td>
<td>27.58 MB/s</td>
<td>29.18 MB/s</td>
<td>1.30 %</td>
</tr>
<tr>
<td>#3</td>
<td>27.87 MB/s</td>
<td>28.81 MB/s</td>
<td>1.30 %</td>
</tr>
<tr>
<td>#4</td>
<td>26.81 MB/s</td>
<td>29.23 MB/s</td>
<td>1.20 %</td>
</tr>
<tr>
<td>#5</td>
<td>27.12 MB/s</td>
<td>29.15 MB/s</td>
<td>1.30 %</td>
</tr>
<tr>
<td>#6</td>
<td>26.93 MB/s</td>
<td>22.77 MB/s</td>
<td>1.30 %</td>
</tr>
<tr>
<td>#7</td>
<td>27.05 MB/s</td>
<td>29.07 MB/s</td>
<td>1.20 %</td>
</tr>
<tr>
<td>#8</td>
<td>26.80 MB/s</td>
<td>29.48 MB/s</td>
<td>1.30 %</td>
</tr>
<tr>
<td>#9</td>
<td>26.91 MB/s</td>
<td>29.32 MB/s</td>
<td>1.10 %</td>
</tr>
<tr>
<td>#10</td>
<td>27.35 MB/s</td>
<td>29.57 MB/s</td>
<td>1.30 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>27.2 MB/s</td>
<td>28.5 MB/s</td>
<td>1.3 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.35</td>
<td>2.04</td>
<td>0.07</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.11</td>
<td>0.65</td>
<td>0.02</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[26.92, 27.41]</td>
<td>[27.11, 29.98]</td>
<td>[1.25, 1.35]</td>
</tr>
</tbody>
</table>

Table B.5: Disk performance measurements for computer 1 running Windows 7 without disk encryption.

Figure B.5: Average write speed, read speed, and CPU usage during disk benchmark for computer 1 running Windows 7 without disk encryption.
With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>20.86 MB/s</td>
<td>18.55 MB/s</td>
<td>21.50 %</td>
</tr>
<tr>
<td>#2</td>
<td>21.13 MB/s</td>
<td>16.86 MB/s</td>
<td>21.80 %</td>
</tr>
<tr>
<td>#3</td>
<td>20.82 MB/s</td>
<td>18.77 MB/s</td>
<td>21.80 %</td>
</tr>
<tr>
<td>#4</td>
<td>20.49 MB/s</td>
<td>17.83 MB/s</td>
<td>22.50 %</td>
</tr>
<tr>
<td>#5</td>
<td>20.82 MB/s</td>
<td>19.30 MB/s</td>
<td>22.60 %</td>
</tr>
<tr>
<td>#6</td>
<td>20.45 MB/s</td>
<td>19.48 MB/s</td>
<td>22.20 %</td>
</tr>
<tr>
<td>#7</td>
<td>21.08 MB/s</td>
<td>18.66 MB/s</td>
<td>22.40 %</td>
</tr>
<tr>
<td>#8</td>
<td>21.08 MB/s</td>
<td>19.34 MB/s</td>
<td>21.50 %</td>
</tr>
<tr>
<td>#9</td>
<td>19.98 MB/s</td>
<td>19.21 MB/s</td>
<td>22.00 %</td>
</tr>
<tr>
<td>#10</td>
<td>19.13 MB/s</td>
<td>20.01 MB/s</td>
<td>21.60 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20.6 MB/s</td>
<td>18.8 MB/s</td>
<td>22.0 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td>0.62</td>
<td>0.91</td>
</tr>
<tr>
<td>Standard error</td>
<td></td>
<td>0.20</td>
<td>0.29</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[20.15,21.02]</td>
<td>[18.16,19.44]</td>
<td>[21.71,22.29]</td>
</tr>
</tbody>
</table>

Table B.6: Disk performance measurements for computer 1 running Windows 7 with disk encryption.

Figure B.6: Average write speed, read speed, and CPU usage during disk benchmark for computer 1 running Windows 7 with disk encryption.
B.4 Computer 2 using Windows XP

Without disk encryption

<table>
<thead>
<tr>
<th>#</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>59.44 MB/s</td>
<td>56.85 MB/s</td>
<td>1.80 %</td>
</tr>
<tr>
<td>#2</td>
<td>59.42 MB/s</td>
<td>56.84 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#3</td>
<td>59.92 MB/s</td>
<td>57.09 MB/s</td>
<td>1.70 %</td>
</tr>
<tr>
<td>#4</td>
<td>59.21 MB/s</td>
<td>57.84 MB/s</td>
<td>1.70 %</td>
</tr>
<tr>
<td>#5</td>
<td>58.81 MB/s</td>
<td>57.09 MB/s</td>
<td>1.80 %</td>
</tr>
<tr>
<td>#6</td>
<td>57.21 MB/s</td>
<td>57.84 MB/s</td>
<td>1.70 %</td>
</tr>
<tr>
<td>#7</td>
<td>59.71 MB/s</td>
<td>56.34 MB/s</td>
<td>1.70 %</td>
</tr>
<tr>
<td>#8</td>
<td>58.96 MB/s</td>
<td>57.64 MB/s</td>
<td>1.80 %</td>
</tr>
<tr>
<td>#9</td>
<td>59.39 MB/s</td>
<td>57.46 MB/s</td>
<td>1.70 %</td>
</tr>
<tr>
<td>#10</td>
<td>59.43 MB/s</td>
<td>57.09 MB/s</td>
<td>1.80 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic average</td>
<td>59.2 MB/s</td>
<td>57.2 MB/s</td>
<td>1.8 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.76</td>
<td>0.48</td>
<td>0.07</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.24</td>
<td>0.15</td>
<td>0.02</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[58.62,59.68]</td>
<td>[56.87,57.55]</td>
<td>[1.75,1.85]</td>
</tr>
</tbody>
</table>

Table B.7: Disk performance measurements for computer 2 running Windows XP without disk encryption.

Figure B.7: Average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows XP without disk encryption.
With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>42.11 MB/s</td>
<td>42.29 MB/s</td>
<td>52.20 %</td>
</tr>
<tr>
<td>#2</td>
<td>42.13 MB/s</td>
<td>42.09 MB/s</td>
<td>51.90 %</td>
</tr>
<tr>
<td>#3</td>
<td>42.04 MB/s</td>
<td>41.91 MB/s</td>
<td>52.10 %</td>
</tr>
<tr>
<td>#4</td>
<td>42.13 MB/s</td>
<td>41.49 MB/s</td>
<td>52.40 %</td>
</tr>
<tr>
<td>#5</td>
<td>42.11 MB/s</td>
<td>40.86 MB/s</td>
<td>52.20 %</td>
</tr>
<tr>
<td>#6</td>
<td>42.12 MB/s</td>
<td>40.01 MB/s</td>
<td>52.30 %</td>
</tr>
<tr>
<td>#7</td>
<td>42.09 MB/s</td>
<td>42.97 MB/s</td>
<td>51.80 %</td>
</tr>
<tr>
<td>#8</td>
<td>42.11 MB/s</td>
<td>41.82 MB/s</td>
<td>52.40 %</td>
</tr>
<tr>
<td>#9</td>
<td>42.10 MB/s</td>
<td>40.95 MB/s</td>
<td>52.40 %</td>
</tr>
<tr>
<td>#10</td>
<td>42.11 MB/s</td>
<td>41.91 MB/s</td>
<td>51.90 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>42.1 MB/s</td>
<td>41.6 MB/s</td>
<td>52.2 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.02</td>
<td>0.84</td>
<td>0.23</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.01</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[42.09,42.12]</td>
<td>[41.04,42.22]</td>
<td>[52.04,52.36]</td>
</tr>
</tbody>
</table>

Table B.8: Disk performance measurements for computer 2 running Windows XP with disk encryption.

Figure B.8: Average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows XP with disk encryption.
B.5 Computer 2 using Windows Vista

Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>46.98 MB/s</td>
<td>51.93 MB/s</td>
<td>2.90 %</td>
</tr>
<tr>
<td>#2</td>
<td>48.78 MB/s</td>
<td>50.83 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#3</td>
<td>49.12 MB/s</td>
<td>51.93 MB/s</td>
<td>2.60 %</td>
</tr>
<tr>
<td>#4</td>
<td>45.62 MB/s</td>
<td>46.19 MB/s</td>
<td>2.70 %</td>
</tr>
<tr>
<td>#5</td>
<td>54.86 MB/s</td>
<td>50.71 MB/s</td>
<td>2.80 %</td>
</tr>
<tr>
<td>#6</td>
<td>55.17 MB/s</td>
<td>49.18 MB/s</td>
<td>2.60 %</td>
</tr>
<tr>
<td>#7</td>
<td>53.62 MB/s</td>
<td>50.27 MB/s</td>
<td>3.10 %</td>
</tr>
<tr>
<td>#8</td>
<td>52.50 MB/s</td>
<td>51.67 MB/s</td>
<td>3.10 %</td>
</tr>
<tr>
<td>#9</td>
<td>52.24 MB/s</td>
<td>52.14 MB/s</td>
<td>3.00 %</td>
</tr>
<tr>
<td>#10</td>
<td>55.58 MB/s</td>
<td>52.40 MB/s</td>
<td>2.80 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>51.4 MB/s</td>
<td>50.7 MB/s</td>
<td>2.8 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>3.58</th>
<th>1.88</th>
<th>0.23</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard error</td>
<td>1.13</td>
<td>0.59</td>
<td>0.07</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[48.92, 53.97]</td>
<td>[49.40, 52.05]</td>
<td>[2.64, 2.96]</td>
</tr>
</tbody>
</table>

Table B.9: Disk performance measurements for computer 2 running Windows Vista without disk encryption.

Figure B.9: Average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows Vista without disk encryption.
Appendix B. Benchmark Results

With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>39.72 MB/s</td>
<td>39.34 MB/s</td>
<td>53.20 %</td>
</tr>
<tr>
<td>#2</td>
<td>40.64 MB/s</td>
<td>38.84 MB/s</td>
<td>54.10 %</td>
</tr>
<tr>
<td>#3</td>
<td>40.17 MB/s</td>
<td>39.76 MB/s</td>
<td>53.00 %</td>
</tr>
<tr>
<td>#4</td>
<td>40.23 MB/s</td>
<td>39.26 MB/s</td>
<td>52.70 %</td>
</tr>
<tr>
<td>#5</td>
<td>40.55 MB/s</td>
<td>39.76 MB/s</td>
<td>53.20 %</td>
</tr>
<tr>
<td>#6</td>
<td>40.54 MB/s</td>
<td>40.81 MB/s</td>
<td>53.10 %</td>
</tr>
<tr>
<td>#7</td>
<td>40.61 MB/s</td>
<td>40.07 MB/s</td>
<td>52.80 %</td>
</tr>
<tr>
<td>#8</td>
<td>40.20 MB/s</td>
<td>39.89 MB/s</td>
<td>53.80 %</td>
</tr>
<tr>
<td>#9</td>
<td>40.59 MB/s</td>
<td>40.26 MB/s</td>
<td>54.60 %</td>
</tr>
<tr>
<td>#10</td>
<td>40.63 MB/s</td>
<td>40.46 MB/s</td>
<td>52.60 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.4 MB/s</td>
<td>39.8 MB/s</td>
<td>53.3 %</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.30</td>
<td>0.59</td>
<td>0.65</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.10</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[40.17,40.60]</td>
<td>[39.43,40.26]</td>
<td>[52.84,53.76]</td>
</tr>
</tbody>
</table>

Table B.10: Disk performance measurements for computer 2 running Windows Vista with disk encryption.

![Graph showing average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows Vista with disk encryption.](image)

Figure B.10: Average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows Vista with disk encryption.
B.6 Computer 2 using Windows 7

Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>60.65 MB/s</td>
<td>57.13 MB/s</td>
<td>2.30 %</td>
</tr>
<tr>
<td>#2</td>
<td>61.11 MB/s</td>
<td>57.82 MB/s</td>
<td>2.30 %</td>
</tr>
<tr>
<td>#3</td>
<td>60.11 MB/s</td>
<td>56.80 MB/s</td>
<td>2.50 %</td>
</tr>
<tr>
<td>#4</td>
<td>60.86 MB/s</td>
<td>57.82 MB/s</td>
<td>2.20 %</td>
</tr>
<tr>
<td>#5</td>
<td>55.99 MB/s</td>
<td>57.82 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#6</td>
<td>60.32 MB/s</td>
<td>57.85 MB/s</td>
<td>2.00 %</td>
</tr>
<tr>
<td>#7</td>
<td>61.92 MB/s</td>
<td>57.58 MB/s</td>
<td>2.20 %</td>
</tr>
<tr>
<td>#8</td>
<td>60.86 MB/s</td>
<td>56.32 MB/s</td>
<td>2.20 %</td>
</tr>
<tr>
<td>#9</td>
<td>61.58 MB/s</td>
<td>57.99 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#10</td>
<td>62.14 MB/s</td>
<td>57.82 MB/s</td>
<td>2.00 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60.6 MB/s</td>
<td>57.5 MB/s</td>
<td>2.2 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.73</td>
<td>0.56</td>
<td>0.19</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.55</td>
<td>0.18</td>
<td>0.06</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[59.33,61.77]</td>
<td>[57.10,57.89]</td>
<td>[2.07,2.33]</td>
</tr>
</tbody>
</table>

Table B.11: Disk performance measurements for computer 2 running Windows 7 without disk encryption.

Figure B.11: Average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows 7 without disk encryption.
Appendix B. Benchmark Results

With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>41.10 MB/s</td>
<td>40.95 MB/s</td>
<td>50.70 %</td>
</tr>
<tr>
<td>#2</td>
<td>41.14 MB/s</td>
<td>39.57 MB/s</td>
<td>50.90 %</td>
</tr>
<tr>
<td>#3</td>
<td>41.63 MB/s</td>
<td>41.87 MB/s</td>
<td>51.20 %</td>
</tr>
<tr>
<td>#4</td>
<td>41.16 MB/s</td>
<td>41.33 MB/s</td>
<td>51.10 %</td>
</tr>
<tr>
<td>#5</td>
<td>40.76 MB/s</td>
<td>40.87 MB/s</td>
<td>51.20 %</td>
</tr>
<tr>
<td>#6</td>
<td>41.60 MB/s</td>
<td>41.29 MB/s</td>
<td>52.60 %</td>
</tr>
<tr>
<td>#7</td>
<td>41.13 MB/s</td>
<td>40.88 MB/s</td>
<td>50.90 %</td>
</tr>
<tr>
<td>#8</td>
<td>41.01 MB/s</td>
<td>40.73 MB/s</td>
<td>51.20 %</td>
</tr>
<tr>
<td>#9</td>
<td>41.13 MB/s</td>
<td>40.57 MB/s</td>
<td>51.30 %</td>
</tr>
<tr>
<td>#10</td>
<td>41.17 MB/s</td>
<td>40.95 MB/s</td>
<td>51.00 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arithmetic average</strong></td>
<td>41.2 MB/s</td>
<td>40.9 MB/s</td>
<td>51.2 %</td>
</tr>
<tr>
<td><strong>Standard deviation</strong></td>
<td>0.26</td>
<td>0.60</td>
<td>0.52</td>
</tr>
<tr>
<td><strong>Standard error</strong></td>
<td>0.08</td>
<td>0.19</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>95% Confidence interval</strong></td>
<td>[41.00,41.36]</td>
<td>[40.48,41.32]</td>
<td>[50.83,51.57]</td>
</tr>
</tbody>
</table>

Table B.12: Disk performance measurements for computer 2 running Windows 7 with disk encryption.

Figure B.12: Average write speed, read speed, and CPU usage during disk benchmark for computer 2 running Windows 7 with disk encryption.
B.7 Computer 3 using Windows XP

Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>94.06 MB/s</td>
<td>93.76 MB/s</td>
<td>2.00 %</td>
</tr>
<tr>
<td>#2</td>
<td>94.06 MB/s</td>
<td>93.33 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#3</td>
<td>93.25 MB/s</td>
<td>93.76 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#4</td>
<td>92.77 MB/s</td>
<td>92.90 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#5</td>
<td>93.21 MB/s</td>
<td>95.08 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#6</td>
<td>94.50 MB/s</td>
<td>93.76 MB/s</td>
<td>1.90 %</td>
</tr>
<tr>
<td>#7</td>
<td>93.21 MB/s</td>
<td>93.76 MB/s</td>
<td>2.00 %</td>
</tr>
<tr>
<td>#8</td>
<td>94.06 MB/s</td>
<td>94.19 MB/s</td>
<td>2.10 %</td>
</tr>
<tr>
<td>#9</td>
<td>94.96 MB/s</td>
<td>93.33 MB/s</td>
<td>2.00 %</td>
</tr>
<tr>
<td>#10</td>
<td>94.50 MB/s</td>
<td>95.52 MB/s</td>
<td>1.90 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic average</td>
<td>93.9 MB/s</td>
<td>93.9 MB/s</td>
<td>2.0 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.71</td>
<td>0.80</td>
<td>0.07</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.22</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[93.36,94.36]</td>
<td>[93.37,94.51]</td>
<td>[1.95,2.05]</td>
</tr>
</tbody>
</table>

Table B.13: Disk performance measurements for computer 3 running Windows XP without disk encryption.

Figure B.13: Average write speed, read speed, and CPU usage during disk benchmark for computer 3 running Windows XP without disk encryption.
With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>63.03 MB/s</td>
<td>66.61 MB/s</td>
<td>45.10 %</td>
</tr>
<tr>
<td>#2</td>
<td>62.89 MB/s</td>
<td>68.64 MB/s</td>
<td>45.60 %</td>
</tr>
<tr>
<td>#3</td>
<td>64.12 MB/s</td>
<td>63.66 MB/s</td>
<td>45.80 %</td>
</tr>
<tr>
<td>#4</td>
<td>67.54 MB/s</td>
<td>65.69 MB/s</td>
<td>46.60 %</td>
</tr>
<tr>
<td>#5</td>
<td>61.40 MB/s</td>
<td>67.70 MB/s</td>
<td>45.30 %</td>
</tr>
<tr>
<td>#6</td>
<td>63.58 MB/s</td>
<td>67.14 MB/s</td>
<td>46.10 %</td>
</tr>
<tr>
<td>#7</td>
<td>59.68 MB/s</td>
<td>61.56 MB/s</td>
<td>45.70 %</td>
</tr>
<tr>
<td>#8</td>
<td>64.12 MB/s</td>
<td>67.23 MB/s</td>
<td>46.10 %</td>
</tr>
<tr>
<td>#9</td>
<td>61.47 MB/s</td>
<td>67.54 MB/s</td>
<td>45.40 %</td>
</tr>
<tr>
<td>#10</td>
<td>62.46 MB/s</td>
<td>68.01 MB/s</td>
<td>46.00 %</td>
</tr>
</tbody>
</table>

### Table B.14:
Disk performance measurements for computer 3 running Windows XP with disk encryption.

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>63.0 MB/s</td>
<td>66.4 MB/s</td>
<td>45.8 %</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.10</td>
<td>2.19</td>
<td>0.45</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.66</td>
<td>0.69</td>
<td>0.14</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[61.55,64.51]</td>
<td>[64.83,67.92]</td>
<td>[45.48,46.12]</td>
</tr>
</tbody>
</table>

**Figure B.14:** Average write speed, read speed, and CPU usage during disk benchmark for computer 3 running Windows XP with disk encryption.
B.8 Computer 3 using Windows Vista

Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>83.78 MB/s</td>
<td>83.80 MB/s</td>
<td>2.50 %</td>
</tr>
<tr>
<td>#2</td>
<td>88.22 MB/s</td>
<td>89.38 MB/s</td>
<td>2.50 %</td>
</tr>
<tr>
<td>#3</td>
<td>87.09 MB/s</td>
<td>89.01 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#4</td>
<td>88.96 MB/s</td>
<td>86.79 MB/s</td>
<td>2.60 %</td>
</tr>
<tr>
<td>#5</td>
<td>87.45 MB/s</td>
<td>89.38 MB/s</td>
<td>2.70 %</td>
</tr>
<tr>
<td>#6</td>
<td>87.09 MB/s</td>
<td>89.75 MB/s</td>
<td>2.60 %</td>
</tr>
<tr>
<td>#7</td>
<td>87.45 MB/s</td>
<td>89.38 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#8</td>
<td>87.45 MB/s</td>
<td>89.01 MB/s</td>
<td>2.50 %</td>
</tr>
<tr>
<td>#9</td>
<td>86.68 MB/s</td>
<td>89.38 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#10</td>
<td>87.11 MB/s</td>
<td>88.28 MB/s</td>
<td>2.40 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation</td>
<td>1.34</td>
<td>1.83</td>
<td>0.11</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.43</td>
<td>0.58</td>
<td>0.03</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[86.18,88.08]</td>
<td>[87.13,89.71]</td>
<td>[2.42,2.58]</td>
</tr>
</tbody>
</table>

Table B.15: Disk performance measurements for computer 3 running Windows Vista without disk encryption.

Figure B.15: Average write speed, read speed, and CPU usage during disk benchmark for computer 3 running Windows Vista without disk encryption.
With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>64.75 MB/s</td>
<td>72.07 MB/s</td>
<td>48.90 %</td>
</tr>
<tr>
<td>#2</td>
<td>64.85 MB/s</td>
<td>67.16 MB/s</td>
<td>49.50 %</td>
</tr>
<tr>
<td>#3</td>
<td>65.63 MB/s</td>
<td>69.41 MB/s</td>
<td>50.10 %</td>
</tr>
<tr>
<td>#4</td>
<td>61.39 MB/s</td>
<td>68.01 MB/s</td>
<td>50.70 %</td>
</tr>
<tr>
<td>#5</td>
<td>68.04 MB/s</td>
<td>67.02 MB/s</td>
<td>50.90 %</td>
</tr>
<tr>
<td>#6</td>
<td>64.30 MB/s</td>
<td>69.27 MB/s</td>
<td>51.00 %</td>
</tr>
<tr>
<td>#7</td>
<td>64.57 MB/s</td>
<td>68.65 MB/s</td>
<td>50.70 %</td>
</tr>
<tr>
<td>#8</td>
<td>64.84 MB/s</td>
<td>71.17 MB/s</td>
<td>51.00 %</td>
</tr>
<tr>
<td>#9</td>
<td>68.30 MB/s</td>
<td>72.54 MB/s</td>
<td>51.50 %</td>
</tr>
<tr>
<td>#10</td>
<td>63.94 MB/s</td>
<td>70.55 MB/s</td>
<td>50.90 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic average</td>
<td>65.1 MB/s</td>
<td>69.6 MB/s</td>
<td>50.3 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.98</td>
<td>1.95</td>
<td>0.87</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.63</td>
<td>0.62</td>
<td>0.28</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[63.66,66.46]</td>
<td>[68.21,70.96]</td>
<td>[49.69,50.91]</td>
</tr>
</tbody>
</table>

Table B.16: Disk performance measurements for computer 3 running Windows Vista with disk encryption.

Figure B.16: Average write speed, read speed, and CPU usage during disk benchmark for computer 3 running Windows Vista with disk encryption.
B.9 Computer 3 using Windows 7

Without disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>98.86 MB/s</td>
<td>97.69 MB/s</td>
<td>2.10 %</td>
</tr>
<tr>
<td>#2</td>
<td>99.05 MB/s</td>
<td>99.93 MB/s</td>
<td>2.50 %</td>
</tr>
<tr>
<td>#3</td>
<td>95.87 MB/s</td>
<td>99.93 MB/s</td>
<td>2.30 %</td>
</tr>
<tr>
<td>#4</td>
<td>96.93 MB/s</td>
<td>99.18 MB/s</td>
<td>2.30 %</td>
</tr>
<tr>
<td>#5</td>
<td>99.05 MB/s</td>
<td>91.24 MB/s</td>
<td>2.20 %</td>
</tr>
<tr>
<td>#6</td>
<td>99.48 MB/s</td>
<td>99.18 MB/s</td>
<td>2.30 %</td>
</tr>
<tr>
<td>#7</td>
<td>99.81 MB/s</td>
<td>100.36 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#8</td>
<td>98.21 MB/s</td>
<td>99.93 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#9</td>
<td>99.05 MB/s</td>
<td>98.32 MB/s</td>
<td>2.40 %</td>
</tr>
<tr>
<td>#10</td>
<td>100.01 MB/s</td>
<td>99.93 MB/s</td>
<td>2.20 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic average</td>
<td>98.6 MB/s</td>
<td>98.6 MB/s</td>
<td>2.3 %</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.30</td>
<td>2.71</td>
<td>0.12</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.41</td>
<td>0.86</td>
<td>0.04</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[97.72,99.55]</td>
<td>[96.66,100.48]</td>
<td>[2.22,2.39]</td>
</tr>
</tbody>
</table>

Table B.17: Disk performance measurements for computer 3 running Windows 7 without disk encryption.

Figure B.17: Average write speed, read speed, and CPU usage during disk benchmark for computer 3 running Windows 7 without disk encryption.
Appendix B. Benchmark Results

With disk encryption

<table>
<thead>
<tr>
<th></th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>54.59 MB/s</td>
<td>62.39 MB/s</td>
<td>53.70 %</td>
</tr>
<tr>
<td>#2</td>
<td>55.81 MB/s</td>
<td>63.37 MB/s</td>
<td>52.80 %</td>
</tr>
<tr>
<td>#3</td>
<td>54.36 MB/s</td>
<td>62.87 MB/s</td>
<td>54.20 %</td>
</tr>
<tr>
<td>#4</td>
<td>54.46 MB/s</td>
<td>64.07 MB/s</td>
<td>52.90 %</td>
</tr>
<tr>
<td>#5</td>
<td>54.88 MB/s</td>
<td>63.73 MB/s</td>
<td>53.20 %</td>
</tr>
<tr>
<td>#6</td>
<td>52.75 MB/s</td>
<td>63.80 MB/s</td>
<td>53.60 %</td>
</tr>
<tr>
<td>#7</td>
<td>54.31 MB/s</td>
<td>63.80 MB/s</td>
<td>53.50 %</td>
</tr>
<tr>
<td>#8</td>
<td>54.99 MB/s</td>
<td>56.18 MB/s</td>
<td>54.00 %</td>
</tr>
<tr>
<td>#9</td>
<td>53.14 MB/s</td>
<td>63.74 MB/s</td>
<td>53.20 %</td>
</tr>
<tr>
<td>#10</td>
<td>54.46 MB/s</td>
<td>63.81 MB/s</td>
<td>53.60 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic average</th>
<th>Write speed</th>
<th>Read speed</th>
<th>CPU usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation</td>
<td>0.88</td>
<td>2.37</td>
<td>0.45</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.28</td>
<td>0.75</td>
<td>0.14</td>
</tr>
<tr>
<td>95% Confidence interval</td>
<td>[53.76,54.99]</td>
<td>[61.10,64.45]</td>
<td>[53.18,53.82]</td>
</tr>
</tbody>
</table>

Table B.18: Disk performance measurements for computer 3 running Windows 7 with disk encryption.

Figure B.18: Average write speed, read speed, and CPU usage during disk benchmark for computer 3 running Windows 7 with disk encryption.
Appendix C

Attached ZIP file

The attached ZIP file contains the following files and directories:

- `TrueCrypt6.1a.exe` – TrueCrypt 6.1a for Windows
- `HDTunePro3.5.exe` – HD Tune Pro 3.5 for Windows
- `Logs/Computer1/` – Log files for computer 1
- `Logs/Computer2/` – Log files for computer 2
- `Logs/Computer3/` – Log files for computer 3
- `Logs_README.txt` – Describing the contents of the Logs-folder