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Introduction
Alf Emil Løvgren

In this thesis we consider the reduced basis element method for approximating the solution of parameter dependent problems described by partial differential equations. In particular we focus on fluid flow in pipes, bifurcations and hierarchical systems, where the flow is described by the steady Stokes equations, or the steady Navier-Stokes equations. The thesis consists of four papers and this introduction.

The reduced basis element method is different from traditional reduced basis methods in that it combines these methods with domain decomposition. A given geometry is decomposed into building blocks with the same topology as a few reference domains, e.g. a rectangle and a reference bifurcation. Relative to each reference domain we precompute and store basis functions found on a preselected set of deformations of the respective reference domains. A reduced basis solution is then found by mapping the basis functions from their respective reference domains to corresponding domains in the domain decomposition. A local approximation of the “true” solution on one domain is found using the basis functions belonging to that specific domain, and the global approximation is found by “gluing” the local approximations together with constraints across domain interfaces. Geometries where building blocks of the same topology are reused many times are attractive candidates for the reduced basis element method. When there is only one domain in the geometry, the reduced basis element method is seen as a traditional reduced basis method where the geometry of the domain is one of the independent parameters.

In the first part of the introduction we present the reduced basis method and the reduced basis element method. In the second part of the introduction we motivate the work done in the thesis, and give a summary of the papers.

The reduced basis method

The reduced basis method is not a new method, and it has been used with success in the nonlinear analysis of structures since 1980 [1, 14]. Other applications include the modeling of turbulent flows [4], control problems [18, 22], optimization [9], and aerodynamics [7, 24]. Typical for all applications is problems depending on one or more parameters. Often the same
problem need to be solved repeatedly for different instantiations of a parameter, each solve being time-consuming with standard solution methods. In control problems the solution is needed in real-time, and the input parameters change constantly.

A general parameter dependent problem on a domain \( \Omega \in \mathbb{R}^n \) may be written as: Find \( u \in X(\Omega) \) such that

\[
F(u; \mu) = 0,
\]

where \( X(\Omega) \) is the solution space, \( \mu \) is the independent parameter vector, and \( F \) is the operator acting on \( u \) and \( \mu \). If (1) is well-defined, and if we have a suitable conventional solver for (1), we may for a given choice of parameter vector \( \mu_i \) find the corresponding solution \( u_i \). A key point in the reduced basis method is that if a different parameter vector \( \mu_j \) is chosen such that it is close to \( \mu_i \) in the parameter space \( D \), then the corresponding solution \( u_j \) must be close to \( u_i \) in \( X \). We also note that, although the solution space \( X \) is infinite, all realistic solutions of (1) reside within some lower-dimensional manifold contained in \( X \). This is true for problems with smooth solutions.

To solve a parameter dependent problem like (1) numerically, we discretize the domain \( \Omega \), by constructing a grid. On this grid we then define a discrete solution space \( X_N \), where \( N \) resembles the number of degrees-of-freedom in this discrete space.

Basis functions defined on \( X_N \) are used in the reduced basis method to produce a good approximation space

\[
X_N = \text{span}\{u_i\}_{i=1}^N.
\]

If the resolution of a solution of (1) with a conventional solver is \( \mathcal{N} \), then \( N \ll \mathcal{N} \). For example \( \mathcal{N} \) is \( \mathcal{O}(1000) \), while \( N \) is \( \mathcal{O}(10) \). For a generic parameter vector \( \mu \), a reduced basis approximation to the high resolution solution \( u_{\mathcal{N}}(\mu) \) of (1), is then found as

\[
u_N(\mu) = \sum_{i=1}^{N} \alpha_i(\mu) u_i,\]

where the coefficients \( \alpha_i(\mu) \) are determined through a Galerkin method.

The construction of the reduced basis space \( X_N \) is done in a preprocessing stage, before the actual computations start. The basis functions, \( \{u_i\}_{i=1}^N \), resulting from this offline stage are then stored, and used in the online stage. For the reduced basis method to be efficient and reliable, \( X_N \) must be generated in such a way that \( N \) may be as small as possible and still enable \( u_N(\mu) \) to be a good approximation of the high resolution solution \( u_{\mathcal{N}}(\mu) \). First of all, \( X_N \) must span a large portion of the part of the solution space \( X \) in which all realistic solutions of (1) lie. Second, the elements of \( X_N \) should contain as little redundant information as possible to keep \( N \)
small, i.e., each \( u_i \) should span an unique part of \( X_N \), only contributing new information. Third, for flexibility of the reduced basis method, the addition of more basis functions to \( X_N \) should be possible in a fairly simple manner.

The most common approach to the construction of \( X_N \) is to start with an ensemble of basis functions which surely span the relevant portion of \( X \), and then process this ensemble such that the number of basis functions are reduced, while the quality of each is increased. The ensemble of basis functions is usually generated either as a Lagrange sample, or as a Taylor expansion.

To construct a Lagrange sample we choose \( M \) different instantiations of the parameter vector \( \mu \in D \subset \mathbb{R}^P \), \( \{\mu_i\}_{i=1}^M \), where \( P \) is the number of independent parameters. We then obtain a solution of the given problem (1) for each \( \mu_i \), either by using a conventional solver, or by sampling a physical model of the problem. When \( D \) is large, the corresponding relevant portion of \( X \) is large, and \( M \) quickly grows if we want the basis functions to span the space properly.

In a Taylor expansion approach, we choose only one instantiation of the parameter vector \( \mu_0 = (\mu_1, ..., \mu_P)^T \in D \subset \mathbb{R}^P \), and solve the problem (1) to find the first basis function \( u_0 \). Next we denote \( u_k^i = \frac{\partial u_k}{\partial \mu_i} \) and obtain equations for \( u_k^i \) by differentiating (1) with respect to the parameter and then evaluating at \( \mu_0 \). The basis functions \( u_k^i \) are then found in a recursive manner by solving

\[
\frac{\partial F}{\partial u}(u_0; \mu_0)u_k^i = G_k(u_0, u_1^i, ..., u_{k-1}^i; \mu_0), \quad i = 1, ..., P, \quad k = 1, ..., K. \quad (4)
\]

The basis functions generated in this way will constitute a good reduced basis approximation space for parameter vectors close to \( \mu_0 \). Note that the resulting coefficient-matrix is the same for all \( i \) and \( k \), such that once the matrix has been factorized, only back-solves are needed to find more basis functions. On the other hand, the generation of the different right hand sides of (4) may be both complicated and costly in the general case. The Taylor approach is applied by Noor and Peters in [14] to solve finite-element discretizations of nonlinear analysis of structures, and by Peterson in [15] to generate finite-element solutions of the stationary Navier-Stokes equations.

The Taylor expansion space only spans a small part of the solution space, but more basis functions are easily added for increased local approximation abilities. The Lagrange sample space needs one solve of the original problem for each additional basis function, and is thus more tedious than the Taylor approach, but it easily spans a greater portion of the solution space, and the right-hand side of (1) only has to be constructed once.

As a third approach to generate an ensemble of basis functions Porsching describes a discrete least squares method in [16]. A combination of the Taylor expansion and the Lagrange approach is also possible. To produce a
Hermite basis several parameters $\mu_i$ are used to find the basis functions $u_i$ and their first derivatives with respect to the parameters.

### Offline/online decoupling

The key ingredient in the reduced basis method is an offline/online decoupling. In the offline stage we precompute $N$ basis functions, and process them in order to obtain a high quality approximation space $X_N$. Depending on the problem at hand and the solution method used, each basis function requires at least $O(N^2)$ operations and storage.

In the process of determining $u_N(\mu)$ in (3) by a Galerkin procedure, we need to compute inner products of the basis functions. Since each basis function is stored in high resolution, this yields $O(N^2N)$ operations. In [17] Prud’homme et al. show that for problems with affine parameter dependence, these inner products may be computed in the offline stage (i.e. the precomputational stage), and the operations in the online stage will only depend on $N$ and a small integer $Q$ from the affine decoupling of the problem. We assume for the moment that the weak form of the problem (1) may be written as: Find $u \in X$ such that

$$a(u, v; \mu) = l(v), \quad \forall v \in X,$$

where $a(u, v; \mu)$ is a bilinear form, and $l(v)$ is a linear form.

If the problem has affine parameter dependence, we may decouple the bilinear form in (5) such that

$$a(u, v; \mu) = \sum_{q=1}^{Q} \sigma^q(\mu) a^q(u, v),$$

where each $a^q(u, v)$ is a bilinear form independent of $\mu$. For many problems this is possible for relatively small $Q$, see [17] for examples of a thermal fin and a truss structure.

When we use the reduced basis method to find $u_N = \sum_{i=0}^{N} \alpha_i u_i = (\alpha^T u)$, the decoupling (6) gives the problem: Find $u_N$ such that

$$\sum_{q=1}^{Q} \sigma^q(\mu) a^q(u_N, v) = l(v), \quad \forall v \in X_N.$$

The resulting algebraic equations are

$$(\sum_{q=1}^{Q} \sigma^q(\mu) A_q) \alpha = l,$$

where each $A_q \in \mathbb{R}^{N \times N}$ has entries $A^q_{ij} = a^q(u_j, u_i), 1 \leq i, j \leq N$, and $l = [l(u_1), ..., l(u_N)]^T$. In the offline stage we thus compute the $u_i, 1 \leq i \leq N$
and form $A^q, 1 \leq q \leq Q$ and $l$. This requires $N$ solves of the high resolution system, and $O(QN^2)$ inner products in the high resolution basis. In the online stage, for a generic $\mu$, we then add the contributions to $A$ together in $O(QN^2)$ operations, and solve for $\alpha$ using $O(\frac{2}{3}N^3)$ operations.

To assemble the reduced basis solution $u_N$, we have to add basis functions of length $N$, see (3), and the number of online operations will thus be $O(N)$. In many cases, however, we are not interested in the solution itself, but rather some quantity derived from it. These outputs may for example describe the drag forces when air flows past an object, or the volume flow rate of a fluid through a pipe. If we define $s(u) = f(u)$ to be the output of interest for some bounded linear functional $f : X \rightarrow \mathbb{R}$, the reduced basis output of interest may be computed as

$$s(u_N) = f(u_N) = f\left(\sum_{i=1}^{N} \alpha_i u_i\right) = \sum_{i=1}^{N} \alpha_i f_i,$$

where $f_i = f(u_i)$ is computed in the offline stage in $O(N)$ operations.

**Processing the basis functions**

In multi-parameter problems, the number of basis functions generated by either the Lagrange approach or the Taylor-expansion approach quickly exceeds reasonable values. For the reduced basis method to remain efficient, the number of basis functions must be kept at a minimum, while still spanning the desired portion of $X$. Intuitively one might think that a simple orthogonalization, where the basis functions which are nearly spanned by the previous basis functions are thrown from the space, will suffice. It is desirable, however, to compress the information content of several precomputed basis functions into one basis function, and often we want to adapt the choice of basis functions according to the generic parameter.

**Proper orthogonal decomposition** The classic method for processing the precomputed basis functions is known as Proper Orthogonal Decomposition (POD), and it has been much used in, for example, reduced basis modeling of turbulence and non-linear analysis of structures; see [4, 14]. POD is based on the Karhunen-Loève expansion theorem for second order stochastic processes, and the spectral theory of compact and self-adjoint operators; see e.g. [13].

For a given parameter dependent problem, we assume that an ensemble $\{u_i(x,t)\}_{i=1}^{n}$ of random state variables is given. The POD basis vectors $\phi$ are chosen such that they satisfy

$$\max_{\psi} \frac{\langle |(u, \psi)|^2 \rangle}{\langle \psi, \psi \rangle} = \frac{\langle |(u, \phi)|^2 \rangle}{\langle \phi, \phi \rangle},$$

(10)
where ( , ) is an inner product, and ⟨ ⟩ is an averaging operator. To do this they must satisfy
\[ \int_{\Omega} K(x, x') \phi_k(x') dx' = \lambda_k \phi_k(x), \] (11)
where \( K \) is the two-point correlation matrix defined by
\[ K_{ij}(x, x') = \langle u_i(x, t) \overline{u}_j(x', t) \rangle, \quad i, j = 1, ..., n. \] (12)
The \( \{ \phi_k(x) \} \) are called the empirical eigenmodes (or eigenvectors), and the eigenvalues are ordered such that \( \lambda_i \geq \lambda_{i+1} \). The eigenmodes are orthonormal, and they are what is called the proper orthogonal decomposition. The sum of the eigenvalues \( \sum_k \lambda_k \) represents the average energy of the ensemble, and if only the first \( N \) eigenmodes are used as a basis for the solution of the given problem, POD is optimal in the sense that it maximizes the captured energy, on an average.

The dimension of the correlation matrix is \( D \times N \times N \), where \( D \) is the spatial dimension, and \( N \) is the number of spatial degrees of freedom. The computation of the eigenmodes of \( K \) thus becomes very expensive when decent accuracy is needed in the discretization. Sirovich proposed the method of snapshots in [21] in order to cope with this problem.

The idea behind the method of snapshots is to choose a parameter \( \tau \) such that the state-solutions
\[ u_j(x) = u(x, j\tau), \] (13)
are uncorrelated for different \( j \). The eigenmodes are expressed as a linear combination of the snapshots, i.e.
\[ \phi_k(x) = \sum_{j=1}^{N} a_j u_j(x), \] (14)
where the constants \( a_j \) remain to be found. This problem reduces to the eigenvalue problem
\[ Ca = \lambda a, \] (15)
where \( C \) is a \( N \times N \) matrix with entries \( \frac{1}{N} (u_i(x), u_j(x)) \), and \( a = (a_1, ..., a_N)^T \). In [3] it is shown that the method of snapshots is equivalent to the original formulation of the eigenvalue problem (11). We remark that, if \( \{ u_j \}_{j=1}^{N} \) represent snapshots from a high resolution Navier-Stokes simulation, the POD basis will represent a low order basis already satisfying the incompressibility condition.

**Centroidal Voronoi tessellations** An alternative to POD, which has been much used in data compression, is Centroidal Voronoi Tessellations (CVT). A tessellation of a region \( \Omega \in \mathbb{R}^2 \) is created by covering the region
with smaller shapes, like a mosaic. Similarly a tessellation of a set of basis functions $W_N = \{u_i\}_{i=1}^N$ is defined as a set $\{V_i\}_{i=1}^k$ which subdivides $W_N$ into disjoint covering subsets. Formally we write

$$
\begin{align*}
V_i &\subset W_N \quad i = 1, \ldots, k, \\
V_i \cap V_j &= \emptyset \quad i \neq j, \\
\bigcup_{i=1}^k V_i &= \overline{W}_N.
\end{align*}
$$

(16)

For a given set of functions in $X_{N'}$, $\{v_i\}_{i=1}^k$, the Voronoi region corresponding to the function $v_i$ is defined by

$$
\hat{V}_i = \{ u \in W_N, ||u - v_i||_{X_N} \leq ||u - v_j||_{X_{N'}}, j = 1, \ldots, k, j \neq i \}.
$$

(17)

The set $\{\hat{V}_i\}_{i=1}^k$ is called a Voronoi tessellation of $W_N$ corresponding to the functions $\{v_i\}_{i=1}^k$, and the functions in the set are called the generators of the Voronoi tessellation. CVT is a Voronoi tessellation whose generating functions are also the centers of mass of the corresponding Voronoi regions.

For an ensemble of basis functions $W_N = \{u_j\}_{j=1}^N$, CVT are used to extract a smaller set of new basis functions $Z_k = \{z_j\}_{j=1}^k$, also belonging to $X_{N'}$, but in general not belonging to $W_N$. A reduced-order modeling methodology based on CVT is introduced in [5, 6].

**An output based adaptive method** For problems where the output of some functional is of interest, there exists an adaptive method. In problems where we need to solve (1) many times, for example in control problems and optimization problems, the set of basis functions generated from the original ensemble of functions, either by POD or CVT, may not remain adequate. If it turns out that all new instantiations of the parameter $\mu$ are located within a very small portion of $D$, a new set of basis functions closer to $u(\mu)$ would give better results.

In [23] Veroy et al. propose a method for adaptive construction of the set of basis functions. The main ingredient is an *a posteriori* error bound $\Delta_N(\mu)$ for the output of interest (9), and the process is split in an offline/online decoupling. We let $S_N$ denote the set of parameters used to generate $N$ basis functions in $X_N$ as a Lagrange sample. In the offline stage, we choose a random parameter $\mu^1 \in S_N$ and define the new parameter set $S_{N'=1} = \{\mu^1\}$, and the new reduced basis $X_{N'=1} = \text{span}\{u(\mu^1)\}$. Amongst all $\mu \in S_N \setminus S_{N'=1}$ we then find the parameter which maximizes $\Delta_{N'=1}(\mu)$. We denote this parameter $\mu^2$, and set $S_{N'=2} = \{\mu^1, \mu^2\}$, and $X_{N'=2} = \text{span}\{u(\mu^1), u(\mu^2)\}$. The procedure is then repeated until the maximum of $\Delta_{N'=N'\text{prior}}(\mu)$ over $S_N \setminus S_{N'=N'\text{prior}}$ is less than some $\epsilon_{\text{prior}}$.

In the online stage, for a new instantiation of the parameter, $\mu$, and a given tolerance $\epsilon_{\text{post}}$, we repeat the process described for the offline stage, but now the maximizing parameters are sought only in $S_{N'=N'\text{prior}}$, and we stop when the maximum of $\Delta_{N'(\mu)}$ is less than $\epsilon_{\text{post}}$. 

7
Error estimation

When the reduced basis method is applied to general nonlinear problems depending on a single parameter, we may use error estimates presented by Fink and Rheinboldt in [8], and by Porsching in [16]. The estimates are local in parameter space, and states that for a generic parameter $\mu$ in some interval $[\mu_*, \mu^*]$, the error of the reduced basis solution $u_N(\mu)$ scales with $\mu_*^{N+1}$, i.e.

$$||u_N(\mu) - u(\mu)||_{\infty} = O(\mu_*^{N+1}).$$

(18)

In [19] the estimates are extended to the multi-parameter case.

For problems with affine parameter dependence, Maday, Patera, and Turinici demonstrate in [10] a way to achieve exponential convergence in the error of the reduced basis solution, uniformly over the parameter domain. The parameter $\mu$ is taken to be in some interval $D = [0, \mu_{\text{max}}]$, and the reduced basis space is constructed as a Lagrangian sample, where the parameters used to construct the space are logarithmically distributed in $D$. For $N > N_{\text{crit}}$ it is then shown that

$$||u_N(\mu) - u(\mu)||_{X} \leq C||u(0)||_{X} e^{-\frac{(N-1)}{N_{\text{crit}}-1}}, \forall \mu \in D,$$

(19)

where $C$ depends on the given problem and $\mu_{\text{max}}$. The theory is developed for a single parameter, but numerical results indicate exponential convergence also in the multi-parameter case.

Either way, we are ensured good approximation properties, but we can only say something about the error convergence rate, not the actual size of the error. To be certain that the error is small enough, too many basis functions are used in the reduced basis approximation, and unnecessary work is done.

For the reduced basis method to be useful, we need a posteriori error estimates as well. Based on the output of interest described earlier, Prud’homme et al. present in [17] rigorous error bounds for the output. In addition, they apply offline/online decoupling in the computation of the error bounds. We are thus able to certify the error in the reduced basis method, and may start with a modest number of basis functions in the reduced basis approximation. More basis functions are then included until the error bounds satisfy a given tolerance.

The reduced basis element method

In the reduced basis element method decomposition of the domain into generic building blocks is applied in combination with the construction of a reduced basis approximation space for each generic block. In Figure 1(a) we see a thermal fin used to cool electronic equipment. The fin consists of
The geometry of the thermal fin problem. The fin consists of 4 stages, and with the root of the fin at the bottom.

(a) The one stage fin.

Figure 1: Different geometries.

several stages, and each stage may have distinct conductivity, thickness and width. To apply the reduced basis element method, we recognize all stages of the fin as variations of the same generic building block: the one stage fin depicted in Figure 1(b). For the Laplace equation

$$\nabla^2 u = 0,$$  \tag{20}

Maday and Rønquist show in [12] how a reduced basis approximation space constructed on the one stage fin may be used on each stage of the fin in Figure 1(a). To ensure continuity across the interfaces between the stages in the fin, Lagrange multipliers are used to glue the pieces together.

In the example of the thermal fin the geometric variation is described by pure stretching, or compression, and as described in [17], the equation (20) will have affine parameter dependence. The offline/online decomposition described above for the evaluation of all inner products between basis functions in the offline stage thus applies for these geometric parameters.

For more general geometries we refer to [11], where deformed pipes are used to demonstrate the reduced basis element method. The deformation of the pipes varies over the domain, and the weak form of the Laplace operator attends the following form when mapped to the reference domain, $\hat{\Omega} = (-1, 1)^2$,

$$\int_{\hat{\Omega}} J(\Phi^{-1}) \hat{\nabla} \hat{u} \cdot J(\Phi^{-1}) \hat{\nabla} \hat{v} J(\Phi) d\hat{\Omega},$$  \tag{21}

where $\Phi$ is the geometric mapping from $\hat{\Omega}$ to a deformed pipe, $J$ is the
Jacobian matrix of the mapping, and $J$ is the determinant of $\mathcal{J}$, $\hat{v} = v \circ \Phi$, and $\hat{\nabla}$ is the gradient operator with respect to the reference variables $(\xi, \eta)$. Since the mapping $\Phi$ varies over $\hat{\Omega}$, the affine detachment presented in (6) cannot be used, and the attractive offline/online work distribution does not apply either. Still, the results presented in [11] confirm the approximation abilities of the reduced basis element method also in this case, and with the introduction of the empirical interpolation technique in [2], an offline/online decoupling is realizable.

In [20] Rozza presents a preliminary study of the reduced basis element method applied to a bypass configuration, by limiting the geometric variations to pure stretching and rotation. The parameter dependence is thus affine, as five parameters are used to model the diameters, lengths and relative angle of the bifurcation shaped bypass configuration.

Summary of the papers

The work on the reduced basis element method for the Laplace problem in [11, 12] is used as a vantage point for the work in this thesis. We explore the possibility of using the geometry as a parameter to find reduced basis solutions of hierarchical flow systems, and our goal is to approximate the solution of systems too large for conventional methods. A hierarchical system, such as veins of blood, is decomposed into a number of pipes and bifurcations, and the idea is to use a reference pipe and a reference bifurcation as generic building blocks for the hierarchical system.

To model laminar flow we use the steady Stokes equations, and to model flow at low Reynolds numbers we use the steady Navier-Stokes equations. To use the solution of one of these equations as a basis function on a different geometry, special care has to be taken. Compared to the Laplace problem, we introduce many new aspects in the reduced basis modeling. One new aspect is the presence of both a vector velocity solution and a scalar pressure solution.

We use “truth” approximations of the solutions on the test geometries to investigate the quality of the reduced basis solution, but the focus is on problems where the output of some bounded liner functional is of interest. In this respect we adapt the $a$ posteriori error bounds developed for problems with affine parameter dependence in [17] to suit our needs. This presents two challenges, first to find expressions for such error bounds when the geometry is used as a parameter, and second to develop offline/online decompositions of the expressions found.

The work in the thesis is decomposed into three blocks. In the first paper we focus on the steady Stokes problem on deformed pipes. The conceptual tools needed for using the reduced basis element method on vector fields on different geometries are presented. We also develop $a$ posteriori error bounds
on a single domain. We use the conceptual tools in the second paper to find the reduced basis solution of the steady Stokes problem on systems of pipes and bifurcations. The generation of the bifurcation geometries is non-trivial, and a method for producing weak $C^1$ mappings between two bifurcations is presented. The third paper is a combination of the two first papers, prepared for the proceedings of the SIMS 2005 conference. In the fourth paper we proceed to the steady Navier-Stokes problem on single domain deformed pipes. The $a$ posteriori error bounds are adapted to this problem, and we present an offline/online decoupling of the computational effort.

**Paper I:**

We use a set of deformed pipes to precompute solutions of the steady Stokes problem. We use the Piola transformation to map the precomputed solutions to a reference domain, where they are stored. On a generic deformed pipe we propose two methods to find the reduced basis solution of the steady Stokes problem, using the precomputed solutions as basis functions. Method 1 involves enrichment of the velocity basis, while Method 2 exploits the use of divergence free velocity basis functions to find the reduced basis solution in a decoupled fashion. We investigate the use of different Lagrange multipliers to “glue” the solution together across subdomain interfaces. In the single domain case we present $a$ posteriori error bounds for the output of interest.

**Paper II:**

A general bifurcation is discretized by decomposing it into six subdomains, where each subdomain is a one-to-one mapping of the reference square $\hat{\Omega} = (-1,1)^2$. On different deformed bifurcations we precompute solutions of the steady Stokes problem. To store the precomputed solutions on a reference bifurcation $\hat{B}$, we propose a smoothing algorithm for the deformed bifurcations such that each bifurcation is seen as a weak $C^1$ one-to-one mapping of $\hat{B}$. We notice that some accuracy is lost in the Piola transformation of divergence free velocity fields, and propose a regularization technique for Method 2. Furthermore, we use an adaptive selection method based on the output of interest to limit the number of basis functions needed in the approximation spaces. Finally, we use Lagrange multipliers and the basis functions used for deformed pipes together with the ones developed for bifurcations to find the reduced basis solution of a hierarchical flow system.

**Paper III:**

This paper combines the results of Paper I and Paper II. The focus is on the reduced basis element solution of the steady Stokes problem on hierarchical flow systems, and a coherent approach is presented. We also present results for a bypass configuration.
**Paper IV:**

We introduce non-linear and non-symmetric terms in the reduced basis method when the reduced basis solution of the steady Navier-Stokes problem is found on deformed pipes. We extend the *a posteriori* error analysis for non-affine operators to get error bounds for the output of interest also when we have non-symmetric operators. In addition, we address the offline/online decomposition of both the output of interest, and the error bounds. To this end we use the empirical interpolation technique developed in [2] to approximate the operators as affine sums of expensive parameter independent operators and cheap parameter dependent operators.
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Abstract

The reduced basis element method is a new approach for approximating the solution of problems described by partial differential equations. The method takes its roots in domain decomposition methods and reduced basis discretizations. The basic idea is to first decompose the computational domain into a series of subdomains that are deformations of a few reference domains (or generic computational parts). Associated with each reference domain are precomputed solutions corresponding to the same governing partial differential equation, but solved for different choices of deformations of the reference subdomains and mapped onto the reference shape. The approximation corresponding to a new shape is then taken to be a linear combination of the precomputed solutions, mapped from the reference domain for the part to the actual computational part. We extend earlier work in this direction to solve incompressible fluid flow problems governed by the steady Stokes equations. Particular focus is given to satisfying the inf-sup condition, to a posteriori error estimation, and to “gluing” the local solutions together in the multidomain case.

1 Introduction

The reduced basis element method is a new approach for approximating the solution of problems described by partial differential equations. The method takes its roots in domain decomposition methods and in reduced basis discretizations.

Reduced basis methods have been introduced in [8] and [15] as a computational approach that makes it possible to obtain a good approximation by solving very small systems. The problem is described by partial differential equations, and the solution depends on one or more parameters. For many problems, the dependency of the solution on the parameters is often regular. It is thus possible to approximate the solution for general values of the parameters as a linear combination of precomputed solutions for certain instances (or “snapshots”) of the parameters. The best linear combination is often found by a Galerkin procedure.
The reduced basis framework may be applied to a particular region in physical space. The parameters may be material properties or geometric parameters, say. An extension of this framework to solve more complex problems is based on first decomposing the domain into generic building blocks, and then applying the reduced basis approach locally in the context of each building block. A global approximation is then constructed by gluing together the local approximations using a mortar type method. These are the essential ingredients of the reduced basis element method. The term element here refers to the notion of a generic building block or part.

The reduced basis element method was introduced in [13] in the context of solving the Laplace equation in a deformed geometry. In that work, the computational domain was broken into generic building blocks or parts (e.g., “pipes”), and the geometry of each part played the role of the parameters. The reduced basis approximations associated with all the parts were glued together through the use of Lagrange multipliers.

Further progress was made in [14] in the context of solving a thermal fin problem. In particular, a posteriori error bounds were developed for the output of interest. We remark that this aspect represents an essential ingredient in developing practical reduced basis methods. Since it is a priori difficult to guess the number of reduced elements required in practical computations, a posteriori error bounds represent practical tools which allow us to certify the computational results.

In this paper, we extend the results in [13] to solve incompressible fluid flow problems modeled by the steady Stokes equations. What is similar to earlier work is the construction of a reduced basis for a particular generic part based on “geometric snapshots,” and the representation of the individual basis functions on a reference domain associated with the generic part. However, there are also several new extensions and new aspects considered in this paper.

In Section 2 we state the steady Stokes problem we are considering together with the particular geometries we are dealing with. The spectral discretization used to construct the reduced basis is also briefly reviewed. In Section 3 we introduce the reduced basis method in the single domain case, and present numerical results. Two different methods are presented, one where the velocity-pressure pair is computed (Method 1), and one where only the velocity is computed (Method 2). We also extend the a posteriori analysis in [16] and [18] to the compliant case.

Finally, in Section 4, we turn our attention to the multiple domain case. Of particular interest is the proper gluing of the local approximations. As in the earlier work, we use a mortar type method based on Lagrange multipliers; see [4]. The pressure is only in $L^2$, so no particular problems occur here. However, special care has to be given to the definition of the Lagrange multiplier spaces associated with the velocity components.
2 The steady Stokes problem

2.1 Governing equations

We consider here the two-dimensional steady Stokes equations

\[-\nu \Delta \mathbf{u} + \nabla p = \mathbf{f} \quad \text{in } \Omega,\]
\[\nabla \cdot \mathbf{u} = 0 \quad \text{in } \Omega,\]
(2.1)

where \( \mathbf{u} = (u_1, u_2) \) is the velocity field, \( p \) is the pressure, \( \mathbf{f} = (f_1, f_2) \) is a prescribed volumetric body force, and \( \nu \) is the fluid viscosity; see [1]. The steady Stokes equations model laminar flow at very low Reynolds number; the nonlinear advection term of the Navier-Stokes equations is neglected, and we are left with a linear problem. The velocity formulation (2.1) is an appropriate model when \( \nu \) is constant and for certain types of boundary conditions. For all the problems studied in this paper, this model will suffice. For more general problems, the full stress formulation of the steady Stokes equations should be used.

We consider here a domain \( \Omega \) with an inflow boundary, \( \Gamma_{in} \), an outflow boundary, \( \Gamma_{out} \), and wall boundaries, \( \Gamma_w \). On this domain we introduce the velocity space

\[ X = \{ \mathbf{v} \in (H^1(\Omega))^2, \quad v_t|_{\Gamma_w} = 0 \text{ and } v_t|_{\Gamma_{in}} = v_t|_{\Gamma_{out}} = 0 \}, \]
(2.2)

where \( v_t \) is the tangential velocity component. In addition, we have the Neumann type boundary conditions given by specifying \( \sigma_n = \nu \frac{\partial u_n}{\partial n} - p \) to be \( \sigma_n = -1 \) along \( \Gamma_{in} \) and \( \sigma_n = 0 \) along \( \Gamma_{out} \); here, \( u_n \) is the normal velocity component and \( \frac{\partial}{\partial n} \) denotes the derivative in the outward normal direction. For all the problems solved in this study, the exact solution of (2.1) satisfies \( \frac{\partial u_n}{\partial n} = 0 \) along \( \Gamma_{in} \) and \( \Gamma_{out} \), which implies that the Neumann conditions correspond to specifying the pressure along the inflow and outflow boundaries (in a weak sense).

With the given boundary conditions, we define the pressure space to be

\[ M = L^2(\Omega). \]
(2.3)

In order to solve the steady Stokes equations we define the bilinear forms

\[ a(\mathbf{v}, \mathbf{w}) = \nu \int_{\Omega} \nabla \mathbf{v} \cdot \nabla \mathbf{w} \, d\Omega = \nu \sum_{i,j=1}^{2} \int_{\Omega} \frac{\partial v_i}{\partial x_j} \frac{\partial w_i}{\partial x_j} \, d\Omega, \]
(2.4)

\[ b(\mathbf{v}, q) = -\int_{\Omega} q \nabla \cdot \mathbf{v} \, d\Omega = \sum_{i=1}^{2} -\int_{\Omega} q \frac{\partial v_i}{\partial x_i} \, d\Omega, \]
(2.5)

and consider the weak form: Find \( \mathbf{u} \in X \) and \( p \in M \) such that

\[ a(\mathbf{u}, \mathbf{v}) + b(\mathbf{v}, p) = l(\mathbf{v}) \quad \forall \, \mathbf{v} \in X \]
\[ b(\mathbf{u}, q) = 0 \quad \forall \, q \in M, \]
(2.6)
where
\[ l(v) = (f, v) + \int_{\Gamma_{\text{in}}} \sigma_{\text{n}}^{\text{in}} v \cdot n \, ds + \int_{\Gamma_{\text{out}}} \sigma_{\text{n}}^{\text{out}} v \cdot n \, ds. \] (2.7)

To ensure a unique solution of the steady Stokes problem (2.6), the coercivity condition
\[ a(w, w) \geq \alpha ||w||_{H^1(\Omega)}^2, \quad \forall w \in X, \alpha > 0, \] (2.8)
and the inf-sup condition
\[ \inf_{q \in M} \sup_{v \in X} \frac{b(v, q)}{||q||_{L^2(\Omega)} ||v||_{H^1(\Omega)}} = \beta > 0, \] (2.9)
must be satisfied; see [2] and [6]. These conditions are fulfilled for our particular Stokes problem.

2.2 Mapping to a reference domain

In the following, we focus on two-dimensional problems where the domain \( \Omega \) is at least Lipschitz continuous, and can be considered as a mapping of a reference domain \( \hat{\Omega} = (-1, 1)^2 \), see Figure 1. We write \( \Omega = \Phi(\hat{\Omega}) \), where \( \Phi \) is an one-to-one mapping, and the left and right vertical edges on \( \hat{\Omega} \) correspond to the inflow and outflow boundaries on \( \Omega \), respectively. In terms of the reference variables, we can then alternatively express (2.4) and (2.5) as

\[ a(v, w) = \nu \int_{\hat{\Omega}} J^{-T} \nabla (v \circ \Phi) : J^{-T} \nabla (w \circ \Phi) |J| \, d\hat{\Omega}, \] (2.10)
\[ b(v, q) = -\int_{\hat{\Omega}} (q \circ \Phi) \nabla : [J^{-1}(v \circ \Phi)] |J| \, d\hat{\Omega}, \] (2.11)
where $\mathcal{J}$ is the Jacobian of $\Phi$,

\[
\mathcal{J} = \begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \eta} \\
\frac{\partial y}{\partial \xi} & \frac{\partial y}{\partial \eta}
\end{bmatrix},
\]

(2.12)

and $J$ denotes the determinant of $\mathcal{J}$. A similar transformation can be done to the linear form (2.7); in the following, we set $f = 0$ and $\nu = 1$.

As is well known, this transformation is useful for the discretization of the Stokes problem. However, it will also prove very useful when we consider the reduced basis element method. As discussed in Section 3, we will exploit the fact that the solution $u$ and $p$ can be considered dependent on the geometry (or shape) through the mapping $\Phi$, i.e., $u = u(\Phi)$ and $p = p(\Phi)$; see [13].

### 2.3 Spectral discretization

We now consider a discretization of the steady Stokes problem (2.6) using a pure spectral method based on high order polynomials; see [11] and [12]. Let $P_n(\hat{\Omega})$ be the space of all functions which are polynomials of degree less than or equal to $n$ in each spatial direction of the reference domain $\hat{\Omega}$. The discrete space for the velocity is then taken to be

\[
X_N = \{ v \in X, \quad v \circ \Phi \in (P_N(\hat{\Omega}))^2 \},
\]

(2.13)

while the discrete space for the pressure is

\[
M_N = \{ q \in M, \quad q \circ \Phi \in P_{N-2}(\hat{\Omega}) \}.
\]

(2.14)

The bases for $X_N$ and $M_N$ are conveniently expressed in terms of the reference variables $\xi$ and $\eta$. As a basis for $X_N$ we use a nodal basis through the tensor-product Gauss-Lobatto Legendre (GLL) points, while the basis for $M_N$ is a nodal basis through the tensor-product Gauss-Legendre (GL) points; see [11] and [12]. Specifically, we write $u_N \in X_N$ as

\[
(u_N \circ \Phi)(\xi, \eta) = \sum_{i,j=0}^{N} u_{ij} \ell_i(\xi) \ell_j(\eta),
\]

(2.15)

where $\ell_i(\xi)$ refers to a one-dimensional $N$-th order Lagrangian interpolant through the GLL points $\xi_m, m = 0,...,N$; hence, $\ell_i(\xi_m)\ell_j(\xi_n) = \delta_{im}\delta_{jn}$ for a given point $(\xi_m, \xi_n)$ in the underlying tensor-product GLL grid.

In a similar fashion, we write $p_N \in M_N$ as

\[
(p_N \circ \Phi)(\xi, \eta) = \sum_{i,j=0}^{N-2} p_{ij} \tilde{\ell}_i(\xi) \tilde{\ell}_j(\eta),
\]

(2.16)

where $\tilde{\ell}_i(\xi)$ refers to a one-dimensional $(N-2)$-th order Lagrangian interpolant through the (interior) GL points $\zeta_m, m = 0,...,N-2$; hence, $\tilde{\ell}_i(\zeta_m)\tilde{\ell}_j(\zeta_n) = \delta_{im}\delta_{jn}$ for a given point in the tensor-product GL grid.
The discrete velocity $u_N \in X_N$ is then uniquely determined by $(N + 1)^2$ coefficients for each spatial component, where some of the coefficients are fixed due to the prescribed Dirichlet boundary conditions. The discrete pressure is determined by $(N - 1)^2$ basis coefficients.

The mapping $\Phi$ is realized computationally by using an isoparametric representation of the geometry. Each edge of $\Omega$ is given as a one-to-one mapping of a corresponding edge $[-1,1]$ on $\hat{\Omega}$. Each edge of $\Omega$ is approximated as an $N$-th order polynomial, and the location of the (interior) points $(x_m, y_n) = \Phi(\xi_m, \xi_n)$ are found by a Gordon-Hall algorithm; see [9].

The bilinear forms and the linear form in (2.6) are expressed in terms of the reference variables, and the integrals are evaluated using GLL and GL quadrature. This gives us the following discrete system: Find $u_N \in X_N$ and $p_N \in M_N$ such that

$$
a_N(u_N, v) + b_N(v, p_N) = l_N(v) \quad \forall \; v \in X_N,
$$

$$
b_N(u_N, q) = 0 \quad \forall \; q \in M_N, \tag{2.17}
$$

where $a_N$, $b_N$ and $l_N$ refer to integration of the bilinear and linear forms using Gauss-type quadrature. Using the chosen bases (2.15) and (2.16), we arrive at a system of algebraic equations for the unknown basis coefficients; this system is solved using the conjugate gradient method in the context of the Uzawa algorithm; see [12].

3 A reduced basis method

3.1 Geometry as a parameter

In Section 2 we considered the numerical solution of a steady Stokes problem using a pure spectral method based on high order polynomials. We had given a domain $\Omega$ as well as prescribed boundary conditions along $\partial \Omega$.

Imagine now that we would like to solve similar problems, i.e., the same governing equations, imposing the same boundary conditions, but now in a different domain. The only restriction is that the new domain should also be obtained as the deformation of the reference domain $\hat{\Omega}$ through some regular one-to-one mapping; see Figure 1.

The mapping from $\Omega$ onto the reference domain as explained in Section 2.2, suggests that the solution of the steady Stokes problem will depend on the geometry (or shape) of the domain in a fairly regular manner. The idea behind the reduced basis method is to exploit this fact. We will first solve the steady Stokes problem for different “snapshots” of possible shapes, and then express the solution corresponding to a new and untried shape as a linear combination of the precomputed solutions. To find the best linear combination, a Galerkin procedure will be used.

Note that the standard velocity and pressure bases introduced in Section 2.3 are expressed in terms of the reference variables. In the reduced basis
method, we will also express the bases with reference to \( \hat{\Omega} \), but now the basis functions will be the precomputed steady Stokes solutions mapped to the reference domain \( \Omega \).

### 3.2 Precomputing the basis solutions

We propose to use the same technique as for the Poisson problem in [13], in order to generate basis functions for the steady Stokes problem. For a sample set of mappings of a reference domain, \( \{ \Phi_i : \hat{\Omega} \rightarrow \Omega_i \}_{i=1}^N \), we solve the steady Stokes problem (2.17). Again the left and right edges of \( \hat{\Omega} \) correspond to the inflow and outflow boundaries on \( \Omega_i \), respectively. These solutions are then used as basis functions to find the solution for a generic deformation. In order to do this we must map the solutions found on the deformed geometries,

\[
\{(u_i, p_i) \in X_N(\Omega_i) \times M_N(\Omega_i)\}_{i=1}^N,
\]

to the reference domain, where they are stored. The pressure is a scalar field and will be mapped as such, \( \hat{p}_i(\xi, \eta) = p_i \circ \Phi_i(\xi, \eta) \). Since the regular mapping \( \Phi_i(\xi, \eta) = (x, y) \) is one-to-one from \( \hat{\Omega} \) to \( \Omega_i \), this is well defined. The velocity solution, \( u_i \), is a divergence free vector field on the deformed domain, and we want the solution to keep this property when mapped to the reference domain. In particular, this means that if the flow is perpendicular to a surface of the deformed domain, the mapped flow should be perpendicular to the mapped surface. If we let \( \hat{\nabla} \) be the gradient operator on the reference domain, we have the following relationship with the gradient operator on the deformed domain

\[
\hat{\nabla} = J^{-T}_i \nabla.
\]

To find the proper mapping for the velocity, we start with the fact that

\[
\int_{\Omega_i} q \nabla \cdot u_i \, d\Omega_i = 0 \quad \forall \ q \in M_N(\Omega_i),
\]

and demand that \( \hat{u}_i = \Psi_i(u_i) \) satisfies

\[
\int_{\hat{\Omega}} \hat{q} \hat{\nabla} \cdot \hat{u}_i \, d\hat{\Omega} = 0 \quad \forall \ \hat{q} \in M_N(\hat{\Omega}).
\]

By mapping the integral in (3.4) to \( \Omega_i \), we get

\[
\int_{\Omega_i} q \nabla \cdot (\hat{u}_i \circ \Phi_i^{-1}) |J_i^{-1}| \, d\Omega_i = 0 \quad \forall \ q \in M_N(\Omega_i).
\]

Equation (3.5) holds if \( \mathcal{J}_i(\hat{u}_i \circ \Phi_i^{-1}) |J_i^{-1}| = u_i \), which is known as Piola’s transformation; see [7] for general properties. The proper mapping of the velocity from \( \Omega_i \) to \( \hat{\Omega} \) will therefore be

\[
\hat{u}_i = \Psi_i(u_i) = \mathcal{J}_i^{-1}(u_i \circ \Phi_i) |J_i|,
\]
where
\[
\mathcal{J}^{-1} = \begin{bmatrix}
\frac{\partial \xi}{\partial x} & \frac{\partial \xi}{\partial y} \\
\frac{\partial \eta}{\partial x} & \frac{\partial \eta}{\partial y}
\end{bmatrix} = \frac{1}{J} \begin{bmatrix}
\frac{\partial u}{\partial \xi} & -\frac{\partial u}{\partial \eta} \\
\frac{\partial v}{\partial \xi} & \frac{\partial v}{\partial \eta}
\end{bmatrix}.
\]
(3.7)

Mapping the velocity-vectors to the reference domain in this way, will certainly keep the velocity perpendicular to the same lines on the reference domain as the lines’ mapped counterparts on the deformed domain, and the velocity will be divergence free on the reference domain. We define the reduced basis reference spaces as
\[
\hat{X}_N^0 = X_N^0(\hat{\Omega}) = \text{span}\{\hat{u}_i, \ i = 1, \ldots, N\}
\]
\[
\hat{M}_N = M_N(\hat{\Omega}) = \text{span}\{\hat{p}_i, \ i = 1, \ldots, N\}.
\]
(3.8)

Some of the precomputed basis functions are not symmetric with respect to the horizontal center-line \(\eta = 0\) in the reference domain. These basis functions are reflected across the line \(\eta = 0\) in order to enrich the basis and to eliminate directional effects; see [13]. In the following, we let \(N\) denote the total number of basis functions such that the definition of the reduced basis reference spaces in (3.8) still holds.

For a generic domain \(\Omega = \Phi(\hat{\Omega})\) we will now define the reduced basis solution spaces \(X_N^0 \subset X_N^0\) and \(M_N \subset M_N\) that we will use. Our objective is to find a unique reduced basis solution \(u_N \in X_N^0\) and \(p_N \in M_N\) satisfying
\[
a_N(u_N, v) + b_N(v, p_N) = l_N(v) \quad \forall \ v \in X_N^0,
\]
\[
b_N(u_N, q) = 0 \quad \forall \ q \in M_N.
\]
(3.9)

As before the coercivity of \(a(\cdot, \cdot)\) holds for all \(v \in X_N^0\). The inf-sup condition (2.9), however, depends strongly on \(X_N^0\) and \(M_N\).

Since we have assumed that \(\Phi : \hat{\Omega} \to \Omega\) is one-to-one, and the pressure \(p_N\) is a scalar field over \(\Omega\), we define the reduced basis pressure space \(M_N\) as
\[
M_N = \text{span}\{\hat{p}_i \circ \Phi^{-1}, \ i = 1, \ldots, N\}.
\]
(3.10)

We map the precomputed velocity fields \(\hat{u}_i\) to the new geometry \(\Omega\) as
\[
\tilde{u}_i = \Psi^{-1}(\hat{u}_i) \equiv \mathcal{J}(\hat{u}_i \circ \Phi^{-1})|\mathcal{J}^{-1}|, \quad i = 1, \ldots, N,
\]
(3.11)

and then we define the discrete velocity space \(X_N^0\) as
\[
X_N^0 = \text{span}\{\tilde{u}_i\} = \text{span}\{\Psi^{-1}(\hat{u}_i), \ i = 1, \ldots, N\}.
\]
(3.12)

With this mapping, all \(v \in X_N^0\) will be weakly divergence free since
\[
\int_\Omega q \nabla \cdot \tilde{u}_i \, d\Omega = \int_\Omega q \nabla \cdot (\Psi^{-1}(\hat{u}_i)) \, d\Omega = 0 \quad \forall q \in M_N.
\]
(3.13)

In particular, this means that the inf-sup condition can not be fulfilled for the pair \(X_N^0 \times M_N\). We now present two different methods to solve the steady Stokes problem (3.9).
3.3 Method 1

In our first method for choosing the reduced basis velocity space we will define $X_N$ such that (3.9) can be solved directly for both the velocity and the pressure. In order to satisfy the inf-sup condition we have to enrich the velocity basis. One way of doing this is for each pressure solution, $\hat{p}_i \in \hat{M}_N$, to find $\hat{v}(\hat{p}_i) = \hat{v}_i \in \hat{X}_N = X_N(\hat{\Omega})$ such that

$$\hat{v}_i = \arg \max_{\hat{u} \in \hat{X}_N} \frac{\int_{\hat{\Omega}} \hat{p}_i \hat{\nabla} \cdot \hat{u} \ d\hat{\Omega}}{|\hat{u}|_{H^1}}. \quad (3.14)$$

It is well known that the solution of (3.14) also satisfies

$$\int_{\hat{\Omega}} \hat{\nabla} \hat{v}_i \cdot \hat{\nabla} \hat{w} \ d\hat{\Omega} = \int_{\hat{\Omega}} \hat{p}_i \hat{\nabla} \cdot \hat{w} \ d\hat{\Omega}, \quad \forall \hat{w} \in \hat{X}_N. \quad (3.15)$$

We thus find the $\hat{v}_i$’s by solving (3.15) for the precomputed $\hat{p}_i$, $i = 1, ..., N$. In practice, we evaluate the integrals in (3.15) using GLL quadrature. We define the enriched velocity reference space as

$$\hat{X}_e^N = \text{span}\{\hat{v}_i, \ i = 1, ..., N\}, \quad (3.16)$$

with corresponding enriched velocity space defined on $\Omega$ as

$$X_e^N = \text{span}\{\Psi^{-1}(\hat{v}_i), \ i = 1, ..., N\}. \quad (3.17)$$

If we then define

$$X_N = X_0^N \oplus X_e^N, \quad (3.18)$$

the inf-sup condition will be satisfied since

$$\inf_{\hat{q} \in \hat{M}_N} \sup_{\hat{u} \in \hat{X}_N} \frac{\int_{\hat{\Omega}} \hat{q} \hat{\nabla} \cdot \hat{u} \ d\hat{\Omega}}{|\hat{q}|_{L^2} |\hat{u}|_{H^1}} = \inf_{\hat{q} \in \hat{M}_N} C \frac{|\hat{v}(\hat{q})|_{H^1}}{|\hat{q}|_{L^2}} = \beta > 0, \quad (3.19)$$

where $C$ is a constant, and $\hat{v}(\hat{q})$ is the solution of (3.15) with $\hat{p} = \hat{q}$. We remark that $\beta$ may depend on $N$.

3.4 Method 2

In our second method we will explicitly use the fact that the basis functions in $X_0^N$ are divergence free, see (3.12), and that any element in $\mathbf{v} \in X_0^N$ can be written $\mathbf{v} = \sum_{i=1}^{N} \alpha_i \Psi^{-1}(\hat{u}_i)$. It is well known that the solution of the steady Stokes problem (3.9) corresponds to solving an underlying min-max problem; see [7]. However, with the availability of a divergence free basis, this min-max problem reduces to the pure minimization problem

$$\mathbf{u}_N = \arg \min_{\mathbf{v} \in X_0^N} I(\mathbf{v}) = \frac{1}{2} a_N(\mathbf{v}, \mathbf{v}) - l_N(\mathbf{v}), \quad (3.20)$$
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or, equivalently, to the (vector) Poisson problem: Find $\mathbf{u}_N \in X^0_N$ such that

$$a_N(\mathbf{u}_N, \mathbf{v}) = l_N(\mathbf{v}) \quad \forall \mathbf{v} \in X^0_N.$$  

(3.21)

To solve this Poisson-type problem the inf-sup condition is irrelevant, and (3.21) has a unique solution $\mathbf{u}_N \in X^0_N$ due to the coercivity of $a_N(\cdot, \cdot)$.

We refer to this choice of reduced basis velocity space as Method 2. The advantage of this approach lies in the fact that the resulting algebraic system is very small. In fact, the dimension of this system is just $N$ for $N$ precomputed basis functions.

The solution of (3.21) only gives the velocity. In order to compute the pressure, we proceed as follows: We know that for all $\mathbf{v} \in X^0_N$ we have $b_N(\mathbf{v}, q) = 0$, $\forall q \in M_N$. We also know that the inf-sup condition is fulfilled for the previously defined spaces $X_N$ and $M_N$. Hence, the inf-sup condition must hold also for the spaces $X^e_N$ and $M_N$. We can then compute the pressure $\mathbf{p}_N \in M_N$ uniquely by solving

$$b_N(\mathbf{u}_N, q) = -a_N(\mathbf{u}_N, \mathbf{v}) + l_N(\mathbf{v}) \quad \forall \mathbf{v} \in X^e_N.$$  

(3.22)

The dimension of the algebraic system corresponding to (3.22) is just $N$, similar to the velocity system. Note that the space $X^e_N$ is spanned by the precomputed, enriched velocity basis functions described in Method 1.

### 3.5 Equivalence between Method 1 and Method 2

We will now prove that Method 1 and Method 2 give the same reduced basis solution. Although $\mathbf{u}_N$ according to Method 1 is an element in $X^0_N \oplus X^e_N$, we will argue that $\mathbf{u}_N \in X^0_N$ only. First we let

$$\mathbf{u}_N = \mathbf{u}^0_N + \sum_{i=1}^N \alpha_i \mathbf{v}_i,$$  

(3.23)

where $\mathbf{u}^0_N \in X^0_N$, and $\mathbf{v}_i \in X^e_N$ for $i = 1, \ldots, N$. This gives the relation

$$b_N(\mathbf{u}_N, q) = b_N(\sum_{i=1}^N \alpha_i \mathbf{v}_i, q) \quad \forall q \in M_N.$$  

(3.24)

Next we take $q = \sum_{i=1}^N \alpha_i p_i$, where $\{p_i\}_{i=1}^N$ is the basis for $M_N$, and get

$$b_N(\mathbf{u}_N, q) = b_N(\sum_{i=1}^N \alpha_i \mathbf{v}_i, \sum_{i=1}^N \alpha_i p_i),$$  

(3.25)

which according to (3.15) leads to

$$b_N(\mathbf{u}_N, q) = a_N(\sum_{i=1}^N \alpha_i \mathbf{v}_i, \sum_{i=1}^N \alpha_i \mathbf{v}_i) \geq 0.$$  

(3.26)
We already know that
\[ b_N(u_N, q) = 0 \quad \forall q \in M_N, \] (3.27)
so we must have \( \sum_{i=1}^{N} \alpha_i v_i = 0 \), which again means that \( \alpha_i = 0 \) for \( i = 1, \ldots, N \) since the \( v_i \)'s are linearly independent. Hence, \( u_N \in X_N^0 \subset X_N \).

From a mathematical point of view, Method 1 and Method 2 are thus equivalent (at least for the single domain case considered here), however, the two methods lead to different computational schemes with different computational complexities. Note that, since \( u_N \in X_N^0 \) for both methods,
\[ b_N(u_N, q) = 0 \quad \forall q \in M_N. \] (3.28)

We also note that when the precomputed velocity basis functions are mapped to the reference domain through the Piola transformation, and then to the generic geometry through the inverse Piola transformation, some accuracy may be lost. This issue will be addressed in a later paper, however, the result is that (3.28) is generally only an approximation. Hence, the results from Method 2 may not always be as good as the results from Method 1, in particular, when the reduced basis error is very small.

Finally, we remark that for both methods, the exact (spectral) solution is recovered on the geometries that have been used to build the reduced basis (consistency of the approach), and also on the geometries obtained through symmetry acting on these geometries.

### 3.6 Numerical results

We now define the domain \( \Omega = \Phi(\hat{\Omega}) \) to be the deformed annulus in Figure 2. For a polynomial degree \( N = 25 \) we compute the solution \((u_N, p_N)\) of (2.17), and use it to assess the quality of our reduced basis approximation \((u_N, p_N)\).

The velocity and pressure functions \[[\{u_i, p_i\} \in X_N(\Omega_i) \times M_N(\Omega_i)]_{i=1}^{8}\] are found by solving (2.17) on the different geometries appearing in Figure 3. After mapping these functions to the reference domain as \( \hat{p}_i = p_i \circ \Phi_i \) and \( \hat{u}_i = \Psi_i(u_i), \ i = 1, \ldots, 8, \) we have obtained the first eight basis functions. The velocity and pressure basis functions 2 through 8 are then reflected across the horizontal center line on the reference domain to produce basis
functions 9 through 15, i.e., \( N = 15 \). Finally, for each pressure basis function, one additional velocity basis function is constructed according to (3.15) to enrich the velocity basis. A precise definition of \( \Omega \) and \( \{ \Omega_i \}_{i=1}^{8} \) is given in [14], where a scalar Poisson problem is solved with the reduced basis method using the same deformed geometries.

We use Method 1 for compatible spaces \( X_N \) and \( M_N \) to solve the steady Stokes equations (3.9) in the reduced basis context for different values of \( N \). These results are presented in Table 1. We clearly see in Table 1 that the error between \( u_N \in X_N \) and \( u_N \in X_N \) decreases as \( N \) grows. Similar to the results for the scalar Poisson problem studied in [14], the reduced basis method gives good results also for incompressible vector fields.

The pressure solution is a scalar field, and we see that it converges somewhat faster than the velocity. We would like exponential convergence both for velocity and pressure, but if we study the results in Table 1 for \( N = 1, \ldots, 4 \), the convergence is very slow. For \( N = 5, \ldots, 8 \), however, the convergence is very good. A natural explanation for this is that the first four basis functions in \( X_N \) and \( M_N \) are constructed from the solutions of (3.9) on squares with deformed lower edges, see Figure 3. Since \( \Omega \) is a deformed annulus, the next four basis functions approximate the solution better. The effect of using only the four basis functions constructed from the deformed annuli in Figure 3 is shown in Figures 4(a) and 4(b). From this it is easy to see that a good choice of domains \( \Omega_i \) is essential in order to make our method effective. How to make this choice for a generic \( \Omega \) will be addressed in a later paper. The approach consists in combining the a posteriori tool presented in the next section in a recursive manner. This “greedy approach” follows the paper [19].

The results in Table 1 also confirm that Method 2 gives the same approximation for the velocity and the pressure as Method 1. The main difference between the two approaches lies in the computational complexity associated

![Figure 3: The deformed geometries used to construct the basis functions.](image-url)
Figure 4: The effect of changing the order of the basis functions (Method 1).
with solving the resulting algebraic systems. In Method 1 we solve a coupled Stokes system involving $2N$ degrees of freedom for the velocity and $N$ degrees of freedom for the pressure. In Method 2 we first solve a system of dimension $N$ for the velocity and then a system of dimension $N$ for the pressure. In fact, if we don’t need the pressure solution, Method 2 permits us to only solve the velocity system of dimension $N$.

Linear independence of the basis functions can generally be expected in most practical cases. However, some of the basis functions may be nearly linearly dependent, and this issue can be controlled by using an orthogonalization procedure. The orthogonalization also greatly reduces conditioning issues associated with the resulting systems of algebraic equations. For the velocity, orthogonalization is done on $\bar{\Omega}$ with respect to $a_N(\cdot, \cdot)$, while the pressure is orthogonalized with respect to the discrete $L^2$ inner product. Since this is done on the reference domain it can be part of the preprocessing stage. Note that in order to preserve the divergence free property of the original velocity basis functions, the orthogonalization must be done after ordering the basis functions in a proper way. First we orthogonalize the elements in $X_N^0$, followed by the elements in $X_N^1$.

For the fully coupled system of Method 1, the corresponding Uzawa pressure operator can be constructed explicitly, and the smallest eigenvalue of this operator is directly connected to the inf-sup parameter $\beta$; see [10]. By
computing numerically the minimum eigenvalue and the condition number
of the Uzawa pressure operator, the numerical results indicate that these
are constant for our problem and equal to $7.3 \cdot 10^{-2}$ and 14, respectively,
independent of $N$ (at least for the range of values we are dealing with).

### 3.7 A posteriori error estimation

In order to assess the quality of our reduced basis method we need a poste-
riori error estimation. For some specified output of interest, $s(\mathbf{u}_N)$, it will
consist in providing lower and upper output bounds $s^-(\mathbf{u}_N)$ and $s^+(\mathbf{u}_N)$,
such that

$$s^-(\mathbf{u}_N) \leq s(\mathbf{u}_N) \leq s^+(\mathbf{u}_N).$$  \hspace{1cm} (3.29)

In this work, we focus on compliant output, i.e.

$$s(\mathbf{u}) = l(\mathbf{u}).$$  \hspace{1cm} (3.30)

We will follow the theory developed in [16] for operators which are continu-
ous, coercive, symmetric and affine in terms of the parameter, in the similar
way as has been done in [18] for the steady Stokes problem for more stan-
dard parameter dependencies. The steady Stokes operator is symmetric and
continuous, but not coercive, and due to the geometric parameter it is not
affine either.

We introduce the diffusion operator

$$\hat{a}(\mathbf{v}, \mathbf{w}) = \int_{\hat{\Omega}} g(\Phi) \hat{\nabla}(\mathbf{v} \circ \Phi) \cdot \hat{\nabla}(\mathbf{w} \circ \Phi) d\hat{\Omega},$$  \hspace{1cm} (3.31)

on the reference domain, where $g(\Phi)$ is a geometry dependent positive function. The reconstructed error $\hat{\mathbf{e}} \in \tilde{X}_N$ is then defined as the field that for
some $g(\Phi)$ satisfies

$$\hat{a}(\mathbf{e}, \mathbf{v}) = l(\mathbf{v}) - a(\mathbf{u}_N, \mathbf{v}) - b(\mathbf{v}, \mathbf{p}_N) \ \forall \ \mathbf{v} \in \tilde{X}_N,$$  \hspace{1cm} (3.32)

where $\tilde{X}_N = \{ \mathbf{v} \circ \Phi \in (P_N(\tilde{\Omega}))^2, \mathbf{v}_{|\Gamma_w} = 0 \}$. The operator $g(\Phi)$ is chosen
such that

$$\alpha_0 ||\mathbf{v}||_{X_N}^2 \leq \hat{a}(\mathbf{v}, \mathbf{v}) \leq a(\mathbf{v}, \mathbf{v}) \ \forall \ \mathbf{v} \in X_N,$$  \hspace{1cm} (3.33)

for some positive real constant $\alpha_0$. For this reconstructed error we claim
that

$$s^-(\mathbf{u}_N) = l(\mathbf{u}_N), \ \text{and}$$  \hspace{1cm} (3.34)

$$s^+(\mathbf{u}_N) = l(\mathbf{u}_N) + \hat{a}(\mathbf{e}, \mathbf{e})$$  \hspace{1cm} (3.35)

are lower and upper bounds for $s(\mathbf{u}_N)$. We remark that we throughout this
section will drop the subscript $N$ indicating that we actually evaluate all
the bilinear and linear forms using GLL quadrature.
Before we prove (3.34) and (3.35), we put $v = u_N$ in (2.17) and (3.9) to derive that
\[ a(u_N, u_N - u_N) + b(u_N, p_N) = 0. \]  
(3.36)
According to (3.28) the last term is zero and thus (3.36) reduces to
\[ a(u_N, u_N - u_N) = 0. \]  
(3.37)
For the lower bound we now get
\[
\begin{align*}
 s^-(u_N) &= s(u_N) + l(u_N - u_N) \\
&= s(u_N) + a(u_N, u_N - u_N) + b(u_N, p_N) \\
&= s(u_N) + a(u_N, u_N - u_N) \\
&= s(u_N) + a(u_N, u_N - u_N) + a(u_N, u_N - u_N) \\
&= s(u_N) + a(u_N - u_N, u_N - u_N).
\end{align*}
\]  
(3.38)
And we have the desired relationship
\[ s^-(u_N) \leq s(u_N), \]  
(3.39)
independent of $g(\Phi)$.
For the upper bound we denote the error on the deformed domain by $e^u = u_N - u_N$, and find that
\[
\begin{align*}
2\hat{a}(e, e^u) &= l(u_N - u_N) + l(u_N - u_N) \\
&= l(u_N - u_N) + a(u_N, u_N - u_N) \\
&= l(u_N - u_N) + a(u_N, u_N - u_N) \\
&= l(u_N - u_N) + a(u_N - u_N, u_N - u_N) \\
&= l(u_N - u_N) + a(e^u, e^u).
\end{align*}
\]  
(3.40)
To prove that (3.35) is an upper bound we now use (3.40) to get
\[
\begin{align*}
 s^+(u_N) &= l(u_N) + \hat{a}(e, e) \\
&= l(u_N) + \hat{a}(e, e) \\
&= l(u_N) + \hat{a}(e, e) \\
&= l(u_N) + \hat{a}(e - e^u, e - e^u) \\
&\geq s(u_N),
\end{align*}
\]  
(3.41)
where the inequality is due to (3.33) and the coercivity of $\hat{a}(\cdot, \cdot)$.
It now remains to find a positive function $g(\Phi)$, such that
\[ a(v, v) \geq \hat{a}(v, v) \quad \forall \ v \in X_N. \]  
(3.42)
For a constant $g(\Phi) = \lambda$, we can use the theory of [16] to see that $\lambda$ should be chosen as large as possible without violating (3.42). This largest constant may be found, as in [14], by computing the smallest eigenvalue of the generalized symmetric eigenvalue problem

$$a(v, v) = \lambda \int_{\hat{\Omega}} \hat{\nabla}(v \circ \Phi) \cdot \hat{\nabla}(v \circ \Phi) d\hat{\Omega}. \quad (3.43)$$

We tried this approach also for the current problem, and used an inverse Rayleigh quotient iteration to estimate $\lambda$, but the resulting upper bound gap proved much too conservative.

To get a better estimate we consider the Jacobian, $J(\Phi)$, of the mapping from $\hat{\Omega}$ to $\Omega$. We start with the left hand side of (3.42), and use the fact that

$$\nabla = J^{-T} \hat{\nabla} \quad (3.44)$$

to rewrite (2.4), like we did in (2.10), to get

$$a(v, v) = \int_{\Omega} (\hat{\nabla}(v \circ \Phi))^T J^{-1} J^{-T} \hat{\nabla}(v \circ \Phi) |J| d\Omega = \int_{\Omega} w^T G w d\hat{\Omega}, \quad (3.45)$$

where $w = \hat{\nabla}(v \circ \Phi)$ and $G(\Phi) = (J^T J)^{-1} |J|$. At each point $\hat{x} \in \hat{\Omega}$ we diagonalize the $2 \times 2$ symmetric positive-definite matrix $G$, that is, we write $G(\Phi(\hat{x})) = Q^T \Lambda Q$, where $Q$ consists of the orthonormal eigenvectors of $G$. If we (at each point $\hat{x} \in \hat{\Omega}$) replace the two diagonal elements of $\Lambda$ with the smallest one, $\Lambda_{\text{min}}$, we get

$$\int_{\hat{\Omega}} w^T G w d\hat{\Omega} \geq \int_{\hat{\Omega}} \Lambda_{\text{min}}(Qw)^T Qw d\hat{\Omega}. \quad (3.46)$$

Since $Q$ consists of the orthonormal eigenvectors, the last expression is equivalent to $\int_{\Omega} \Lambda_{\text{min}} w^T w d\Omega$, and we end up with

$$a(v, v) \geq \int_{\hat{\Omega}} \Lambda_{\text{min}} \hat{\nabla}(v \circ \Phi) \cdot \hat{\nabla}(v \circ \Phi) d\hat{\Omega}. \quad (3.47)$$

This is just (3.31) with $g(\Phi) = \Lambda_{\text{min}}(\Phi)$, and thus (3.42) is satisfied.

If we replace $\Lambda_{\text{min}}(\Phi)$ by $\overline{\Lambda}_{\text{min}}(\Phi) = \min_{\hat{x} \in \hat{\Omega}} \Lambda_{\text{min}}(\Phi)$, we may put $g(\Phi)$ outside the integral and apply the theory of [16]. This will produce a more conservative upper bound, but the calculation of (3.35) can then be split in an off-line/on-line procedure.

### 3.8 Numerical results for the output bounds

To compute the output bounds numerically, we will use the domain $\Omega = \Phi(\hat{\Omega})$ defined in Figure 2. The basis functions for $X_N$ and $M_N$ are computed according to Section 3.6, which gives us 15 basis functions for $X_0^N$, $X_e^N$ and $M_N$. 17
Table 2: Convergence of the lower and the upper bound gaps. Here, \( s^+ \) corresponds to the variable \( g(\Phi) = \Lambda_{\min}(\Phi) \), while \( s^+_2 \) corresponds to the constant \( g(\Phi) = \overline{\Lambda}_{\min}(\Phi) \).

The upper bound for \( g(\Phi) = \Lambda_{\min}(\Phi) \) is denoted \( s^+ \), while the upper bound for the constant \( g(\Phi) = \overline{\Lambda}_{\min}(\Phi) \) is denoted \( s^+_2 \). The results for the previously defined deformed geometry are presented in Table 2. In Figure 5 we present the same results graphically, and in addition we compare the results with \( a(u_N - u_N', u_N - u_N') \). As we should expect from (3.38), Figure 5 confirms that \( s(u_N') - s'(u_N') = a(u_N - u_N', u_N - u_N') \). The slight deviation that can be seen for some \( N \) is on the order of \( 10^{-10} \), which is smaller than the stopping criterion in the iterative method used to find the basis functions; see Section 2.3. From Figure 5 we also see that \( s^+_2 \) is very close to \( s^+ \). Thus the approximation of \( \Lambda_{\min}(\Phi) \) by a constant does not deteriorate the upper bound considerably in the case we have tested so far.

From both Table 2 and Figure 5 we see that the upper bound gap is relatively large compared to the lower bound gap. In the future, a different method to find an improved estimate of \( g(\Phi) \) is desirable to reduce the upper bound gap.

### 4 A reduced basis element method

We will in this section extend the tools developed for a single domain to multiple domains. This is done to provide enough geometrical flexibility in the solvers, and we get either a spectral element method or a reduced basis
element method. By dividing the domain into separate subdomains, we may also exploit parallel processing techniques. For $K$ subdomains the decomposition is performed in a non-overlapping way such that $\Omega = \bigcup_{k=1}^{K} \Omega_k$. For simplicity, the domain is only decomposed in the flow direction. In this way the inlet boundary will be entirely in one subdomain, the outflow boundary in another, and all other subdomains will have only two neighbouring subdomains. On the interface $\Gamma_{kl} = \bar{\Omega}_k \cap \bar{\Omega}_l$ between two neighbouring subdomains, the pressure may be discontinuous since it is only required to be in $L^2$. We use a conforming spectral element method to generate the reference solution $(u_N^*, p_N^*)$ on multiple domains. The velocity $u_N^*$ is then in $H^1$ and the reduced basis element solution $u_N$ should thus be continuous in all of $\Omega$. This continuity is generally not possible to achieve exactly across the interfaces, and we get a nonconforming method with consistency error

$$\sum_{k,l} \int_{\Gamma_{kl}} (\nu \frac{\partial u_N}{\partial n} - p_N n) \cdot (u_N|_{\Omega_k} - u_N|_{\Omega_l}) ds.$$  \hspace{1cm} (4.1)

In the spirit of the mortar element method, we will minimize the jump across the interfaces through Lagrange multipliers; see [3] and [4].

### 4.1 Precomputing the basis functions

In the single domain case we constructed precomputed velocity basis functions with zero tangential velocity on the inlet and outflow boundaries, and
precomputed pressure basis functions which all were close to one on the inlet
boundary and zero on the outflow boundary. In the case of multiple subdo-
mains, we need reduced basis functions with good approximation properties
along the internal interfaces. To achieve this, we use two alternative ap-
proaches.

In the first approach we solve the steady Stokes problem on the eight
predefined geometries using two subdomains. The restriction of these solu-
tions to the subdomain associated with the outflow boundary comprise our
initial basis functions. On the reference domain these functions are flipped
across the horizontal axis ($\eta = 0$) to produce their symmetric variants. The
solution on the undeformed square is not flipped, since it is symmetric al-
ready, and we thus get $N = 15$ basis functions for both the pressure and the
velocity. To represent the solution on the inlet subdomain and on central
subdomains, the functions are reflected across the vertical axis ($\xi = 0$) on
the reference domain. Thus we get a total of $2N = 30$ available basis func-
tions from the first approach. All the $2N$ basis functions will be used on
interior subdomains, while only half of these will be used on the subdomains
corresponding to the inlet and outflow subdomains. In addition, one pres-
sure basis function with a constant value equal to one will be used on the
inlet subdomain in order to raise the level of the pressure solution on this
subdomain. Since we use the restriction of the precomputed solutions to the
outflow subdomain, all the pressure basis functions have values close to zero
on the outflow edge. Without the additional constant function, this approx-
imation is insufficient on the inlet domain. Alternatively, the reflected basis
functions may be added for the inlet subdomain, but then more than one
additional basis function is needed.

In the second approach we solve the steady Stokes problem on the eight
predefined geometries using three subdomains instead of two. Now we use
the restriction of the solutions to each of the subdomains as basis functions
in similar subdomains in the generic problem. The idea is that the solu-
tion restricted to the inlet subdomain better represents what happens on
the inlet subdomain in the generic problem, and similarly for the other sub-
domains. After flipping on the reference domain this approach produces a
total of $3N = 45$ basis functions for both the pressure and the velocity. In
the second approach there is no need to reflect the basis functions across the
vertical axis. There is also no need to use an additional constant pressure
function on the inlet subdomain, since the restrictions of the pressure solu-
tions to the inlet subdomain are clearly non-zero on all edges. Following this
approach we will thus use $N$ basis functions to approximate the pressure on
the inlet subdomain, and $N$ basis functions on any interior subdomain, and
$N$ basis functions on the outflow subdomain. A similar procedure is used to
approximate the velocity.

To ensure stability of the reduced basis element solution, all basis func-
tions are orthogonalized, but we keep the basis functions representing dif-
ferent subdomains separated. For the pressure basis functions the orthogonalization is done with respect to the discrete $L^2$ inner product on the reference domain. The velocity basis functions are orthogonalized with respect to $a_N(\cdot, \cdot)$ on the reference domain, while imposing the boundary conditions corresponding to the subdomain the given velocity basis function represents.

In both Method 1 and Method 2 we have to enrich the velocity basis in order to find both the pressure and the velocity solution in the reduced basis element context. In Method 1 it is crucial that the inf-sup condition is fulfilled, and we use the same technique as for the single-domain case to produce one additional velocity basis function for each pressure basis function. Again, the correct boundary conditions have to be used, according to which subdomain the velocity basis function represents. In Method 2 these additional velocity basis functions are used in the computation of the pressure solution only.

Using the first approach to construct the precomputed basis functions we define

\[
\hat{X}_N = X_N(\hat{\Omega}) = \begin{cases} 
\text{span}\{\hat{u}_i, \ i = 2N+1, \ldots, 4N+1\}, & k = 1 \\
\text{span}\{\hat{u}_i, \ i = 1, \ldots, 4N\}, & k = 2, \ldots, K-1 \\
\text{span}\{\hat{u}_i, \ i = 1, \ldots, 2N\}, & k = K 
\end{cases}
\]

\[
\hat{M}_N = M_N(\hat{\Omega}) = \begin{cases} 
\text{span}\{\hat{p}_i, \ i = N, \ldots, 2N+1\}, & k = 1 \\
\text{span}\{\hat{p}_i, \ i = 1, \ldots, 2N\}, & k = 2, \ldots, K-1 \\
\text{span}\{\hat{p}_i, \ i = 1, \ldots, N\}, & k = K 
\end{cases}
\] (4.2)

For the second approach we define

\[
\hat{X}_N = X_N(\hat{\Omega}) = \begin{cases} 
\text{span}\{\hat{u}_i^{\text{in}}, \ i = 1, \ldots, 2N\}, & k = 1 \\
\text{span}\{\hat{u}_i^{\text{c}}, \ i = 1, \ldots, 2N\}, & k = 2, \ldots, K-1 \\
\text{span}\{\hat{u}_i^{\text{o}}, \ i = 1, \ldots, 2N\}, & k = K 
\end{cases}
\]

\[
\hat{M}_N = M_N(\hat{\Omega}) = \begin{cases} 
\text{span}\{\hat{p}_i^{\text{in}}, \ i = 1, \ldots, N\}, & k = 1 \\
\text{span}\{\hat{p}_i^{\text{c}}, \ i = 1, \ldots, N\}, & k = 2, \ldots, K-1 \\
\text{span}\{\hat{p}_i^{\text{o}}, \ i = 1, \ldots, N\}, & k = K 
\end{cases}
\] (4.3)

where superscripts $\text{in}$, $\text{c}$ and $\text{o}$ indicates whether a basis function represents the inlet subdomain, a central subdomain, or the outflow subdomain. We also recall that the index $k$ refers to the subdomain $\Omega_k$. The velocity basis functions are ordered such that the original $N = 15$ have the indices $i = 1, \ldots, 15$, and the enriched basis functions corresponding to the original $N = 15$ pressure basis functions have the indices $i = N+1, \ldots, 2N$. The reflected original and the reflected enriched basis functions then follow. We remark that the constant pressure basis function added on the inlet domain $(k = 1)$ corresponds to the index $i = 2N+1$, and the associated enriched velocity basis function corresponds to the index $i = 4N+1$.

On a generic deformed geometry we can then define the reduced basis
where $\Phi^k$ is the mapping associated with the deformation of the $k$’th sub-domain. We also define a preliminary reduced basis velocity space on the deformed geometry as

$$Y_N = Y_N(\Omega) = \{v \in X, \ |J^k| (J^k)^{-1} (v|_{\Omega_k} \circ \Phi^k) \in \hat{X}_N, \ k = 1, ..., K\}.$$  (4.5)

This space is preliminary since we have not yet imposed any continuity conditions across the subdomain interfaces.

### 4.2 Matching conditions

As mentioned earlier, we use a mortar element method to glue the velocities together. In practice we try to minimize the jump across internal interfaces by introducing the constraints

$$\int_{\Gamma_{kl}} (v|_{\Omega_k} - v|_{\Omega_l}) \cdot n \, \psi \, ds = 0, \ \forall \ \psi \in W^n_{k,l}, \ \forall \ k, l \quad (4.6)$$

and

$$\int_{\Gamma_{kl}} (v|_{\Omega_k} - v|_{\Omega_l}) \cdot t \, \psi \, ds = 0, \ \forall \ \psi \in W^t_{k,l}, \ \forall \ k, l, \quad (4.7)$$

where $\Gamma_{kl} = \bar{\Omega}_k \cap \bar{\Omega}_l$, $n$ is the unit normal vector of $\Gamma_{kl}$, $t$ is the unit tangential vector, and $W^n_{k,l}$ and $W^t_{k,l}$ are spaces of low order polynomials defined on $\Gamma_{kl}$. Depending on the order of the polynomials in $W^n_{k,l}$ and $W^t_{k,l}$, the jump across the interfaces can be controlled; see [14] for results of different polynomial degrees used on a thermal fin problem. Our reduced basis velocity space for Method 1 is then defined as

$$X_N = \{v \in Y_N, \ (4.6) \ and \ (4.7) \ hold \}.$$  (4.8)

For Method 2 we define the reduced basis velocity space as

$$X^0_N = \{v \in X_N, \ \sum_{k=1}^{K} \int_{\Omega_k} q \nabla \cdot v \, d\Omega = 0, \ \forall \ q \in M_N\},$$  (4.9)

which is just $X_N$ without the enriched velocity basis functions.

To evaluate the integrals in (4.6) and (4.7), the $x$- and $y$-components of $v$ are rotated to find the corresponding normal and tangential components.
4.3 Numerical results

We define $\Omega$ to be the deformed annulus in Figure 2 divided into three subdomains in the flow direction, i.e. $K = 3$. An initial choice of Lagrange multiplier spaces will be

$$W_{k,l}^n = W_{k,l}^t = \mathbb{P}_3(\Gamma_{kl}).$$

(4.10)

For Method 1 we solve the problem: Find $u_N \in X_N$ and $p_N \in M_N$ such that

$$a_N(u_N, w) + b_N(w, p_N) = l_N(w) \quad \forall w \in X_N$$

$$b_N(u_N, q) = 0 \quad \forall q \in M_N.$$  

(4.11)

In Table 3 we compare the results for the different choices of spaces $\hat{X}_N$ and $\hat{M}_N$ in (4.2) and (4.3).

If we use (4.2) to define $\hat{X}_N$ and $\hat{M}_N$, the dimension of $X_N \times M_N$ is $12N + 2 - 2L$, where $L = \dim(W_{k,l}^n) + \dim(W_{k,l}^t)$ is the total dimension of the Lagrange multiplier spaces. If we instead use (4.3) to define $\hat{X}_N$ and $\hat{M}_N$ the dimension is only $9N - 2L$, but we still see from Table 3 that the approximation abilities, measured as the norm of the error, are better than the first choice when the dimension of the spaces is comparable. In Figures 6(a) and 6(b), we see that for both choices of reduced basis spaces the error of the pressure is more noticeable close to the internal interfaces relative to the rest of the domain. The velocity error for the first choice of basis spaces, which is shown in Figures 7(a) and 7(b), indicates that the error along the internal interfaces is no larger than in the rest of the domain. The velocity error for the second choice of basis spaces exhibit similar behaviour, which confirms the effect of the weak continuity imposed by the Lagrange multipliers.

In Method 2 we find the reduced basis velocity solution by solving: Find $u_N \in X^0_N$ such that

$$a_N(u_N, v) = l_N(v) \quad \forall v \in X^0_N.$$ 

(4.12)

If we use (4.3) to define $\hat{X}_N$, the dimension of $X^0_N$ is $3N - 2L$, about one third of the corresponding dimension for Method 1. Having obtained the

| $\hat{X}_N, \hat{M}_N$ | $N$ | $\dim(X_N \times M_N)$ | $|u_N - u_N^p|_{H^1(\Omega)}$ | $|p_N - p_N^p|_{L^2(\Omega)}$ |
|----------------------|-----|-------------------------|----------------------------|--------------------------|
| (4.2)                | 11  | 118                     | $1.8 \cdot 10^{-3}$        | $9.8 \cdot 10^{-3}$     |
| (4.3)                | 15  | 119                     | $8.4 \cdot 10^{-4}$        | $3.6 \cdot 10^{-3}$     |

Table 3: Comparison of the error for different choices of reduced basis spaces in Method 1.
(a) $\hat{X}_N$ and $\hat{M}_N$ defined by (4.2)

(b) $\hat{X}_N$ and $\hat{M}_N$ defined by (4.3)

Figure 6: Contour of the pressure error for $\hat{X}_N$ and $\hat{M}_N$ defined as in (4.2) and (4.3).

(a) x-velocity

(b) y-velocity

Figure 7: Contour of the velocity error for $\hat{X}_N$ and $\hat{M}_N$ defined as in (4.2).
velocity from (4.12), the pressure is then found by solving the problem: Find $p_N \in M_N$ such that
\begin{equation}
 b_N(v, p_N) = -a_N(u_N, v) + l_N(v) \quad \forall \ v \in X^+_N,
\end{equation}
where $X^+_N = \{ v \in X_N, v \notin X^0_N \}$ contains the enriched velocity basis functions found earlier. On three subdomains we can find the pressure by solving three decoupled systems, each system being of dimension $N$.

To further study the convergence properties of Method 1 and 2, we use (4.3) for different choices of $N$ to solve (4.11) and (4.12) respectively. In Table 4 we see that the error of the velocity converges well for both methods. As in the single domain case, Method 2 is just as accurate as Method 1. The pressure found in Method 1 also converges well, and if we use (4.13) to find the pressure in Method 2, it will exhibit similar properties.

| $N$ | $d(X_N)$ | $d(M_N)$ | $|u_N - u_N|_{H^1}$ | $||p_N - p_N||_{L^2}$ | $d(X^+_N)$ | $|u_N - u_N|_{H^1}$ |
|-----|-----------|-----------|------------------|------------------|-----------|------------------|
| 6   | 20        | 18        | $2.1 \cdot 10^{-2}$ | $6.9 \cdot 10^0$ | 2         | $2.5 \cdot 10^{-2}$ |
| 7   | 26        | 21        | $3.7 \cdot 10^{-3}$ | $2.2 \cdot 10^4$ | 5         | $5.8 \cdot 10^{-3}$ |
| 8   | 32        | 24        | $2.7 \cdot 10^{-3}$ | $5.5 \cdot 10^{-1}$ | 8         | $2.7 \cdot 10^{-3}$ |
| 9   | 38        | 27        | $2.3 \cdot 10^{-3}$ | $3.6 \cdot 10^{-1}$ | 11        | $2.3 \cdot 10^{-3}$ |
| 10  | 44        | 30        | $1.3 \cdot 10^{-3}$ | $1.3 \cdot 10^{-1}$ | 14        | $1.3 \cdot 10^{-3}$ |
| 11  | 50        | 33        | $1.2 \cdot 10^{-3}$ | $5.8 \cdot 10^{-2}$ | 17        | $1.2 \cdot 10^{-3}$ |
| 12  | 56        | 36        | $9.8 \cdot 10^{-4}$ | $6.2 \cdot 10^{-3}$ | 20        | $9.8 \cdot 10^{-4}$ |
| 13  | 62        | 39        | $9.7 \cdot 10^{-4}$ | $4.4 \cdot 10^{-3}$ | 23        | $9.7 \cdot 10^{-4}$ |
| 14  | 68        | 42        | $8.7 \cdot 10^{-4}$ | $4.6 \cdot 10^{-3}$ | 26        | $8.7 \cdot 10^{-4}$ |
| 15  | 74        | 45        | $8.4 \cdot 10^{-4}$ | $3.6 \cdot 10^{-3}$ | 29        | $8.4 \cdot 10^{-4}$ |

Table 4: The error convergence of Method 1 and Method 2 in the multi-domain case, $d(\cdot)$ is the dimension of the space in question.

4.4 The effect of different Lagrange multipliers

We have already seen that the approximation properties are affected by the choice of basis functions in the reduced basis velocity and pressure spaces. In this section we will try different choices of Lagrange multiplier spaces used in the mortar element method. Previously we used $W_{k,l}^n = W_{k,l}^t = P_3(\Gamma_{kl})$ to get the results in Tables 3 and 4. However, it is not necessary to use the same space in the normal and tangential direction. Considering the incompressibility condition, the normal derivative is more important than the tangential condition since a good matching of the normal derivative along an interface is directly related to a good mass conservation (or continuity of the volume flow rate across an interface). It would also be advantageous.
\begin{align*}
W_{k,l} &= W_n^{k,l} \times W_t^{k,l} \\
&= P_3(\Gamma_{kl}) \times P_3(\Gamma_{kl}) \\
&= P_3(\Gamma_{kl}) \times \emptyset \\
&= P_3(\Gamma_{kl}) \times P_1(\Gamma_{kl}) \\
\{ \tilde{\psi}_{i} \} \text{ from (4.18), } i = 1, 2, 3 \\
&= 1.5 \cdot 10^{-3} \\
\{ \tilde{\psi}_{i} \} \text{ from (4.18), } i = 2, 4, 6 \\
&= 6.8 \cdot 10^{-4} \\
\{ \psi_{i} \} \text{ from (4.17)} \\
&= 6.0 \cdot 10^{-4} \\
\end{align*}

Table 5: The norm of the error for different choices of $W_n^{k,l}$ and $W_t^{k,l}$.

<table>
<thead>
<tr>
<th>$W_{k,l}$</th>
<th>$|u_N - u_N^{\lambda}|_{H^1}$</th>
<th>$|p_N - p_N|_{L^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_3 \times P_3$</td>
<td>$8.4 \cdot 10^{-4}$</td>
<td>$3.6 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$P_3 \times \emptyset$</td>
<td>$6.6 \cdot 10^{-2}$</td>
<td>$1.4 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$P_3 \times P_1$</td>
<td>$7.2 \cdot 10^{-4}$</td>
<td>$2.1 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>

To lower the dimension on the space in the tangential direction compared to the space in the normal direction in order to decrease the number of constraints imposed on the reduced basis system. In the three-dimensional case, there are two tangential directions and only one normal direction on each interface, and lowering the dimension of the tangential spaces becomes more important. The velocity components are connected through the divergence-free property, but a minimization of the jump in the normal velocity component alone across an interface does not guarantee that the tangential velocity component points in the same direction along an interface. To illustrate this we first define

\begin{align*}
W_n^{k,l} &= P_3(\Gamma_{kl}) \\
W_t^{k,l} &= \emptyset,
\end{align*}

(4.14)

where we have no constraint in the tangential direction, and then

\begin{align*}
W_n^{k,l} &= P_3(\Gamma_{kl}) \\
W_t^{k,l} &= P_1(\Gamma_{kl}),
\end{align*}

(4.15)

where we use linear functions in the tangential direction. The results are presented in Table 5 together with the results from the previous choice of $W_n^{k,l}$ and $W_t^{k,l}$.

If we increase the polynomial degree in the Lagrange multiplier spaces, the discontinuities across the interfaces will decrease, but the number of degrees of freedom in the global reduced basis element problem will also decrease and hence the global error may increase. We keep the linear functions in the tangential direction, and calculate the error for different polynomial degrees in the normal direction, i.e.

\begin{align*}
W_n^{k,l} &= P_m(\Gamma_{kl}) \\
W_t^{k,l} &= P_1(\Gamma_{kl}),
\end{align*}

(4.16)

From Table 6 we see that the error has a minimum when the polynomial degree $m$ in the normal direction is between two and seven. This is consistent
with the results presented in [14] for a scalar heat transfer problem with only
one Lagrange multiplier space.

From the consistency error defined in (4.1), we see that the best Lagrange
multipliers should be ones that are close to the exact stress vector
\[
\psi_{kl} = (\nu \frac{\partial u_N}{\partial n} - p_N n)_{|\Gamma_{kl}}, \tag{4.17}
\]
on each interface \(\Gamma_{kl}\). We therefore calculate
\[
\psi_{kl}^i = (\nu \frac{\partial u_i}{\partial n_i} - p_i n_i)_{|\Gamma_{kl}}, \tag{4.18}
\]
for all \(\Omega_i\). Similar to the velocity basis functions, \(u_i\), the stress vectors are
mapped to a reference interface \(\hat{\Gamma}\) through the Piola transformation, \(\hat{\psi}_{kl}^i = \Psi_i (\psi_{kl}^i)\). On the generic domain \(\Omega\) we first map each \(\hat{\psi}_{kl}^i\) to corresponding
interfaces \(\Gamma_{kl}\), again using the Piola transformation \(\tilde{\psi}_{kl}^i = \Psi_i^{-1} (\hat{\psi}_{kl}^i)\), and
then rotate the coordinates to find the normal and tangential components.
The space \(W_{k,l}^n\) will thus consist of the normal components of \(\tilde{\psi}_{kl}^i\), and
\(W_{k,l}^t\) of the tangential components. We impose (4.6) and (4.7), which in turn
ensures that the vectorial jump
\[
\sum_{k,l} \int_{\Gamma_{kl}} (u_N|_{\Omega_k} - u_N|_{\Omega_l}) \cdot \tilde{\psi}_{kl}^i ds = 0, \quad \forall i. \tag{4.19}
\]

In order to balance the number of constraints against the number of
degrees of freedom, we choose the same number of constraints as for the
\(P_3 \times P_1\) case, but now with \(\text{dim}(W_{k,l}^n) = \text{dim}(W_{k,l}^t) = 3\); the total number of
constraints is thus six. Depending on which three multipliers are used, we
get different results. The worst result is achieved for \(i = 1, 2\) and \(3\), while
the best result is achieved for \(i = 2, 4\) and \(6\); see Table 5. Compared to the

| \(m\) | \(|u_N - u_N'|_{H^1}\) | \(||p_N - p_N'||_{L^2}\) |
|---|---|---|
| 1 | \(4.94 \times 10^{-5}\) | \(4.66 \times 10^{-5}\) |
| 2 | \(8.22 \times 10^{-4}\) | \(2.24 \times 10^{-3}\) |
| 3 | \(7.17 \times 10^{-4}\) | \(2.06 \times 10^{-3}\) |
| 4 | \(7.17 \times 10^{-4}\) | \(2.07 \times 10^{-3}\) |
| 5 | \(6.91 \times 10^{-4}\) | \(2.00 \times 10^{-3}\) |
| 6 | \(6.93 \times 10^{-4}\) | \(2.00 \times 10^{-3}\) |
| 7 | \(7.00 \times 10^{-4}\) | \(2.17 \times 10^{-3}\) |
| 8 | \(7.15 \times 10^{-4}\) | \(2.24 \times 10^{-3}\) |
| 9 | \(8.25 \times 10^{-4}\) | \(2.74 \times 10^{-3}\) |

Table 6: The norm of the error when \(W_{k,l}^t\) and \(W_{k,l}^n\) are defined as in (4.16).
Lagrange multiplier spaces defined as low order polynomials, we see that the stress vectors (4.18) give better results, however, care has to be taken as to which three stress vectors are used. As a final test, we use the exact stress vector (4.17) to produce a single constraint in each of the spatial directions. This should give zero consistency error and result in a pure approximation error in the reduced basis element solution. As expected, the numerical result is also better than for all other Lagrange multipliers; see Table 5.

5 Conclusions

In this paper, we have proposed a reduced basis element method for the steady Stokes problem. The computational method is based on a domain decomposition into geometrically similar parts (denoted as “elements”), and local approximations based on precomputed steady Stokes solutions corresponding to different geometric shapes (denoted as geometric “snapshots”). The proposed method represents an extension of earlier work associated with solving the Laplace equation.

The precomputed velocity fields are (weakly) incompressible on the preselected geometries. We have used Piola’s transformation to ensure that this property is also satisfied on the reference domain associated with the computational parts, and also when mapped to a new and unknown geometric shape. The issue of satisfying the inf-sup condition has been addressed in two different ways.

One alternative, called Method 1, is based on enriching the reduced velocity basis in order to obtain a stable, coupled system for the velocity and the pressure. A second alternative, called Method 2, directly exploits the fact that the precomputed velocity fields are incompressible. Following this latter method, the Stokes system is reduced to solving a Poisson-like equation for the velocity. The pressure can then be computed in a postprocessing step. The advantages of this alternative are the facts that the velocity and the pressure can be computed separately, and very small systems need to be solved.

We have demonstrated the approximation and convergence properties of Method 1 and Method 2 on selected two-dimensional problems. The numerical results are almost identical, suggesting that Method 2 is very attractive due to the lower computational cost.

The methods have been tested both in the single-domain context and using multiple subdomains. In the latter case, the local velocity approximations are glued together using the mortar element method. Proper treatment of the continuity conditions for the normal and tangential velocity components is discussed. It has been found that it is sufficient to use a very low dimension of the Lagrange multiplier space associated with the tangential component.
In the single-domain context we have also developed a posteriori error estimators for the steady Stokes problem and the theoretical results have been confirmed by numerical experiments in the compliant case. For the particular test problem used, the lower bound gap appears to be very good, while the upper bound gap is somewhat conservative.

Future extensions will include the simulation of geometrically more complex systems involving several types of computational parts (e.g., pipes and bifurcations). In addition, it will be interesting to exploit the properties of Method 2 to solve unsteady problems, including problems modeled by the incompressible Navier-Stokes equations. Finally, the a posteriori error estimators developed here need to be extended to the general non-compliant multiple element case, as was done in [14].
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Abstract

Within the reduced basis framework, we consider the geometry as a parameter for the steady Stokes problem. For different instantiations of the geometry, we precompute basis functions which are subsequently used to find the reduced basis solution on a generic geometry. The geometries in this article are chosen to be multidomain bifurcations, and we show how divergence free vector fields may be mapped from one bifurcation to another through a global Piola transformation in order to maintain the divergence free property. We also present an alternative reduced basis formulation, together with a particular regularization technique, which exploits this divergence free property of the velocity basis functions to lower the dimension of the reduced basis system even further. We use a posteriori error estimation for two purposes: (i) in a “greedy” algorithm to select the optimal basis functions for a given error reduction; and (ii) to certify the reduced basis solution. Finally, we show how bifurcations together with pipes can be used as generic building blocks to construct a hierarchical flow system in which the precomputed basis functions are reused within each building block to find a global reduced basis element solution.

1 Introduction

Consider a system governed by the parameter dependent problem: Find \( u \in X \) such that

\[
F(u; \mu) = 0,
\]

where \( u \) is the unknown solution and \( \mu \) is a known parameter vector. In a discrete setting, the resolution (in space and time) required to obtain a good approximation \( u_N \) to the exact solution \( u \) is often very high, and the associated computational cost may be significant following a traditional approach based on finite elements or finite difference methods.

The main idea behind a reduced basis approach is to realize that the exact solution \( u \) often can be approximated very well in a low dimensional manifold in \( X \). By constructing global functions \( \{u_i\}_{i=1}^N \) which capture the essential features of the problem, a solution may be sought in the low dimensional reduced basis space \( X_N = \text{span}\{u_i\}_{i=1}^N \).
The reduced basis element method was introduced in [16] in the context of solving the Laplace equation in a deformed geometry. In that work, the computational domain was broken into generic building blocks or parts (e.g., “pipes”), and the geometry of each part was considered to be the parameters. The reduced basis approximations associated with all the parts were glued together through the use of Lagrange multipliers.

Further progress was made in [17] in the context of solving a thermal fin problem. In particular, \textit{a posteriori} error bounds were developed for the output of interest. We remark that this aspect represents an essential ingredient in developing practical reduced basis methods. Since it is \textit{a priori} difficult to guess the number of reduced elements required in practical computations, \textit{a posteriori} error bounds represent practical tools which allow us to certify the computational results.

In [13], the reduced basis element method was extended to solve incompressible fluid flow problems modeled by the steady Stokes equations. In particular, a Piola transformation was introduced in order to maintain incompressibility when mapping the velocity field from one geometry to another one. Two methods were introduced, one where the velocity-pressure pair is computed (Method 1), and one where only the velocity is computed (Method 2). The \textit{a posteriori} analysis presented in [17, 18] was also extended to deformed geometries in the compliant case. Finally, a special mortar type method was proposed to handle the multiple domain case.

The work in [13] focused on incompressible fluid flow in domains characterized as deformed “pipes.” Each basic building block was discretized using a pure spectral method, or more importantly, a deformed, structured discretization. In this work, we extend the previous work by considering incompressible fluid flow in bifurcations. This will necessitate that each precomputed solution must be represented using a multi-domain discretization. The implication of this is not so dramatic when solving the scalar Poisson problem. However, maintaining an incompressible velocity field through a global Piola transformation becomes a challenge since this (ideally) necessitates global $C^1$-mappings. The work presented in this paper discusses this issue, in the context of both Method 1 and Method 2 introduced in [13].

In Section 2 we present the model problem on a single bifurcation. We discuss the challenges of having a multi-element building block for the reduced basis method compared to previous cases. The goals of this work are introduced together with the challenges to realize these goals.

The key challenge of realizing a global $C^1$ mapping from one bifurcation to another is addressed in Section 3, where different approaches are discussed. Here, we restrict the possible geometric variation of a bifurcation in order to construct a finite dimensional parameter space.

In Section 4 we choose a reference bifurcation, as well as basis bifurcations within the chosen parameter space. We briefly present two different methods for finding the reduced basis solution, and discuss how errors intro-
duced by the Piola transformation may be taken care of by a regularization technique. We extend the a posteriori error bounds analysis from [13] to bifurcations, and present how an algorithm for picking the best basis functions works.

To illustrate the power of the reduced basis element method, we couple the basis functions for bifurcations together with basis functions for pipes. This is done in Section 5 where the different building blocks are glued together by proper Lagrange multipliers in order to simulate a hierarchical flow system.

2 The model problem

2.1 Governing equations

We consider here the two-dimensional steady Stokes equations

\[-\nu\Delta u + \nabla p = f \quad \text{in } \Omega,\]
\[\nabla \cdot u = 0 \quad \text{in } \Omega,\]

(2.1)

where \( u = (u_1, u_2) \) is the velocity field, \( p \) is the pressure, \( f = (f_1, f_2) \) is a prescribed volumetric body force, and \( \nu \) is the fluid viscosity; see [1]. For all the problems studied in this paper, this model will suffice.

The domain \( \Omega \) has an inflow boundary, \( \Gamma_{\text{in}} \), an outflow boundary, \( \Gamma_{\text{out}} \), and wall boundaries, \( \Gamma_w \). On this domain we introduce the velocity space

\[ X(\Omega) = \{ v \in (H^1(\Omega))^2, \quad v|_{\Gamma_w} = 0 \text{ and } v_t|_{\Gamma_{\text{in}}} = v_t|_{\Gamma_{\text{out}}} = 0 \}, \]

(2.2)

where \( v_t \) is the tangential velocity component. In addition, we have the Neumann type boundary conditions given by specifying \( \sigma_n = \nu \frac{\partial u_n}{\partial n} - p \) to be \( \sigma_n^{\text{in}} = -1 \) along \( \Gamma_{\text{in}} \) and \( \sigma_n^{\text{out}} = 0 \) along \( \Gamma_{\text{out}} \); here, \( u_n \) is the normal velocity component and \( \partial / \partial n \) denotes the derivative in the outward normal direction. For all the problems solved in this study, the exact solution of (2.1) satisfies \( \partial u_n / \partial n = 0 \) along \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \), which implies that the Neumann conditions correspond to specifying the pressure along the inflow and outflow boundaries (in a weak sense).

With the given boundary conditions, we define the pressure space to be

\[ M(\Omega) = L^2(\Omega). \]

(2.3)

In order to solve the steady Stokes equations we define the bilinear forms

\[ a(v, w) = \nu \int_{\Omega} \nabla v \cdot \nabla w \, d\Omega = \nu \sum_{i,j=1}^{2} \int_{\Omega} \frac{\partial v_i}{\partial x_j} \frac{\partial w_i}{\partial x_j} \, d\Omega, \]

(2.4)

\[ b(v, q) = -\int_{\Omega} q \nabla \cdot v \, d\Omega = \sum_{i=1}^{2} \int_{\Omega} q \frac{\partial v_i}{\partial x_i} \, d\Omega, \]

(2.5)
and consider the weak form: Find $u \in X(\Omega)$ and $p \in M(\Omega)$ such that

$$
\begin{align*}
a(u, v) + b(v, p) &= l(v) \quad \forall \ v \in X(\Omega) \\
b(u, q) &= 0 \quad \forall \ q \in M(\Omega),
\end{align*}
$$

(2.6)

where

$$
l(v) = (f, v) + \int_{\Gamma_{in}} \sigma_{in}^n v \cdot n ds + \int_{\Gamma_{out}} \sigma_{out}^n v \cdot n ds.
$$

(2.7)

For all the problems considered in this work, the body force $f$ will be zero. To ensure a unique solution of the steady Stokes problem (2.6), the coercivity condition

$$
a(w, w) \geq \alpha ||w||_{H^1(\Omega)}, \quad \forall \ w \in X(\Omega), \quad \alpha > 0,
$$

(2.8)

and the inf-sup condition

$$
\inf_{q \in M(\Omega)} \sup_{v \in X(\Omega)} \frac{b(v, q)}{||q||_{L^2(\Omega)} ||v||_{H^1(\Omega)}} = \beta > 0,
$$

(2.9)

must be satisfied; see [2] and [6]. These conditions are fulfilled for our particular Stokes problem.

### 2.2 The bifurcation

The computational domain, $\Omega$, will in the following be a bifurcation, and we denote it $\mathcal{B}$. We assume that the domain $\mathcal{B}$ is obtained as the deformation of a reference bifurcation $\hat{\mathcal{B}}$, see Figure 1, by a regular one-to-one transformation $F$. On $\mathcal{B}$, the inflow boundary, $\Gamma_{in}$ is along the vertical edge of the body of the bifurcation, while the outflow boundary, $\Gamma_{out}$ is along the vertical edges of each of the bifurcation’s two legs. The rest of the outer edge is then wall boundary, $\Gamma_w$. We use spectral elements to discretize bifurcations. In particular, we decompose the domains $\mathcal{B}$ and $\hat{\mathcal{B}}$ in six subdomains in a non-overlapping way such that $\mathcal{B} = \bigcup_{e=1}^6 \hat{\mathcal{B}}_e$ and $\hat{\mathcal{B}} = \bigcup_{e=1}^6 \hat{\mathcal{B}}_e$. This is not the only way to decompose the domains; if low order finite element methods are used, this domain decomposition may not be necessary.

Each subdomain, $\mathcal{B}_e$, is also considered to be a one-to-one mapping, $\Phi_e$, of a reference square $\hat{\Omega} = (-1, 1)^2$, and we denote $\mathcal{B} = \Phi(\hat{\mathcal{B}}) = \bigcup_{e=1}^6 \Phi_e(\hat{\mathcal{B}})$. For an element $v \in X(\mathcal{B})$ and an element $p \in M(\mathcal{B})$, we denote the restrictions of these elements to $\mathcal{B}_e$ as $v|_{\mathcal{B}_e} = v_e$, and $p|_{\mathcal{B}_e} = p_e$. The bilinear forms are then expressed in terms of the reference variables and the mapping $\Phi$ as

$$
\begin{align*}
a(v, w; \Phi) &= \nu \sum_{e=1}^6 \int_{\hat{\Omega}} \mathcal{J}_e^{-T} \hat{\nabla} (v_e \circ \Phi_e) \cdot \mathcal{J}_e^{-T} \hat{\nabla} (w_e \circ \Phi_e) |J_e| d\hat{\Omega}, \\
b(v, p; \Phi) &= \sum_{e=1}^6 - \int_{\Omega} (p_e \circ \Phi_e) \nabla \cdot \left[ \mathcal{J}_e^{-1} (v_e \circ \Phi_e) \right] |J_e| d\hat{\Omega},
\end{align*}
$$

(2.10)

(2.11)
where $\mathcal{J}_e$ is the Jacobian matrix of $\Phi_e$, and $J_e$ its determinant. Furthermore we use the Piola transformation to maintain the divergence free property in a weak sense when mapping the velocity field from one geometry to another. From $B_e$ to $\hat{\Omega}$ this transformation is defined by

$$\hat{u}_e = \Psi_e(u_e) = \mathcal{J}_e^{-1}(u_e \circ \Phi_e)|J_e|,$$ (2.12)

where $u$ is the velocity solution of (2.6); see [7] for general properties of the Piola transformation. The restrictions of $u$ to the different subdomains, $B_e$, are thus all transformed to the same domain $\hat{\Omega}$. This is fundamentally different from the case when $\Omega$ consists of one element only. In the present setting, the weak solution of the steady Stokes equations only guarantees a continuous velocity field over $B$, while the derivatives may be discontinuous. According to spectral theory however, if the underlying solution is regular enough, the derivatives of the solution converge exponentially to the derivatives of the exact solution; see [14].

Note that if we use the Piola transformation, (2.12), to map the velocity solution to the reference domain $\hat{\Omega}$, and then use the inverse Piola transformation to map the velocity solution from the reference domain to a new bifurcation, the resulting velocity field need not be globally continuous. In fact, if it were globally continuous, it would be a strike of luck. The reason for this discontinuity lies in the Jacobian matrix of $\Phi$. Since each $B_e$ is considered as a mapping of $\hat{\Omega}$, the global Jacobian matrix of $\Phi$ will not, in general, be continuous on $B$ across internal element boundaries. By defining all the bifurcations as one-to-one regular deformations of the reference bifurcation $\hat{B}$ we circumvent this problem. In Section 3 we introduce a method
to achieve $\mathcal{B} = \mathcal{F}(\hat{\mathcal{B}})$ in such a way that the velocity fields on $\mathcal{B}$ are globally continuous in a weak sense also after the Piola transformation.

### 2.3 Spectral discretization

We now consider a discretization of the steady Stokes problem (2.6) using a spectral element method based on high order polynomials; see [14] and [15]. Let $\mathbb{P}_n(\hat{\Omega})$ be the space of all functions which are polynomials of degree less than or equal to $n$ in each spatial direction on the reference domain $\hat{\Omega}$. The discrete space for the velocity is then taken to be

$$X_N(\mathcal{B}) = \{ \mathbf{v} \in X(\mathcal{B}), \quad \mathbf{v} \circ \Phi_e \in (\mathbb{P}_N(\hat{\Omega}))^2, \quad e = 1, ..., 6 \} ,$$

while the discrete space for the pressure is

$$M_N(\mathcal{B}) = \{ q \in M(\mathcal{B}), \quad q \circ \Phi_e \in \mathbb{P}_{N-2}(\hat{\Omega}), \quad e = 1, ..., 6 \} .$$

The bases for $X_N(\mathcal{B})$ and $M_N(\mathcal{B})$ are conveniently expressed in terms of the reference variables $\xi$ and $\eta$. As a basis for $X_N(\mathcal{B})$ we use a nodal basis through the tensor-product Gauss-Lobatto Legendre (GLL) points, while the basis for $M_N(\mathcal{B})$ is a nodal basis through the tensor-product Gauss-Legendre (GL) points; see [14] and [15]. Specifically, we write

$$(\mathbf{u} \circ \Phi_e)(\xi, \eta) = \sum_{i,j=0}^{N} \mathbf{u}_{ij} \ell_i(\xi) \ell_j(\eta),$$

where $\ell_i(\xi)$ refers to a one-dimensional $N$-th order Lagrangian interpolant through the GLL points $\xi_m$, $m = 0, ..., N$; here, $\ell_i(\xi_m)\ell_j(\xi_n) = \delta_{im}\delta_{jn}$ for a given point $(\xi_m, \xi_n)$ in the underlying tensor-product GLL grid.

In a similar fashion, we write

$$(p \circ \Phi_e)(\xi, \eta) = \sum_{i,j=0}^{N-2} p_{ij}^e \tilde{\ell}_i(\xi) \tilde{\ell}_j(\eta),$$

where $\tilde{\ell}_i(\xi)$ refers to a one-dimensional $(N-2)$-th order Lagrangian interpolant through the (interior) GL points $\zeta_m$, $m = 0, ..., N-2$; here, $\tilde{\ell}_i(\zeta_m)\tilde{\ell}_j(\zeta_n) = \delta_{im}\delta_{jn}$ for a given point in the tensor-product GL grid.

The discrete velocity $\mathbf{u}_N \in X_N(\mathcal{B})$ is then uniquely determined by $6(N+1)^2$ coefficients, minus overlapping nodes, for each spatial component, where some of the coefficients are fixed due to the prescribed Dirichlet boundary conditions. The discrete pressure is determined by $6(N-1)^2$ basis coefficients.

The mapping $\Phi_e$ is realized computationally by using an isoparametric representation of the geometry. Each edge of $\mathcal{B}_e$ is given as a one-to-one mapping of a corresponding edge $[-1, 1]$ on $\hat{\Omega}$, and is approximated as an
\( \mathcal{N} \)-th order polynomial. The location of the (interior) points \((x_m, y_n) = \Phi(\xi_m, \xi_n)\) are found by a Gordon-Hall algorithm; see [11].

The bilinear forms and the linear form in (2.6) are expressed in terms of the reference variables, and the integrals are evaluated using GLL and GL quadrature. This gives us the following discrete system: Find \( u_\mathcal{N} \in X_\mathcal{N}(B) \) and \( p_\mathcal{N} \in M_\mathcal{N}(B) \) such that
\[
\begin{align*}
    a_\mathcal{N}(u_\mathcal{N}, v; \Phi) + b_\mathcal{N}(v, p_\mathcal{N}; \Phi) &= l_\mathcal{N}(v; \Phi) \quad \forall \ v \in X_\mathcal{N}(B) \\
    b_\mathcal{N}(u_\mathcal{N}, q; \Phi) &= 0 \quad \forall \ q \in M_\mathcal{N}(B),
\end{align*}
\]
(2.17)
where \( a_\mathcal{N}, b_\mathcal{N} \) and \( l_\mathcal{N} \) refer to integration of the bilinear and linear forms using Gauss-type quadrature. Using the chosen bases (2.15) and (2.16), we arrive at a system of algebraic equations for the unknown basis coefficients; this system is solved using the conjugate gradient method in the context of the Uzawa algorithm; see [15].

3 Mapping strategy for bifurcations

As mentioned in Section 2 a solution of the steady Stokes equations on a bifurcation resides on a union of six elements, where each element is a one-to-one mapping of \( \hat{\Omega} \), see Figure 1. Locally each mapping is reversible, with a continuous and invertible Jacobian. Globally however, the Jacobian is not continuous, and its elements and determinant will have discontinuities along the internal boundaries.

If we use the Piola transformation (2.12) on the velocity on each element, each part of the velocity will be divergence free on \( \hat{\Omega} \). To find the representation of the velocity solution on a different bifurcation, the inverse Piola transformation, with the appropriate Jacobian, should be used to get a divergence free field. Since the global Jacobian of two different bifurcations will have different jump discontinuities along internal boundaries, the resulting velocity representation will be discontinuous. This means that the velocity solutions that are meant to be basis functions for the velocity on a generic bifurcation in the reduced basis framework will, in general, be discontinuous. One way around this problem is to define the restriction of the basis functions to each element in the bifurcation as separate basis functions. This will give us six times as many basis functions, and to find a reduced basis solution we would have to glue the solutions on each element together with Lagrange multipliers as was done in [13]. Note that in this case the reduced basis solution will only be weakly continuous across the interfaces. Using a direct solver based on LU-decomposition for the reduced basis algebraic system, the online computation would take \( \mathcal{O}(6^3) \) times longer for a six-element domain decomposition than if we could use the global basis functions directly.
Figure 2: The relationships between the reference domain, $\hat{\Omega}$, the reference bifurcation, $\hat{B}$, the intermediate bifurcation, $B^*$, and the globally $C^1$ bifurcation, $B$.

To get velocity fields which are continuous over a generic bifurcation block, we must take care of the discontinuity in the Jacobian of the mapping, $F$, from one bifurcation to another. If all bifurcations, $B$, have the same ratio between the different elements, and the same angles towards the internal interfaces, chances are that the jump in the Jacobian of the mapping, $\Phi$, from $\hat{\Omega}$ to $\hat{B}$, will be equal for two different bifurcations along the element interfaces. Thus taking the inverse Piola transformation, from $\hat{\Omega}$ to a generic bifurcation, $B^*$, will not produce discontinuities in the solution, but instead counter the effect of the original Piola transformation from $B$ to $\hat{\Omega}$. Assuming this kind of regularity between the different elements in all possible bifurcations would put severe restrictions on the flexibility of the geometries. One of the goals of the reduced basis method with geometric parameters is to achieve good approximations for fairly general geometries. The solution proposed above to avoid discontinuities in the Jacobian will clearly compromise this goal.

In order to keep the velocity basis functions globally continuous and divergence free, we make use of the reference bifurcation, $\hat{B}$. The subdomains, $\hat{B}_e$, of $\hat{B}$ are, as the subdomains of $B$, all one-to-one mappings, $\hat{\Phi}_e$, of $\hat{\Omega}$, i.e. $\hat{B} = \hat{\Phi}(\hat{\Omega}) = \bigcup_{e=1}^6 \hat{\Phi}_e(\hat{\Omega})$. The mapping from $\hat{B}$ to a generic bifurcation $B^* = \Phi^*(\hat{\Omega})$, is then given by $F^* = \Phi^*(\hat{\Phi}^{-1}(\hat{B}))$, see Figure 2. The mapping $F^* : \hat{B} \rightarrow B^*$ is continuous and one-to-one, but the Jacobian of $F^*$ will have
discontinuous elements, and thus the resulting Piola transformation from $B^*$ to $\hat{B}$ will give discontinuous representation of the velocity field on $\hat{B}$. The key to achieve continuous velocity fields after the Piola transformation lies in the elements of the Jacobian of $F^*$. The Jacobian itself is given by

$$J_{F^*} = \left[ \begin{array}{cc} \frac{\partial x^*}{\partial \hat{x}} & \frac{\partial x^*}{\partial \hat{y}} \\ \frac{\partial y^*}{\partial \hat{x}} & \frac{\partial y^*}{\partial \hat{y}} \end{array} \right],$$

(3.1)

where $(x^*,y^*)$ are the coordinates of a point in $B^*$, and $(\hat{x},\hat{y})$ denote the corresponding point in $\hat{B}$. To avoid jump discontinuities in the derivatives across internal boundaries we redistribute the internal points in $B^*$ by a smoothing process described below. The resulting bifurcation $B = F(\hat{B})$ has the same external boundary as $B^*$, while the corresponding Jacobian $J_F$ has weakly continuous elements.

### 3.1 Weakly continuous mappings

We consider $x^*(\hat{x},\hat{y})$ and $y^*(\hat{x},\hat{y})$ to be continuous functions on $\hat{B}$, and define $dx(\hat{x},\hat{y}) = x^*(\hat{x},\hat{y}) - \hat{x}$ and $dy(\hat{x},\hat{y}) = y^*(\hat{x},\hat{y}) - \hat{y}$. Both $dx(\hat{x},\hat{y})$ and $dy(\hat{x},\hat{y})$ are $C^0$, but not $C^1$ functions on $\hat{B}$. We need to redistribute the internal nodes in $B^*$ such that the transition is smooth, i.e., we need to find $x_\delta(\hat{x},\hat{y})$, and $y_\delta(\hat{x},\hat{y}) \in C^1(B)$ such that

$$x(\hat{x},\hat{y}) = \hat{x} + x_\delta(\hat{x},\hat{y})$$
$$y(\hat{x},\hat{y}) = \hat{y} + y_\delta(\hat{x},\hat{y}),$$

(3.2)

where

$$x_{\mid_{\partial B}} = x_{\mid_{\partial \hat{B}}}$$
$$y_{\mid_{\partial B}} = y_{\mid_{\partial \hat{B}}}.$$ 

(3.3)

The coordinates $(x,y)$ then define the bifurcation $B$, such that the external boundaries of $B$ and $B^*$ are the same. The resulting Jacobian $J_F$ will then have continuous elements since, for example, $\frac{\partial x}{\partial \hat{x}} = 1 + \frac{\partial x_\delta}{\partial \hat{x}}$. To find the proper $x_\delta(\hat{x},\hat{y})$ and $y_\delta(\hat{x},\hat{y})$, we solve the problems: Find $x_\delta \in H^1(\hat{B})$ and $y_\delta \in H^1(\hat{B})$ such that

$$a(x_\delta,v) = 0, \quad \forall v \in H^1_0(\hat{B}),$$

(3.4)

and

$$a(y_\delta,v) = 0, \quad \forall v \in H^1_0(\hat{B}),$$

(3.5)

where $a(\cdot,\cdot)$ is the bilinear form associated with the scalar Laplace operator. Although these functions are not in $C^1$, they are very good approximations.

A velocity solution of the steady Stokes equation found on the generic bifurcation $B = F(\hat{B})$, defined through the coordinates $(x,y) = (\hat{x} + x_\delta, \hat{y} + ...)$. 

\( y_{\delta} \), can now be mapped in a continuous fashion by a Piola transformation to \( \hat{B} \). To realize the mapping we may also use \( \Phi : \hat{\Omega} \to B \), and define \( \mathcal{F}(\hat{B}) = \Phi(\Phi^{-1}(\hat{B})) \), see Figure 2. In fact, if we have two different bifurcations, and both are found as a \( C^1 \) mapping of \( \hat{B} \), i.e. \( B_1 = \mathcal{F}_1(\hat{B}) \) and \( B_2 = \mathcal{F}_2(\hat{B}) \), the map from \( B_1 \) to \( B_2 \) may be defined as

\[
B_2 = \Phi_2(\Phi_1^{-1}(B_1)).
\] (3.6)

This implies that the velocity basis functions may be stored in a discontinuous fashion on \( \hat{\Omega} \), and still be continuous when Piola transformed to a generic bifurcation.

### 3.2 Parameterizing the geometries

In (2.10) and (2.11) we see how the geometric mapping \( \Phi \) enters the steady Stokes equations in a natural way. To control different instantiations of this mapping we define \( \Phi(\hat{\Omega}; \mu) \), where \( \mu \in D \subset \mathbb{R}^P \). The elements in \( \mu \) are parameters which describe, for example, the length, thickness and opening angle of a bifurcation. Given \( \mu \), a bifurcation is constructed by defining its outer edges according to \( \mu \), and then the internal nodes are found using a Gordon-Hall algorithm. Finally, all the internal nodes are adjusted according to the smoothing process described above. After all the points are found, the bifurcation may be rotated to any desired orientation. We note that all corners in the bifurcation are right angles.

Once the final values of all the nodal points have been computed, the Jacobian, \( J \), of the mapping \( \Phi(\hat{\Omega}; \mu) \) and its determinant, \( J \), are calculated and stored for each node. If we again study (2.10) and (2.11), we see that these quantities appear nonlinearly in the equations. Thus we have nonlinear parameter dependence, which is fundamentally different from most reduced basis applications. The equations are not affine in their parameter dependence either; see [18, 20] for affine, linear parameter dependence.

Since we are only interested in giving a proof of concept, we choose \( P = 2 \), and let \( \mu = (\mu^1, \mu^2) \). We let the first parameter, \( \mu^1 \), define the difference in length between the upper leg of the bifurcation and the lower leg, i.e. \( \mu^1 = L_l - L_u \); see Figure 3. The second parameter, \( \mu^2 \), is taken to be the difference in the opening angle of two legs of the bifurcation, i.e. \( \mu^2 = \theta_1 - \theta_0 \).

The outline of the bifurcation is defined through its corner points and the length of the body relative to the length of the legs. The opening angle is adjusted by a rigid body rotation of the two cornerpoints of the upper leg around the centerpoint of the inflow boundary. Before any rotation, the difference in length between the two legs is defined by setting the \( x \)-coordinates of the corner points of the upper leg (both are the same before the rotation). The non-linear edges of the bifurcation are constructed such that they pass through the corner points and the common edge point of
4 A reduced basis method

For a generic domain $B = \Phi(\hat{\Omega})$ we now define the reduced basis solution spaces $X_N(B) \subset X_N(\hat{B})$ and $M_N(B) \subset M_N(\hat{B})$. Our objective is to find a unique reduced basis solution $u_N \in X_N(B)$ and $p_N \in M_N(B)$ satisfying

\begin{align}
  a_N(u_N, v; \Phi) + b_N(v, p_N; \Phi) &= l_N(v; \Phi) \quad \forall \ v \in X_N(B) \\
  b_N(u_N, q; \Phi) &= 0 \quad \forall \ q \in M_N(B),
\end{align}

(4.1)

As before the coercivity of $a(\cdot, \cdot; \Phi)$ holds for all $v \in X_N(\hat{B})$ since it is a subset of $X_N(\hat{B})$. The inf-sup condition (2.9), however, depends strongly on $X_N(B)$ and $M_N(B)$.

For a given set of $N$ parameter vectors $S_N = \{\mu_1 \in \mathcal{D}, \ldots, \mu_N \in \mathcal{D}\}$, we find the resulting geometries $\{\hat{B}_i\}_{i=1}^N$ and solve the steady Stokes equations on each geometry. The resulting velocity fields, $\{u_i\}_{i=1}^N$, are then mapped element by element to the reference domain $\hat{\Omega}$ by the Piola transformation

\begin{equation}
  \hat{u}_{ie} = \Psi_i(u_{ie}) = J_{ie}^{-1}(u_{ie} \circ \Phi_{ie})|J_{ie}|, 
\end{equation}

(4.2)

for $e = 1, \ldots, 6$ and $i = 1, \ldots, N$. From Section 3 we know that each $\{\hat{u}_{ie}\}_{e=1}^6$ constitutes a weakly continuous function $\hat{u}_i = \{\hat{u}_{i1}, \ldots, \hat{u}_{i6}\}$ when mapped
through the inverse Piola transformation
\[ \tilde{u}_{ie} = \Psi^{-1}(\hat{u}_{ie}) = J_e(\hat{u}_{ie} \circ \Phi_e^{-1})|J_e^{-1}|, \] (4.3)
to a generic geometry \( B = \Phi(\hat{\Omega}) \). The scalar pressure fields, \( p_i \), are found in a nodal basis, and can be reused on a different geometry through the notion \( \tilde{p}_i = p_i \circ \Phi_i \circ \Phi_i^{-1} \), for \( i = 1, ..., N \).

### 4.1 Constructing compatible spaces

We define the spaces
\[ X^0_N(B) = \text{span}\{\tilde{u}_i, \ i = 1, ..., N\} \]
\[ M^N_N(B) = \text{span}\{\tilde{p}_i, \ i = 1, ..., N\}, \] (4.4)
for which we know that the inf-sup condition (2.9) is not fulfilled since the velocity fields in \( X^0_N(B) \) are all divergence free, (or as we will discuss later, at least approximately divergence free). If we are not interested in the pressure on the generic domain, we may solve the problem: Find \( u_N \) in \( X^0_N(B) \) such that
\[ a_N(u_N, v; \Phi) = l_N(v; \Phi), \ \forall \ v \in X^0_N(B). \] (4.5)
In this case the inf-sup condition is insignificant. If we also want to find the pressure however, the reduced basis velocity space \( X_N(B) \) must be defined as \( X_N(B) = X^0_N(B) \oplus X^e_N(B) \), where \( X^e_N \) consists of velocity fields constructed in order to guarantee the inf-sup condition. One way of constructing \( X^e_N(B) \), is for each pressure solution \( \tilde{p}_i = (\hat{p}_i \circ \hat{\Phi}^{-1}) \in M_N(\hat{B}) \), to find \( \tilde{v}_i \in X_N(B) \) such that
\[ \tilde{v}_i = \arg \max_{u \in X_N(B)} \frac{\int_{\hat{B}} \hat{p}_i \nabla \cdot u d\hat{B}}{|u|_{H^1(\hat{B})}}, \] (4.6)
where \( \hat{B} = \hat{\Phi}(\hat{\Omega}) \) is the reference bifurcation. Like the velocity solutions of the steady Stokes equations, the \( \tilde{v}_i \)'s are mapped element by element to the reference domain \( \hat{\Omega} \) using the Piola transformation, and then to the generic bifurcation \( B \) using the inverse Piola transformation. The space \( X^e_N(B) \) is then defined as
\[ X^e_N(B) = \text{span}\{\tilde{v}_i = \Psi^{-1}(\hat{\Psi}(\hat{v}_i))\}, \ i = 1, ..., N\}. \] (4.7)
The inf-sup condition (2.9) is then fulfilled for the spaces \( X_N(B) = X^0_N(B) \oplus X^e_N(B) \) and \( M_N(B) \), and we may solve (4.1) to find both the velocity and the pressure simultaneously involving a system of size \( 3N \). Alternatively, we could solve the two separate \( N \)-sized problems (4.5) and
\[ b_N(v, p_N; \Phi) = -a_N(u_N, v; \Phi) + l_N(v; \Phi), \ \forall \ v \in X^e_N(B), \] (4.8)
for the velocity and pressure, respectively. See [13] for more details in the context of deformed pipes (single-domain case).
Figure 4: Examples of bifurcations corresponding to different parameter choices. Here, the two parameters represent the relative length of the legs of each bifurcation and the angle between the legs.

4.2 Choice of basis geometries and numerical results

The basis functions are found as the spectral element solution of the steady Stokes equations on bifurcations defined by different instantiations of the parameter vector \( \mu = (\mu_1, \mu_2) \). For \( \mu = (0, 0) \) we get the bifurcation in Figure 4(a), where the length of the bifurcation is 4 spatial units, and the opening angle is \( \theta_0 \) radians. For our experiments, we restrict the parameter space to \( D = [0, 0.7] \times [0, 0.48] \), and distribute \( N = 64 \) points equidistantly in \( D \) in a tensor product fashion. That is, \( \{\mu_1^i = 0.1(i - 1)\}_{i=1}^8 \) and \( \{\mu_2^i = 0.06(i - 1)\}_{i=1}^8 \), and \( S_N \) is found as all possible combinations of \( \mu_1 \) and \( \mu_2 \). Some bifurcations corresponding to a selection of parameter vectors in \( S_N \) are displayed in Figures 4(a)-4(f).

For the resulting \( N = 64 \) basis bifurcations, \( \{B_i\}_{i=1}^N \), we thus compute the basis functions \( \{(u_i, p_i)\}_{i=1}^N \). The velocity basis functions are mapped to the reference domain \( \hat{\Omega} \), and for each orthogonalized pressure basis function we generate one velocity function designed to fulfill the inf-sup condition. The inf-sup generated velocities are also mapped to the reference domain.

The generic bifurcation used to verify the reduced basis solution is defined by \( \mu = (0.45, 0.27) \). This \( \mu \) is “in the middle of” \( D \), so it should
be possible to achieve a good approximation. On the other hand, the
distance from $\mu$ to the closest parameter in $S$ is the largest possible, so this
should be a worst case. The reduced basis solution, $(u_N, p_N)$, on the generic
bifurcation $B$ is then found from (4.1) as

$$u_N = \sum_{i=1}^{N} \alpha_i \tilde{u}_i + \beta_i \tilde{u}_e^i,$$
$$p_N = \sum_{i=1}^{N} \gamma_i \tilde{p}_i. \quad (4.9)$$

We remark that we have one degree-of-freedom per basis function, indepen-
dent of the number of spatial dimensions.

For an increasing number of basis functions, the reduced basis error is
shown in Figure 5, and we see that the error converges exponentially down to
$10^{-7}$, where it flattens a little. Since all basis functions are close in $X_N(B)$,
orthogonalization is necessary to avoid numerical instability, and we use the
modified Gram-Schmidt algorithm for this. The orthogonalization is done
as part of the preprocessing by mapping the basis functions to the reference
bifurcation, orthogonalize them, and then map them back to $\tilde{\Omega}$. The basis
functions will not be orthogonal on the generic bifurcation, but they will be
sufficiently orthogonal so as to avoid any numerical instability.

The results we get are very good, but in order to avoid using all 64 basis
functions together with their enriched velocity basis functions, we will in a
later section see how a posteriori error estimation can be applied to select
the most significant basis functions; see also [21]. As more parameters are
introduced, this optimization will be even more important. In the mean time
we choose a new generic bifurcation defined by the parameter $\mu = (0.45, 0)$,
and approximate the corresponding solution of the steady Stokes problem only with basis functions with \( \mu^2 = 0 \). The resulting error between the reduced basis solution and the spectral element solution is shown in Table 1. We clearly observe that, although only a few basis functions are used, the tailored choice makes the approximation just as good as when we used all the basis functions in the previous, more general, case.

We have also tried to use a sub-parametric representation of the geometries in the smoothing process described in Section 3.2. The results are just as good as the results in Table 1. The advantage of this approach is the reduction in the necessary time for the online smoothing of the generic grid.

### 4.3 Method 2

In the above tests we used what in [13] is denoted Method 1 to find the reduced basis solution on a generic geometry \( B = \Phi(\Omega) \). If all velocities in the velocity basis are divergence free, i.e.

\[
\mathbf{v} \in X_N^0(B) = \{ \mathbf{v} \in X_N(B), \int_B q \nabla \cdot \mathbf{v} dB = 0, \quad \forall q \in M_N(B) \}, \tag{4.10}
\]

the steady Stokes problem may be decoupled. In particular, we replace \( X_N(B) \) in (4.1) with \( X_N^0(B) \), the space spanned by the Piola transformation of the precomputed divergence free velocity basis functions. In Method 2 we then assume \( X_N^0(B) \subset X_N^0(B) \) to get the (vector) Poisson problem: Find \( \mathbf{u}_N \in X_N^0(B) \) such that

\[
a_N(\mathbf{u}_N, \mathbf{v}; \Phi) = l_N(\mathbf{v}; \Phi) \quad \forall \mathbf{v} \in X_N^0(B). \tag{4.11}
\]

From \( X_N^0(B) \), the space spanned by the previously computed enriched velocity basis functions, we determine the reduced basis pressure uniquely by solving

\[
b_N(\mathbf{v}, p_N; \Phi) = -a_N(\mathbf{u}_N, \mathbf{v}; \Phi) + l_N(\mathbf{v}; \Phi) \quad \forall \mathbf{v} \in X_N^e(B). \tag{4.12}
\]

| \( N \) | \( ||\mathbf{u}_N - \mathbf{u}_N||_{H^1} \) | \( ||p_N - p_N||_{L^2} \) |
|---|---|---|
| 1 | \( 3.46 \cdot 10^{-3} \) | \( 2.68 \cdot 10^{-2} \) |
| 2 | \( 6.58 \cdot 10^{-4} \) | \( 1.94 \cdot 10^{-3} \) |
| 3 | \( 1.48 \cdot 10^{-4} \) | \( 2.12 \cdot 10^{-4} \) |
| 4 | \( 5.04 \cdot 10^{-5} \) | \( 7.18 \cdot 10^{-5} \) |
| 5 | \( 9.63 \cdot 10^{-6} \) | \( 1.56 \cdot 10^{-5} \) |
| 6 | \( 1.15 \cdot 10^{-6} \) | \( 1.32 \cdot 10^{-6} \) |
| 7 | \( 2.29 \cdot 10^{-7} \) | \( 1.36 \cdot 10^{-7} \) |
| 8 | \( 1.78 \cdot 10^{-7} \) | \( 7.12 \cdot 10^{-8} \) |

Table 1: The convergence of the reduced basis error when \( \mu = (0.45, 0) \), and only basis functions with \( \mu^2 = 0 \) are used.
This worked well on deformed pipes in [13], but on the bifurcations we are experiencing some difficulties. As can be seen in Figure 6, the reduced basis velocity error converges to a certain point before it starts diverging. Compared with Method 1, the stiffness matrix and right hand side of the reduced basis linear system have the exact same values for comparable entries. This could indicate that what is causing problems in Method 2 is also present in Method 1, just not obvious in the results. We now discuss this issue further.

When we precompute the basis functions as solutions of the steady Stokes problem on different geometries $B_i$, we use the Uzawa nested conjugate gradients method. The stopping criterion in the outer loop of this method reflects the value of $\int_{B_i} q (\nabla \cdot v_i) dB_i$, and in order to get

$$v_i \in X^0_N(B_i) = \{ v \in X_N(B_i) \backslash \int_{B_i} q \nabla \cdot v dB_i = 0, \quad \forall q \in M_N(B_i) \}, \quad (4.13)$$

this stopping criterion has to be very strict. Typically we use a relative stopping criterion of $10^{-14}$ in the outer loop, and $10^{-16}$ in the inner loop. The cause of the problem in Figure 6 is that, after the Piola transformation of the velocity basis functions from the basis geometries, $B_i, i = 1, ..., N$, to the reference domain, $\Omega$, and then to the generic geometry, $\hat{B}$, the divergence of the velocities is of the order $10^{-10}$. Since the velocity basis functions are not strictly in $X^0_N(B)$, we get a non-conforming method and the attempt to solve (4.11) does not give the correct answer. In Method 1, however, the velocity basis functions are not required to be in $X^0_N(B)$, and thus the
correct solution is found.

To demonstrate where the difficulty lies, we refer to Figure 2 in Section 3. Analytically, the Piola transformation is constructed in order to preserve the identities

$$\int_{B_i} q(\nabla \cdot v_i) dB_i = \sum_{e=1}^{6} \sum_{\alpha=1}^{N-1} \omega_{\alpha} \omega_{\beta} (q_{\alpha} \circ \Phi_{ie}(\zeta_{\alpha}, \zeta_{\beta})) |\nabla \cdot (v_{ie} \circ \Phi_{ie}(\zeta_{\alpha}, \zeta_{\beta}))| J_{ie}(\zeta_{\alpha}, \zeta_{\beta})|, \quad (4.16)$$

where $\zeta_{\alpha}$ is a Gauss Legendre point and $\omega_{\alpha} \omega_{\beta}$ the corresponding Gauss Legendre weight. We use a nodal basis for the pressure, choosing

$$q_{mn}(\zeta_{\alpha}, \zeta_{\beta}) = q_{mn} \circ \Phi_{ie}(\zeta_{\alpha}, \zeta_{\beta}) = \delta_{m\alpha} \delta_{n\beta}. \quad (4.17)$$

The precomputed velocity basis functions are thus divergence free on $B_i$ in the points corresponding to the mapping $\Phi_{ie}(\zeta_{\alpha}, \zeta_{\beta})$.

When the Piola transformation (2.12) is applied to $v_{ie}$, the result is a polynomial of degree $2N - 1$ in each spatial direction. This is because $v_{ie}$ is a polynomial of degree $N$, and each element in the matrix $J_{ie}^{-1}|J_{ie}|$ is a polynomial of degree $N - 1$ since we use an isoparametric representation of the geometry; see Section 2.3. For reasons that will be explained shortly, we perform the transformation on a higher order grid,

$$X_{3N}(B_i) = \{ v \in X(B_i), \quad v_{e} \circ \Phi_{ie} \in (P_{3N}(\hat{\Omega}))^2, \quad e = 1, ..., 6 \}. \quad (4.18)$$

That is, the geometry is interpolated to $P_{3N}(\hat{\Omega})$, $v_e$ is interpolated to $X_{3N}(B_i)$, and the elements of $J_{ie}^{-1}|J_{ie}|$ are found using differentiation of degree $3N$.

For the Piola transformation of $\hat{v}_i$ from $\hat{\Omega}$ to the generic domain $B = \Phi(\hat{\Omega})$, we have for each subdomain

$$\hat{v}_{ie} = \Psi_{ie}^{-1}(v_{ie}) = \frac{1}{|J_{ie}|} J_{ie} \hat{v}_{ie}. \quad (4.19)$$
The division of $|J_e|$ results in a non-polynomial function $\tilde{v}_{ie}$. We use a higher order grid to apply the Piola transformation, and $3\mathcal{N}$ should give a good approximation of the rational term $\frac{1}{|J_e|}$. We note that a grid of order $2\mathcal{N} - 1$ is sufficient in the Piola transformation from $B_{ie}$ to $\tilde{\Omega}$, but in order to keep things simple, i.e. to avoid too many grids, we use the same order for both Piola transformations. The incompressibility after the Piola transformation is still measured in the $(\mathcal{N} - 1)^2$ low order Gauss Legendre points, since this is where we can expect the divergence to be zero.

The higher order grids are used for all geometries, and schematically we write the Piola transformation from $X_0^0(B_i)$ via $X_{3\mathcal{N}}^0(\tilde{\Omega})$ to $X_{3\mathcal{N}}^0(B)$ as

$$v \xrightarrow{I_{3\mathcal{N},3\mathcal{N}}^N} v_{3\mathcal{N}} \xrightarrow{\Psi_{3\mathcal{N}}} \tilde{v}_{3\mathcal{N}} \xrightarrow{\Psi_{3\mathcal{N}}^{-1}} \tilde{v}_{3\mathcal{N}},$$

(4.20)

where

$$X_{3\mathcal{N}}^0(B) = \{v \in X_{3\mathcal{N}}^0(B), \quad b_{\mathcal{N}}(v, q; B) = 0, \quad \forall q \in M_{\mathcal{N}}(B)\}.$$  

(4.21)

This corresponds to solving the original steady Stokes problem in a $P_{3\mathcal{N}}/P_{\mathcal{N}-2}$ setting. Numerical tests verify that $\tilde{v}_{3\mathcal{N}} \in X_{3\mathcal{N}}^0(B)$, but when we try to project the Piola transformed velocity down to a grid of order $\mathcal{N}$ again, the measured divergence is still of the order $10^{-10}$.

What we would like is to complete the line in (4.20) with

$$\tilde{v}_{3\mathcal{N}} \xrightarrow{P_{3\mathcal{N},\mathcal{N}}} \tilde{v} \in X_{\mathcal{N}}^0(B),$$

(4.22)

where $P_{3\mathcal{N},\mathcal{N}}$ is a projection operator from the higher order grid to the original grid. Alternatively we would like to find a way to map

$$v_i \in X_{3\mathcal{N}}^0(B_i) \xrightarrow{\Psi} \tilde{v}_i \in X_{\mathcal{N}}^0(B)$$

(4.23)

directly. The work on this issue is on-going, but for the moment Method 2 has to be solved in the intuitive, but non-conforming $X_{3\mathcal{N}}^0(B) \not\subseteq X_{\mathcal{N}}^0(B)$ setting, or in the conforming, but odd $P_{3\mathcal{N}}/P_{\mathcal{N}-2}$ setting.

### 4.4 Noise regularization approach

When solving inverse problems one typically seeks the solution inside a domain, based on measurements on the domain boundary. In practice all the measurements are obtained within some error tolerance. The inverse problems are often ill-conditioned, and the error introduced in the measurements typically affects the computed solution severely. To remedy this, it is common to regularize the solution; see [12].

The algebraic system in Method 2 corresponding to (4.11) is

$$A_\alpha = b,$$

(4.24)
where \( A \in \mathbb{R}^{N \times N} \), and \( \alpha \) and \( b \) are vectors in \( \mathbb{R}^N \). The solution \( \alpha = A^{-1}b \) gives the reduced basis solution

\[
\mathbf{u}_N = \sum_{i=1}^{N} \alpha_i \mathbf{u}_i.
\]  

(4.25)

If we let \( b_0 \) be a vector with the exact values, and \( e \) a vector with the errors introduced, we may decompose the right hand side of (4.24) as \( b = b_0 + e \). The naive solution \( \alpha_{\text{naive}} = A^{-1}b \) is not necessarily an approximation to the exact solution \( \alpha_0 = A^{-1}b_0 \), if \( A \) is ill-conditioned. Since all the velocity basis functions used to construct the elements of \( A \) are relatively close in \( X_N \), \( A \) is very ill-conditioned. Regularization is thus appropriate, and we apply the simplest regularization technique called the truncated singular value decomposition (TSVD).

We follow the outline given in [12] for singular value decomposition of rectangular matrices, but since we get a symmetric positive definite stiffness matrix from Method 2, we proceed as follows. First we do an eigenvalue decomposition of the matrix \( A \) such that

\[
A = \mathbf{W} \Lambda \mathbf{W}^T = \sum_{i=1}^{N} w_i \lambda_i w_i^T,
\]  

(4.26)

where \( \mathbf{W} \) consists of orthonormal eigenvectors. Next we expand \( b \) and \( \alpha \) in terms of the eigenvectors to get

\[
b = \sum_{i=1}^{N} (w_i^T b) w_i, \quad \alpha = \sum_{i=1}^{N} (w_i^T \alpha) w_i.
\]  

(4.27)

Together with \( A w_i = \lambda_i w_i \) we then get

\[
A \alpha = \sum_{i=1}^{N} \lambda_i (w_i^T \alpha) w_i,
\]  

(4.28)

and when we equate the expressions for \( b \) and \( A \alpha \) we get the relations \( (w_i^T b) = \lambda_i (w_i^T \alpha) \) for \( i = 1, \ldots, N \). Hence, we may write \( \alpha = A^{-1}b \) as

\[
\alpha = \sum_{i=1}^{N} \frac{w_i^T b}{\lambda_i} w_i.
\]  

(4.29)

When the eigenvalues are ordered in a decreasing fashion, the quantities \( |w_i^T b| \) should decay faster than the eigenvalues; see [12] for theory and figures. When there is noise in the right hand side, the quantities \( |w_i^T b| \) decay faster than the eigenvalues for a while before they level off. As a consequence the absolute value of the \( \alpha \)-coefficients \( \frac{|w_i^T b|}{\lambda_i} \) grow rapidly. To get a better
approximation of the true solution than we get from (4.29), we may now truncate the $\alpha$-expansion where the quantities $|w_i^T b|$ level off. In this way we find a solution which keeps the best parts of the basis functions, while the noisy parts are thrown away.

To see how the “noise” is introduced in Method 2 we take a closer look at the velocity basis functions $\tilde{v}_i \in X^0_N(\mathcal{B})$. In (4.11) we assumed $v \in X^0_N(\mathcal{B}) \subset X^0_N(\mathcal{B})$ to get $l_N(v; \Phi)$ on the right hand side of the equation. The Piola transformed velocity basis functions $\tilde{v}_i$ are, as we have seen, not in $X^0_N(\mathcal{B})$, and instead we get

$$l_N(\tilde{v}_i; \Phi) - b_N(\tilde{v}_i, p_N; \Phi) = \int_{\partial \mathcal{B}} \sigma_n \tilde{v}_i \cdot n ds + \int_{\mathcal{B}} p_N(\nabla \cdot \tilde{v}_i) dB$$

(4.30)

on the right hand side. Each $\tilde{v}_i$ may be viewed as $\tilde{v}_i = \tilde{u}_i + e_i$, where $\tilde{u}_i \in X^0_N(\mathcal{B})$, and $e_i$ is “noise”. The right hand side of the algebraic system (4.24) comes from (4.30), and since $e_i \notin X^0_N(\mathcal{B})$, we end up with

$$b_i = - \int_{\partial \mathcal{B}} \tilde{u}_i \cdot n ds - \int_{\partial \mathcal{B}} e_i \cdot n ds + \int_{\mathcal{B}} p_N(\nabla \cdot e_i) dB = b_{i0} + e_i,$$

(4.31)

where $b_{i0} = - \int_{\partial \mathcal{B}} \tilde{u}_i \cdot n ds$. Since the basis functions are used to construct the stiffness matrix, we get noise in the system as well,

$$A_{ij} = a_N(\tilde{u}_i + e_i, \tilde{u}_j + e_j).$$

(4.32)

If we for the moment ignore the noise in the system, the truncated singular value decomposition applies to Method 2. The truncation is performed by omitting $\alpha$-coefficients in (4.29) corresponding to eigenvalues smaller than $10^{-10}$,

$$\alpha_k = \sum_{i=1}^{k} \frac{w_i^T b}{\lambda_i} w_i, \quad 10^{-10} > \lambda_{k+1} \geq \ldots \geq \lambda_N.$$

(4.33)

This value is chosen since this is the size of the error in the divergence of the basis functions. The TSVD is not a Galerkin method, but the solution found should be better than the naive solution found by solving $A\alpha = b$ directly. More error is introduced in $b$ for each basis function added to the system, alas $\alpha_{\text{naive}}$ diverges from the true $\alpha$. As a result $u_{N,\text{naive}} = \sum_{i=1}^{N} \alpha_{i,\text{naive}} u_i$ diverges from $u_N$.

In Figure 7 we present the error of $u_{N,\text{naive}}$ together with the error of $u_N$ from Method 1 and the error of $u_k = \sum_{i=1}^{N} \alpha_{i,k} u_i$ from the TSVD method. We see that when few basis functions are used the naive solution from Method 2 is better than the TSVD solution, but Method 2 accumulates more and more error as the number of basis functions are increased. The solution from Method 1 is superior to both the naive solution and the TSVD solution. Although the TSVD is not a Galerkin method it stabilizes at an error level somewhat higher than Method 1.
Figure 7: The reduced basis error in Method 1, Method 2 and TSVD when varying two geometric parameters.

We recall that the TSVD method applied here ignores the error in the stiffness matrix of the reduced basis system. To deal with the error in the stiffness matrix as well, we apply the truncated total least squares method presented in [10]. The results from this method are almost identical to the results from the TSVD method, indicating that the error in the stiffness matrix is negligible compared to the error in the right hand side. More sophisticated methods for regularization also exist, see [12] for an introduction to Tikhonov regularization. The motivation for applying more sophisticated methods would be to get results closer to the results from Method 1. This does not seem unreasonable, since the same basis functions are used to generate the reduced basis solutions in both Method 1 and Method 2.

4.5 A posteriori error estimation

Since the approximation abilities of the reduced basis method strongly depends on the quality of the precomputed basis functions, we have no a priori knowledge of how well the reduced basis solution for a generic parameter will approximate the actual solution. To get an estimate of how good our solution is we need a posteriori error estimation. Based on the theory developed in [18], and following the strategies of [19] and [13], we have constructed the lower and upper output bounds $s^-(u_N)$ and $s^+(u_N)$ for the compliant output

$$s(u) = l(u).$$ (4.34)
On the reference bifurcation we introduce the diffusion operator

\[ \hat{a}(v, w) = \int_{\hat{B}} g(F) \hat{\nabla}(v \circ F) \cdot \hat{\nabla}(w \circ F) d\hat{B}, \]  

(4.35)

where \( v \) and \( w \) are functions on \( B \), and \( g(F) \) is a positive function depending on the mapping \( F : \hat{B} \to B \). The reconstructed error is then defined as the field that for some \( g(F) \) satisfies

\[ \hat{a}(e, v) = l(v) - a(u_N, v) - b(v, p_N) \quad \forall \ v \in \hat{X}_N, \]  

(4.36)

where \( \hat{X}_N = \{ v_e \circ \hat{\Phi}_e \in (P_N(\hat{\Omega}))^2, v_{\Gamma_{\hat{\Omega}}} = 0 \} \). For this reconstructed error it is proven in [13] that if the operator \( g(F) \) is chosen such that

\[ \alpha_0 \| v \|_{X_N}^2 \leq \hat{a}(v, v) \leq a(v, v) \quad \forall \ v \in X_N, \]  

(4.37)

for some positive real constant \( \alpha_0 \), then the bounds defined by

\[ s^{-}(u_N) = l(u_N), \quad \text{and} \]
\[ s^{+}(u_N) = l(u_N) + \hat{a}(e, e), \]

(4.38)

(4.39)

satisfy

\[ s^{-}(u_N) \leq s(u_N) \leq s^{+}(u_N). \]  

(4.40)

The positive function \( g(F) \) is defined through the Jacobian of \( F \), \( J_F \). The following relationship holds for \( \nabla = J^{-T}_F \hat{\nabla}, \)

\[ a(v, v) = \int_{B} \nabla v \cdot \nabla v dB = \int_{B} (\nabla (v \circ F))^T J^{-1}_F J^{-T}_F \hat{\nabla}(v \circ F) |J_F| d\hat{B} = \int_{\hat{B}} w^T G w d\hat{B}, \]  

(4.41)

where \( w = \hat{\nabla}(v \circ F) \), and \( G = G(F) = (J^T_F J_F)^{-1} |J_F| \). The smallest eigenvalue of \( G \) at each point \( x \in \hat{B} \) is then used to get

\[ \int_{\hat{B}} w^T G w d\hat{B} \geq \int_{\hat{B}} \Lambda_{min}(Qw)^T Qw d\hat{B}. \]  

(4.42)

We have that \( Q \) consists of the orthonormal eigenvectors of \( G \), and we end up with

\[ a(v, v) \geq \int_{\hat{B}} \Lambda_{min}(F) \hat{\nabla}(v \circ F) \cdot \hat{\nabla}(v \circ F) d\hat{B}. \]  

(4.43)

By choosing \( g(F) = \Lambda_{min}(F) \) we thus satisfy (4.37) and (4.40). We may also choose \( g(F) = \min_{x \in \hat{B}} \Lambda_{min}(F) \), and thereby put \( g(F) \) outside the integral. This is consistent with the theory of [18].

Using the opening angle as a parameter in the reduced basis method, we get the numerical results presented in Table 2. As we can see these results are astonishing, and much better than the results we got in [13]. The reason
the results are so much better is the choice of basis functions used to generate the reduced basis solution. In [13] the underlying geometries of the basis functions were not optimized with respect to the generic geometry, while we in the present case vary only one parameter, and choose the generic geometry in the middle of the range of this single parameter. The best results from [13] was $s(u_N) - s^{-}(u_N) = 1.94 \cdot 10^{-6}$ and $s^{+}(u_N) - s(u_N) = 3.82 \cdot 10^{-4}$. If we compare these results with the results on the bifurcations for $N = 2$, we see that the ratio between $s(u_N) - s^{-}(u_N)$ and $s^{+}(u_N) - s(u_N)$ is the same. This strengthens the reliability of the results, but more tests should be done in order to certify them. One such test could be to perform tests on a deformed pipe with similar simple geometry dependence, and see if the resulting bounds match the ones we get on the bifurcation. This has yet to be done.

For the reduced basis solution when varying two geometric parameters, the bound gaps converge as shown in Figure 8. Again the results are extremely good.

### 4.6 Output driven reduction

When we generate the reduced basis, the number of basis functions quickly increases when more parameters are introduced. Potentially we could end up with more than thousand basis functions, which would make the method rather costly and impractical. Fortunately, the basis functions typically contain much redundant information. Different post-processing techniques [4, 8] may be applied to reduce the necessary number of basis functions, while preserving the approximation capabilities of the generated basis.

We choose to find the basis functions best suited for the approximation of the output of interest $s(u) = l(u)$. We follow the method presented in [21], where the output bound gap developed in Section 4.5 is used to reorder the

<table>
<thead>
<tr>
<th>$N$</th>
<th>$s(u_N) - s^{-}(u_N)$</th>
<th>$a(u_N - u_N, u_N - u_N)$</th>
<th>$s^{+}(u_N) - s(u_N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.42 \cdot 10^{-04}$</td>
<td>$4.22 \cdot 10^{-04}$</td>
<td>$1.72 \cdot 10^{-04}$</td>
</tr>
<tr>
<td>2</td>
<td>$6.10 \cdot 10^{-07}$</td>
<td>$6.10 \cdot 10^{-07}$</td>
<td>$2.10 \cdot 10^{-04}$</td>
</tr>
<tr>
<td>3</td>
<td>$4.48 \cdot 10^{-08}$</td>
<td>$4.49 \cdot 10^{-08}$</td>
<td>$2.02 \cdot 10^{-05}$</td>
</tr>
<tr>
<td>4</td>
<td>$3.32 \cdot 10^{-09}$</td>
<td>$3.34 \cdot 10^{-09}$</td>
<td>$3.13 \cdot 10^{-07}$</td>
</tr>
<tr>
<td>5</td>
<td>$7.95 \cdot 10^{-11}$</td>
<td>$7.93 \cdot 10^{-11}$</td>
<td>$3.31 \cdot 10^{-09}$</td>
</tr>
<tr>
<td>6</td>
<td>$1.84 \cdot 10^{-11}$</td>
<td>$1.82 \cdot 10^{-11}$</td>
<td>$4.87 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>7</td>
<td>$1.81 \cdot 10^{-11}$</td>
<td>$1.79 \cdot 10^{-11}$</td>
<td>$4.21 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>8</td>
<td>$1.77 \cdot 10^{-11}$</td>
<td>$1.75 \cdot 10^{-11}$</td>
<td>$4.20 \cdot 10^{-10}$</td>
</tr>
</tbody>
</table>

Table 2: The convergence of the lower output bound together with $a(e, e)$, and the convergence of the upper output bound.
basis functions. Adapted to geometric parameters, we proceed as follows.

**Offline** we choose an arbitrary parameter $\mu'_1 = \mu_i \in S_N$, with corresponding geometry $B_i$ and basis functions $u_i, u^e_i$, and $p_i$. These basis functions are saved as $v_1, v^e_1$, and $q_1$, and they span the spaces $X_{N'_1} = \{v_1, v^e_1\}$ and $M_{N'_1} = \{q_1\}$. For all $\mu_j \in S_N \setminus \mu'_1$ we now solve

$$
\begin{align*}
    a_N(u_{N'_1}, v; \Phi_j) + b_N(v, p_{N'_1}; \Phi_j) &= l_N(v; \Phi_j) & v &\in X_{N'_1}(B_j) \\
    b_N(u_{N'_1}, q; \Phi) &= 0 & q &\in M_{N'_1}(B_j).
\end{align*}
$$

(4.44)

and calculate

$$
\mu'_2 = \max_{\mu_j \in S_N \setminus \mu_1} |s^+(u_{N'_1}) - s^-(u_{N'_1})|,
$$

(4.45)

where $u_{N'_1}$ is the resulting reduced basis velocity. The basis functions corresponding to $\mu'_2$ are saved as $v_2, v^e_2$, and $q_2$, and together with $v_1, v^e_1$, and $q_1$ they span the spaces $X_{N'_2}$ and $M_{N'_2}$. We denote $S_{N'_2} = \{\mu_1, \mu'_2\}$ and repeat the process above for all $\mu_j \in S_N \setminus S_{N'_2}$. In a recursive manner we thus choose $\mu'_i$ with corresponding velocity and pressure basis functions until the maximum bound gap reaches a predefined level.

In the **online** computation of generic solutions, we then start with $\mu'_1$ and its corresponding basis functions. We solve for the reduced basis solution, and calculate the bound gap. If the bound gap is larger than a specified limit, we include the basis functions corresponding to the next parameter in $S_{N'}$. The bound gap limit in the **online** case has to be larger than the bound gap limit used to sort the basis functions.
In Figure 9 we see how the sorting of the basis affects the error convergence of the reduced basis solution. In all three methods, the error is of the order $10^{-5}$ before 10 sorted basis functions are used. This plot shows the error compared to the truth solution $u_N$, whereas we in real cases have to rely on the bound gap produced in the \textit{a posteriori} error analysis.

5 A reduced basis element method

In this section we will combine the work from [13] on steady Stokes flow in pipes with the work on flow in bifurcations to realize a reduced basis element method with two fundamentally different building blocks: a pipe and a bifurcation; see Figure 10. To find the truth approximation in this case, we will use the mortar element method [5] to glue the two building blocks together. For the reduced basis element solution we also have to use Lagrange multipliers to glue the pieces together, and we extend the results from [13] to this case.

Since we have constructed the bifurcations with two elements on the inlet and outflow boundaries, the coupling with a single element pipe needs special care. Based on the mortar element method, we construct a conforming method for this non-conforming geometry. We refer to Figure 11, and let $u^e = u_{\Omega_e}$, for $e = 0, 1, 2$. The pressure is in $L^2$, and does not need special care across this interface. We use polynomial degree $N$ on all elements.

In order to get a conforming method, we thus choose $u^0$ to represent the true degrees of freedom, making $u^1$ and $u^2$ slave nodes in the jargon of the mortar element method. The values of $u^1$ and $u^2$ are determined by the
Figure 10: A system of one pipe and three bifurcations.

Figure 11: Interface in a non-conforming geometry.
mortal condition
\[ \int_{\gamma} (u^e - u^0) \psi^e ds = 0 \quad \forall \psi^e \in P_{N-2}(\gamma_e), \quad e = 1, 2, \] (5.1)

where \( \gamma_e = \gamma|_{\Omega_e} \). See [9] for implementational details related to a similar domain decomposition.

For the hierarchical system shown in Figure 10, this procedure is used to compute a conforming reference solution to which the reduced basis solution will be compared. As usual, the reference solution is denoted \((u_N, p_N)\).

In order to use the reduced basis element method to find the solution of the steady Stokes equations on the hierarchical system in Figure 10, we need basis functions without prescribed boundary conditions. This is to allow unconstrained behaviour across the internal block boundaries, where a block refers to a pipe or an entire bifurcation. For pipes this was done in [13] and [16] by computing snapshot solutions on deformed pipes comprising two or three elements, and then restricting the solution to one of the elements. In a similar manner we now use snapshot solutions found on pipes consisting of three elements, restricted to the element containing the inlet boundary. This gives us \( N_p = 15 \) pressure basis functions, 15 velocity basis functions and 15 enriched velocity basis functions for the pipe part of the hierarchical system.

To construct the basis functions for the bifurcation blocks without prescribed boundary conditions, we solve the steady Stokes equations on bifurcations defined as above, but now with a pipe added to both the inflow and the two outflow boundaries. The boundary conditions are then imposed on the outer perimeter of these geometries, and when the pipes are cut off, the solutions on the remaining bifurcations do not have any prescribed boundary conditions on the inflow and outflow boundaries. These solutions may now be used on the first bifurcation in Figure 10. For the two last bifurcations we construct solutions in the same way, but now with prescribed boundary conditions on the outflow boundaries. In addition to the solutions found, we reflect the solutions across a horizontal line through the bifurcations to produce their symmetric counterparts. Furthermore, we use the output driven selection method to find the basis functions that best approximates the steady Stokes solution on any given bifurcation within the span of the basis geometries. Initially we choose the same number of basis functions for the bifurcation blocks as we have for the pipe block, i.e. \( N_B = 15 \). To have the same number of basis functions for the bifurcation blocks as for the pipe block is convenient for implementational causes, but we may also choose a different number of basis functions for the bifurcation blocks; indeed, the same number of basis functions need not be used on the different bifurcation blocks.

In the reduced basis element method we have to glue the solution across interfaces together using Lagrange multipliers. This is similar to the mortar
element method used to get the conforming solution in the spectral element case described above. However, instead of using a high order Lagrange space we use linear Lagrange multipliers and end up with a non-conforming method. In [13] we argued that low order polynomials are easy to use as multipliers, and at the same time they give good results. The best results were achieved when using cubic polynomials in the normal direction, and linear polynomials in the tangential direction. We now choose to use linear polynomials in both directions, defined on one half of the interface, cf. Figure 11.

When Method 1 is used to solve the reduced basis element problem on the hierarchical system with one pipe and three bifurcations, we get $N_P + 3N_B$ degrees of freedom from the pressure basis functions, $N_P + 3N_B$ degrees of freedom from the original velocity basis functions, and $N_P + 3N_B$ degrees of freedom from the velocity basis functions included to fulfill the inf-sup condition. Using four linear Lagrange multipliers in both the normal and tangential direction on each interface we get a total of $NC = 24$ constraints, all acting on the velocity basis functions. From spectral theory we know that the order of the velocity basis should be larger than the order of the pressure basis to avoid spurious pressure modes. This means that we have to choose $N_P$ and $N_B$ such that

$$N_P + 3N_B > NC,$$

and for $N_P = N_B$ we get $N_P > 6$. For $N_P = N_B = 15$ the complete algebraic system thus has 204 unknowns, and we solve it directly. For comparison the corresponding spectral element system has more than 23000 degrees of freedom. In Figure 12 we see the contour of the error in the pressure between the spectral element solution and the reduced basis element solution when $N_P = N_B = 15$. In Figure 13 we see the contour of the corresponding velocity error. In both figures it seems like the error is no larger close to the block interfaces than elsewhere in the system, and it also seems like the error in the bifurcation blocks is somewhat larger than the error in the pipe block. If we double the number of basis functions used for the bifurcation blocks, we get the error contours shown in Figures 14 and 15 for the pressure and the velocity, respectively. We see now that at least the pressure error is much more evenly distributed throughout the hierarchical system. Also the velocity error behaves more uniformly, but we notice an increase in the error on the smallest bifurcation blocks.

In order to demonstrate the convergence of the reduced basis element method, we solve the steady Stokes equations in the reduced basis element setting for increasing $N_P = N_B$. The resulting error convergence is presented in Table 3, and we observe a nice and steady convergence rate.
Figure 12: The contour of the pressure error in the reduced basis element solution for $N_P = N_B = 15$.

Figure 13: The contour of the velocity error in the reduced basis element solution for $N_P = N_B = 15$. The error in the velocity measured in the $H^1$ seminorm is $1.08 \cdot 10^{-3}$, while the corresponding $L^2$-error in the pressure is $3.69 \cdot 10^{-2}$. The size of the algebraic system is 204.
Figure 14: The contour of the pressure error in the reduced basis element solution for $N_P = 15$ and $N_B = 30$.

Figure 15: The contour of the velocity error in the reduced basis element solution for $N_P = 15$ and $N_B = 30$. The error in the velocity measured in the $H^1$ seminorm is $4.18 \cdot 10^{-4}$, while the corresponding $L^2$-error in the pressure is $6.34 \cdot 10^{-3}$. The size of the algebraic system is 339.
\[ N_P = N_B \]

| \( N_P \) | \( |u_N - u_N'|_{H^1} \) | \( ||p_N - p_N||_{L^2} \) |
|---|---|---|
| 7 | \( 1.09 \cdot 10^{-2} \) | \( 7.64 \cdot 10^{-9} \) |
| 8 | \( 4.00 \cdot 10^{-3} \) | \( 8.20 \cdot 10^{-1} \) |
| 9 | \( 2.60 \cdot 10^{-3} \) | \( 3.99 \cdot 10^{-1} \) |
| 10 | \( 1.81 \cdot 10^{-3} \) | \( 1.24 \cdot 10^{-1} \) |
| 11 | \( 1.72 \cdot 10^{-3} \) | \( 6.56 \cdot 10^{-2} \) |
| 12 | \( 1.25 \cdot 10^{-3} \) | \( 5.16 \cdot 10^{-2} \) |
| 13 | \( 1.22 \cdot 10^{-3} \) | \( 4.87 \cdot 10^{-2} \) |
| 14 | \( 1.19 \cdot 10^{-3} \) | \( 3.80 \cdot 10^{-2} \) |
| 15 | \( 1.08 \cdot 10^{-3} \) | \( 3.69 \cdot 10^{-2} \) |

Table 3: The convergence of the reduced basis element error for the hierarchical system shown in Figure 10.

6 Conclusions

In this work we have demonstrated that the reduced basis method can be used to solve the steady Stokes problem on bifurcations, and where the geometry is considered to be the parameter. The steady Stokes problem is non-affine and non-linear with respect to the geometric parameters, thus some more computations have to be done online compared to the affine case; see [18].

Special attention has been given to the mapping of divergence free vector fields from one geometry to another. In particular, we have proposed a way to obtain global \( C^1 \)-mappings (in a weak sense), thus allowing the Piola transformation to be used for complex geometries like bifurcations. We have also identified the limitations in maintaining the divergence free property in a discrete sense via such global mappings, and we have proposed an alternative way to handle this issue which is based on regularizing the resulting algebraic system of equations.

We have also exploited the “greedy” algorithm proposed in [21] for picking the basis functions best suited for a global approximation in a predefined subspace of the parameter space. This proved very useful for the reduced basis element method, where several building blocks were glued together in order to obtain the global solution of a hierarchical system of pipes and bifurcations.

Future work will focus on the divergence free mapping of vector fields, the extension of the proposed method to solve the Navier-Stokes equations, and the extension to the three-dimensional case. Further extensions include: solving unsteady problems in a reduced basis element framework; a posteriori error estimation in the multi-block case; and application of empirical interpolation [3] to improve the online/offline relationship.
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Abstract

The reduced basis element method is a new approach for approximating the solution of problems described by partial differential equations. The method takes its roots in domain decomposition methods and reduced basis discretizations [8, 16, 17], and its applications extend to, for example, control and optimization problems. The basic idea is to first decompose the computational domain into a series of subdomains that are similar to a few reference domains (or generic computational parts). Associated with each reference domain are precomputed solutions corresponding to the same governing partial differential equation, but solved for different choices of some underlying parameter. In this work, the parameters are representing the geometric shape associated with a computational part. The approximation corresponding to a new shape is then taken to be a linear combination of the precomputed solutions, mapped from the reference domain for the part to the actual domain. We extend earlier work [14, 15] in this direction to solve incompressible fluid flow problems governed by the steady Stokes equations. Particular focus is given to constructing the basis functions, to the mapping of the velocity fields, to satisfying the inf-sup condition, and to “gluing” the local solutions together in the multidomain case [4]. We also demonstrate an algorithm for choosing the most efficient precomputed solutions. Two-dimensional examples are presented for pipes, bifurcations, and couplings of pipes and bifurcations in order to simulate hierarchical flow systems.

1 Introduction

The reduced basis element method is a new approach for approximating the solution of problems described by partial differential equations. The method takes its roots in domain decomposition methods and in reduced basis discretizations.

For a given parameter dependent problem: Find \( u \in X \) such that

\[
F(u; \mu) = 0,
\]

(1.1)
the computational effort needed to find an approximate discrete solution often makes the problem unsuitable for repetitive solves or real time control. Similarly, if (1.1) represents a very complex system, the resolution requirements may be so severe that even a single approximative solution may be hard to obtain.

The idea behind reduced basis methods is to precompute several solutions of (1.1), \( \{u_i\}_{i=1}^N \), corresponding to a preselected set of parameter values, \( S_N = \{\mu_i\}_{i=1}^N \). If the resolution of each \( u_i \) is represented by \( N \), then \( N \ll N \). These precomputed solutions (or “snapshots”) are then used as a basis for the solution space of (1.1) to find the reduced basis solution for a generic \( \mu \)

\[
\quad u_N(\mu) = \sum_{i=1}^N \alpha_i(\mu)u_i,
\]

where the coefficients \( \alpha_i(\mu) \) are determined through a Galerkin method. The error between the reduced basis solution \( u_N \) and the high resolution solution \( u_N \) depends on the quality of the reduced basis space

\[
V = \text{span}\{u_i, \quad i = 1, ..., N\},
\]

and on the underlying regularity of \( u_N \) with respect to \( \mu \). As long as \( N \) is small, the work needed to find \( u_N \) is negligible. Examples of reduced basis methods following this computational approach include the Proper Orthogonal Decomposition [5], Centroidal Voronoi Tessellations [7], and Output Bound methods [11].

In the reduced basis element method we consider the geometry of the computational domain as the generic parameter. The domain is decomposed into smaller blocks, all of which can be considered to be deformations of a few reference shapes. Associated with each reference shape are precomputed solutions for different deformations of the shapes. The precomputed solutions are mapped from the reference shapes to the different blocks of the decomposed domain, and the solution on each block is found as a linear combination of the mapped precomputed solutions. The solutions on the different blocks are glued together using Lagrange multipliers.

We will in this work focus on hierarchical flow systems, which can be decomposed into pipes and bifurcations. We limit ourselves to the steady Stokes equations in the modeling of the flow through such systems, and in the next section we describe how the geometry enters the equations as a parameter. We use spectral elements in the modeling, but the method applies to other discretization techniques as well.
2 The steady Stokes problem

We consider here the two-dimensional steady Stokes equations

\[
-\nu \Delta u + \nabla p = f \quad \text{in } \Omega,
\]
\[
\nabla \cdot u = 0 \quad \text{in } \Omega,
\]

(2.1)

where \( u = (u_1, u_2) \) is the velocity field, \( p \) is the pressure, \( f = (f_1, f_2) \) is a prescribed volumetric body force, and \( \nu \) is the fluid viscosity; see [1]. For all the problems studied in this paper, this model will suffice.

The domain \( \Omega \) has an inflow boundary \( \Gamma_{in} \), an outflow boundary \( \Gamma_{out} \), and wall boundaries \( \Gamma_w \). On this domain we introduce the velocity space

\[
X(\Omega) = \{ v \in (H^1(\Omega))^2, \quad \text{\( v \)}|_{\Gamma_w} = 0, \quad \text{\( v \)}|_{\Gamma_{in}} = \text{\( v \)}|_{\Gamma_{out}} = 0 \},
\]

(2.2)

where \( v_t \) is the tangential velocity component. In addition, we have the Neumann type boundary conditions given by specifying \( \sigma_n = \nu \frac{\partial u}{\partial n} - p \) to be \( \sigma^{in}_n = -1 \) along \( \Gamma_{in} \) and \( \sigma^{out}_n = 0 \) along \( \Gamma_{out} \); here, \( u_n \) is the normal velocity component and \( \partial / \partial n \) denotes the derivative in the outward normal direction. For all the problems solved in this study, the exact solution of (2.1) satisfies \( \frac{\partial u}{\partial n} = 0 \) along \( \Gamma_{in} \) and \( \Gamma_{out} \), which implies that the Neumann conditions correspond to specifying the pressure along the inflow and outflow boundaries (in a weak sense).

With the given boundary conditions, we define the pressure space to be

\[
M(\Omega) = L^2(\Omega).
\]

(2.3)

In order to solve the steady Stokes equations we define the bilinear forms

\[
a(v, w) = \nu \int_{\Omega} \nabla v \cdot \nabla w \, d\Omega,
\]

(2.4)

\[
b(v, q) = -\int_{\Omega} q \nabla \cdot v \, d\Omega,
\]

(2.5)

and consider the weak form: Find \( u \in X(\Omega) \) and \( p \in M(\Omega) \) such that

\[
a(u, v) + b(v, p) = l(v) \quad \forall \ v \in X(\Omega)
\]

\[
b(u, q) = 0 \quad \forall \ q \in M(\Omega),
\]

(2.6)

where

\[
l(v) = (f, v) + \int_{\Gamma_{in}} \sigma^{in}_n v \cdot n \, ds + \int_{\Gamma_{out}} \sigma^{out}_n v \cdot n \, ds.
\]

(2.7)

For all the problems considered in this work, the body force \( f \) will be zero.

To ensure a unique solution of the steady Stokes problem (2.6), the coercivity condition

\[
a(w, w) \geq \alpha ||w||^2_{H^1(\Omega)}, \quad \forall \ w \in X(\Omega), \ \alpha > 0,
\]

(2.8)
and the inf-sup condition

$$\inf_{q \in M(\Omega)} \sup_{v \in X(\Omega)} \frac{b(v, q)}{||q||_{L^2(\Omega)} ||v||_{H^1(\Omega)}} = \beta > 0, \quad (2.9)$$

must be satisfied; see [2] and [6]. These conditions are fulfilled for our particular Stokes problem.

2.1 Discretization

We consider here a two dimensional computational domain $\Omega$, which represents a flow system as depicted in Figure 1. We assume that the domain can be decomposed as a union of $E$ non-overlapping subdomains $\Omega_e$, $e = 1, \ldots, E$, with each subdomain representing a deformed square. Each deformed square is again a regular one-to-one deformation, $\phi_e$, of the reference square $\hat{\Omega} = (-1, 1)^2$, i.e.,

$$\Omega = \bigcup_{e=1}^E \Omega_e = \bigcup_{e=1}^E \phi_e(\hat{\Omega}) = \Phi(\hat{\Omega}). \quad (2.10)$$

In our case, each subdomain will be considered to be a single spectral element; see [12]. Let $P_n(\hat{\Omega})$ be the space of all functions which are polynomials of degree less than or equal to $n$ in each spatial direction on $\hat{\Omega}$. For $v_e = v_{\Omega_e}$, the discrete space for the velocity is then taken to be

$$X_N(\Omega) = \{v \in X(\Omega), \ v_e \circ \phi_e \in (P_N(\hat{\Omega}))^2, \ e = 1, \ldots, E\}, \quad (2.11)$$
while the discrete space for the pressure is

\[ M_N(\Omega) = \{ q \in M(\Omega), \quad q_e \circ \phi_e \in P_{N-2}(\hat{\Omega}), \quad e = 1, \ldots, E \}. \]  \hspace{1cm} (2.12)

The bases for \( X_N(\Omega) \) and \( M_N(\Omega) \) are conveniently expressed in terms of the reference variables \( \xi \) and \( \eta \). As a basis for \( X_N(\Omega) \) we use a nodal basis through the tensor-product Gauss-Lobatto Legendre (GLL) points, while the basis for \( M_N(\Omega) \) is a nodal basis through the tensor-product Gauss-Legendre (GL) points; see [12] and [13]. Specifically, we write

\[ (u_e \circ \phi_e)(\xi, \eta) = \sum_{i,j=0}^N u_{ij}^e \ell_i(\xi) \ell_j(\eta) \]  \hspace{1cm} (2.13)

where \( \ell_i(\xi) \) refers to a one-dimensional \( N \)-th order Lagrangian interpolant through the GLL points \( \xi_m, m = 0, \ldots, N \); here, \( \ell_i(\xi_m) \ell_j(\xi_n) = \delta_{im} \delta_{jn} \) for a given point \((\xi_m, \xi_n)\) in the underlying tensor-product GLL grid.

In a similar fashion, we write

\[ (p_e \circ \phi_e)(\xi, \eta) = \sum_{i,j=0}^{N-2} p_{ij}^e \tilde{\ell}_i(\xi) \tilde{\ell}_j(\eta), \]  \hspace{1cm} (2.14)

where \( \tilde{\ell}_i(\xi) \) refers to a one-dimensional \((N-2)\)-th order Lagrangian interpolant through the (interior) GL points \( \zeta_m, m = 0, \ldots, N-2 \); here, \( \tilde{\ell}_i(\zeta_m) \tilde{\ell}_j(\zeta_n) = \delta_{im} \delta_{jn} \) for a given point in the tensor-product GL grid.

Based on (2.10), where we have defined the global mapping \( \Omega = \Phi(\hat{\Omega}) \), we express the bilinear forms (2.4) and (2.5) in terms of the reference variables \( \xi \) and \( \eta \) as

\[ a(v, w; \Phi) = \sum_{e=1}^E a(v, w; \phi_e), \]  \hspace{1cm} (2.15)

\[ b(v, p; \Phi) = \sum_{e=1}^E b(v, p, \phi_e). \]  \hspace{1cm} (2.16)

The elemental contributions to these sums are

\[ a(v, w; \phi_e) = \nu \int_{\hat{\Omega}} J_e^{-T} \hat{\nabla} (v_e \circ \phi_e) \cdot J_e^{-T} \hat{\nabla} (w_e \circ \phi_e) |J_e| d\hat{\Omega} \]  \hspace{1cm} (2.17)

\[ b(v, p; \phi_e) = -\int_{\Omega} (p_e \circ \phi_e) \hat{\nabla} : [J_e^{-1}(v_e \circ \phi_e)] |J_e| d\Omega, \]  \hspace{1cm} (2.18)

where \( J_e \) is the Jacobian of \( \phi_e \), and \( J_e \) its determinant. The operator \( \nabla = \left[ \frac{\partial}{\partial \xi}, \frac{\partial}{\partial \eta} \right]^T \). This gives us the following discrete system: Find \( u_N \in X_N(\Omega) \) and \( p_N \in M_N(\Omega) \) such that

\[ a_N(u_N, v; \Phi) + b_N(v, p_N; \Phi) = l_N(v; \Phi) \quad \forall \ v \in X_N(\Omega), \]  \hspace{1cm} (2.19)

\[ b_N(u_N, q; \Phi) = 0 \quad \forall \ q \in M_N(\Omega). \]
where $a_N$, $b_N$ and $l_N$ refer to integration of the bilinear and linear forms using Gauss-type quadrature. We thus see that the geometry enters the equations as a parameter via the mapping $\Phi$, or more specifically, through the elemental mappings $\phi_e, e = 1, \ldots, E$.

3 The reduced basis

We now define the reduced basis solution spaces $X_N(\Omega) \subset X_N(\Omega)$ and $M_N(\Omega) \subset M_N(\Omega)$. Our objective is to find a unique reduced basis solution $u_N \in X_N(\Omega)$ and $p_N \in M_N(\Omega)$ satisfying

$$
\begin{align*}
& a_N(u_N, v; \Phi) + b_N(v, p_N; \Phi) = l_N(v; \Phi) \quad \forall \, v \in X_N(\Omega) \\
& b_N(u_N, q; \Phi) = 0 \quad \forall \, q \in M_N(\Omega).
\end{align*}
$$

As before the coercivity of $a(\cdot, \cdot; \Phi)$ holds for all $v \in X_N(\Omega)$, since it is a subset of $X_N(\Omega)$. The inf-sup condition (2.9), however, depends strongly on $X_N(\Omega)$ and $M_N(\Omega)$.

In a hierarchical flow system we differ between building blocks with pipe structure, and building blocks with bifurcation structure. The precomputation of basis functions is done separately for the two types of building blocks. By grouping the spectral elements of $\Omega$ into building blocks, $B_k = \Phi_k(\hat{\Omega})$, each comprising $E_k$ spectral elements, we may write

$$
\Omega = \bigcup_{k=1}^{K_1} \bigcup_{k=K_1+1}^{K_1+K_2} B_k,
$$

(3.2)

where $k = 1, \ldots, K_1$ indicates the pipe blocks, and $k = K_1 + 1, \ldots, K_1 + K_2$ indicates the bifurcation blocks. Each building block can again be expressed as

$$
\overline{B_k} = \bigcup_{e=1}^{E_k} \phi_k^e(\hat{\Omega}) \equiv \Phi_k(\hat{\Omega})
$$

(3.3)

for $k = 1, \ldots, K_1+K_2$, and with $\phi_k^e(\hat{\Omega})$ denoting the mapping of the reference square to each individual spectral element in the building block. Since each block $B_k$ may consist of several spectral elements, we have, in general, $K_1 + K_2 < E$. We will also denote the restriction of a field $v$ to a block $B_k$ as $v^k$.

In this work, a pipe building block consists of a single spectral element, i.e., $E_k = 1$, $k = 1, \ldots, K_1$. In order to generate the basis functions to be used on a pipe, we solve the steady Stokes problem (2.19) with the same possible boundary conditions as on $\{B_k\}_{k=1}^{K_1}$ for a preselected set of deformations of the reference domain, $\{\Phi_i : \hat{\Omega} \to \Omega\}_{i=1}^{N_1}$. This is achieved by solving the steady Stokes problem on a deformed pipe comprising three spectral elements. The restriction of the solution to each of these three elements will thus take care of the three possible types of pipe segments.
The resulting velocity fields, \( \{\mathbf{u}_i\}_{i=1}^{3N_1} \), are then mapped to the reference domain \( \hat{\Omega} \) by the Piola transformation
\[
\mathbf{\hat{u}}_i = \Psi_i(\mathbf{u}_i) = \frac{1}{J_i} \mathbf{u}_i \circ \Phi_i |J_i|.
\] (3.4)

In this way, the direction of the velocity relative to the geometry is preserved, and by construction \( b(\mathbf{u}_i, q; \Phi_i) = b(\mathbf{\hat{u}}_i, q \circ \Phi_i; I) \), where \( I \) is the identity mapping. Hence, each precomputed velocity field \( \mathbf{\hat{u}}_i \) is also incompressible on \( \hat{\Omega} \). A similar result holds when the inverse Piola transformation is applied in order to map the velocity from the reference domain to the generic pipe block \( B^k \),
\[
\mathbf{\hat{u}}_i^k = (\Psi^k)^{-1}(\mathbf{\hat{u}}_i) = \frac{1}{J^k}(\mathbf{\hat{u}}_i \circ (\Phi^k)^{-1})(J^k)^{-1}.
\] (3.5)

The pressure is a scalar field, and is mapped from \( \Omega_i \) to \( B^k \) through \( \hat{p}_i^k = p_i \circ \Phi_i \circ (\Phi^k)^{-1} \). Only the \( N_1 \) fields with the proper boundary conditions are used as basis functions on each \( B^k \).

A building block which represents a bifurcation must necessarily comprise several spectral elements. In this work, we use six elements to build each bifurcation; see Figure 2. Hence, \( E^k = 6 \) for \( k = K_1 + 1, \ldots, K_1 + K_2 \) in (3.3). The basis functions associated with bifurcations are constructed by solving the steady Stokes equations on a preselected set of deformed bifurcations \( \{\mathcal{B}_i = \mathcal{F}_i(\hat{\mathcal{B}})\}_{i=1}^{N_2} \), where \( \hat{\mathcal{B}} \) is a reference bifurcation and \( \mathcal{F}_i \) is a regular mapping. To take care of the different boundary conditions needed in the hierarchical flow system, basis functions are constructed with pipes added to either the inflow boundary, or the outflow boundaries of the bifurcations.
or both. Only the restriction of the solutions to the bifurcation blocks are used as basis functions. The resulting velocity solutions, \( \{u_i\}_{i=1}^{3N_2} \), are again mapped to the reference domain \( \hat{\Omega} \) by the Piola transformation. In contrast to the solutions found on pipes, all velocity (and pressure) solutions comprise six segments, \( u_i = \{u_{ie}\}_{e=1}^6 \), and they are mapped to the reference domain one element at a time. On each \( \{B_k^{K1+K2}\}_{k=1}^{K_2} \) we use the \( N_2 \) basis functions found on deformed bifurcations with the right boundary conditions, mapped to the generic domain by the inverse Piola transformation,

\[
\tilde{u}_k^e = \{\tilde{u}_{ie}\}_{e=1}^6 = \{(\Psi_e^{-1}(\tilde{u}_{ie}))\}_{e=1}^6.
\] (3.6)

Now, on each of the six elements of a bifurcation the Jacobian is smooth and continuous, but across internal interfaces in a bifurcation it is not. To ensure that \( \tilde{u}_k^e \) is a continuous function we must define both the preselected bifurcations \( \{B_i\}_{i=1}^{N_2} \), and the actual bifurcations in the hierarchical system \( \{B_k\}_{k=1}^{K_2} \) as \( C^1 \) deformations of the same reference bifurcation \( \hat{B} \). A method for achieving this is presented in [10].

The pressure solutions on the deformed bifurcations also comprise six elemental contributions, and on the generic bifurcation \( B_k \), these are evaluated as \( \tilde{p}_k^e = \{\tilde{p}_{ie}\}_{e=1}^6 = \{p_{ie} \circ \phi_i \circ (\phi_e^{-1})\}_{e=1}^6 \).

We define the spaces

\[
Y_N^0(\Omega) = \left\{ \begin{array}{ll}
\text{span} \{\tilde{u}_k^e\}_{i=1}^{N_1}, & k = 1, \ldots, K_1 \\
\text{span} \{\tilde{u}_k^e\}_{i=1}^{N_2}, & k = K_1 + 1, \ldots, K_1 + K_2 
\end{array} \right\}
\]

\[
M_N(\Omega) = \left\{ \begin{array}{ll}
\text{span} \{\tilde{p}_k^e\}_{i=1}^{N_1}, & k = 1, \ldots, K_1 \\
\text{span} \{\tilde{p}_k^e\}_{i=1}^{N_2}, & k = K_1 + 1, \ldots, K_1 + K_2 
\end{array} \right\}
\] (3.7)

for which we know that the inf-sup condition is not fulfilled since the velocity fields in \( Y_N^0(\Omega) \) are all divergence free. The index \( N \) denotes the dimension of \( Y_N^0(\Omega) \) and \( M_N(\Omega) \), and may be expressed as

\[
N = N_1K_1 + N_2K_2.
\] (3.8)

Recall that \( N_1 \) is the number of precomputed basis functions for the \( K_1 \) pipe blocks, and \( N_2 \) is the number of precomputed basis functions for the \( K_2 \) bifurcation blocks. We have that \( N_1 \ll N \) and \( N_2 \ll N \), and both are independent of the number of spatial dimensions.

We also need to enforce a continuity condition across the block interfaces in \( \Omega, \Gamma_{kl} = \overline{B^i} \cap \overline{B^j} \). We try to minimize the jump across these block interfaces by introducing the constraints

\[
\int_{\Gamma_{kl}} (v^k - v^l) \cdot n \psi \, ds = 0, \quad \forall \psi \in W_{kl}^0, \quad \forall k, l, \tag{3.9}
\]

and

\[
\int_{\Gamma_{kl}} (v^k - v^l) \cdot t \psi \, ds = 0, \quad \forall \psi \in W_{kl}^1, \quad \forall k, l, \tag{3.10}
\]
where \( \mathbf{n} \) is the unit normal vector of \( \Gamma_{kl} \), \( \mathbf{t} \) is the unit tangential vector, and \( W^n_{kl} \) and \( W^t_{kl} \) are spaces of low order polynomials defined on \( \Gamma_{kl} \). In [9] it is shown that the order of these polynomial spaces can be used to control the jump across the interfaces for multi-element pipes. We thus define the reduced basis velocity space

\[
X^0_N(\Omega) = \{ v \in Y^0_N(\Omega), (3.9) \text{ and } (3.10) \text{ hold } \},
\]

and remark that \( X^0_N(\Omega) \nsubseteq X_N(\Omega) \) due to the jump across the block interfaces.

If we are not interested in the pressure on the generic domain, we may solve the problem: Find \( u_N \) in \( X^0_N(\Omega) \) such that

\[
a_N(u_N, v; \Phi) = l_N(v; \Phi), \quad \forall \ v \in X^0_N(\Omega).
\]

(3.12)

In this case the inf-sup condition is insignificant. If we also want to find the pressure however, the reduced basis velocity space \( X_N(\Omega) \) must be enriched. This is due to the fact that the space \( X^0_N \) is spanned by divergence free basis functions. We define the enriched space as \( X_N(\Omega) = X^0_N(\Omega) \oplus X^e_N(\Omega) \), where \( X^e_N \) consists of velocity fields constructed in order to guarantee the inf-sup condition, together with the constraints in (3.9) and (3.10); see [9] and [10] for details on how to construct these velocity fields.

The inf-sup condition (2.9) is then fulfilled for the spaces \( M_N(\Omega) \) and \( X_N(\Omega) \), and we may solve (3.1) to find both the velocity and the pressure simultaneously involving a system of size \( 3N \). Alternatively, we could solve the two separate \( N \)-sized problems (3.12) and

\[
b_N(v, p_N; \Phi) = -a_N(u_N, v; \Phi) + l_N(v; \Phi), \quad \forall \ v \in X^e_N(\Omega),
\]

(3.13)

for the velocity and pressure, respectively. Note that neither \( X^e_N(\Omega) \) nor \( X_N(\Omega) \) is a subset of \( X_N(\Omega) \), and that both methods are non-conforming.

4 \textbf{A posteriori error estimation}

Since the approximation abilities of the reduced basis method strongly depends on the quality of the precomputed basis functions, we have no \textit{a priori} knowledge of how well the reduced basis solution for a generic parameter will approximate the actual solution. To get an estimate of how good our solution is we need \textit{a posteriori} error estimation. Based on the theory developed in [17], and following the strategy of [18], the lower and upper output bounds, \( s^-(u_N) \) and \( s^+(u_N) \), for the compliant output

\[
s(u) = l(u),
\]

(4.1)

was constructed in [9] in the single block case, where \( X_N(\Omega) \subset X_N(\Omega) \).
For a diffusion operator on the reference domain \( \hat{\Omega} \),
\[
\hat{a}(\mathbf{v}, \mathbf{w}; \Phi) = \int_{\hat{\Omega}} g(\Phi) \hat{\nabla}(\mathbf{v} \circ \Phi) \cdot \hat{\nabla}(\mathbf{w} \circ \Phi) d\hat{\Omega},
\] (4.2)
where \( \mathbf{v} \) and \( \mathbf{w} \) are functions on \( \mathcal{B} \), and \( g(\Phi) \) is a positive function depending on the mapping \( \Phi : \hat{\Omega} \rightarrow \Omega \), \( g(\Phi) \) is chosen such that
\[
\alpha_0 \|\mathbf{v}\|^2_{X_N} \leq \hat{a}(\mathbf{v}, \mathbf{v}) \leq a(\mathbf{v}, \mathbf{v}) \quad \forall \mathbf{v} \in X_N(\Omega),
\] (4.3)
for some positive real constant \( \alpha_0 \). The reconstructed error \( \mathbf{e} \) is then defined as the field that satisfies
\[
\hat{a}(\mathbf{e}, \mathbf{v}; \Phi) = l(\mathbf{v}; \Phi) - a(\mathbf{u}_N, \mathbf{v}; \Phi) - b(\mathbf{v}, p_N; \Phi) \quad \forall \mathbf{v} \in \hat{X}_N(\Omega),
\] (4.4)
where \( \hat{X}_N(\Omega) = \{ \mathbf{v} \circ \Phi \in (\mathbb{P}_N(\hat{\Omega}))^2, \mathbf{v}|_{\partial\mathcal{B}} = 0 \} \). For the bounds defined by
\[
s^{-}(\mathbf{u}_N) = l(\mathbf{u}_N), \quad \text{and} \quad s^{+}(\mathbf{u}_N) = l(\mathbf{u}_N) + \hat{a}(\mathbf{e}, \mathbf{e}),
\] (4.5) (4.6)
we then get
\[
s^{-}(\mathbf{u}_N) \leq s(\mathbf{u}_N) \leq s^{+}(\mathbf{u}_N).
\] (4.7)

In the non-conforming setting when \( \Omega \) consists of several blocks, the work is on-going.

4.1 Output driven reduction

When we generate the reduced basis, the number of basis functions quickly increases when more parameters are introduced. Potentially we could end up with more than thousand basis functions, which would make the method rather costly and impractical. Fortunately, the basis functions typically contain much redundant information. Different post-processing techniques [5, 7, 11] may be applied to reduce the number of basis functions needed, while preserving the approximation capabilities of the generated basis.

We follow the method presented in [19], where the output bound gap developed in Section 4 is used to reorder the basis functions, such that the error in the output of interest, \( s(\mathbf{u}) \), is minimized. We also recall that \( S_N \) is the set of preselected parameter values. Adapted to geometric parameters, we proceed as follows, separately for the different block structures, i.e., pipe and bifurcation.

**Offline** we choose an arbitrary parameter \( \mu_1' = \mu_i \in S_N \), with corresponding geometry \( \mathcal{B}_i \) and basis functions \( \mathbf{u}_i, \mathbf{u}_i^e \), and \( p_i \). These basis functions are saved as \( \mathbf{v}_1, \mathbf{v}_1^e \), and \( q_1 \), and they span the spaces \( X_{N_1'} = \{ \mathbf{v}_1, \mathbf{v}_1^e \} \) and \( M_{N_1'} = \{ q_1 \} \). For all \( \mu_j \in S_N \setminus \mu_1' \) we now solve
\[
a_N(\mathbf{u}_{N_1'}, \mathbf{v}; \Phi_j) + b_N(\mathbf{v}, p_{N_1'}; \Phi_j) = l_N(\mathbf{v}; \Phi_j) \quad \mathbf{v} \in X_{N_1'}(\mathcal{B}_j)
\]
\[
b_N(\mathbf{u}_{N_1'}, q; \Phi) = 0 \quad q \in M_{N_1'}(\mathcal{B}_j). \] (4.8)
and calculate
\[
\mu' = \max_{\mu_j \in S_N \setminus \mu_1} |s^+(u_{N_1'}) - s^-(u_{N_1'})|,
\] (4.9)
where \( u_{N_1'} \) is the resulting reduced basis velocity. The basis functions corresponding to \( \mu_2 \) are saved as \( v_2, v_{e_2}, \) and \( q_2, \) and together with \( v_1, v_{e_1}, \) and \( q_1 \) they span the spaces \( X_{N_2'} \) and \( M_{N_2'} \). We denote \( S_{N'} = \{ \mu_1, \mu_2 \} \) and repeat the process above for all \( \mu_j \in S_N \setminus S_{N_2'} \). In a recursive manner we thus choose \( \mu_i \) with corresponding velocity and pressure basis functions until the maximum bound gap reaches a predefined level.

In the online computation of generic solutions, we then start with \( \mu_1 \) and its corresponding basis functions. We solve for the reduced basis solution, and calculate the bound gap. If the bound gap is larger than a specified limit, we include the basis functions corresponding to the next parameter in \( S_{N_2} \). The bound gap limit in the online case has to be larger than the bound gap limit used to sort the basis functions. If the number of basis functions in \( S_{N'} \) is not too large we may also include all of them to find the reduced basis solution in a non-adaptive fashion. Since the a posteriori analysis for the multi-block case is missing, this is what is done when solving the hierarchical flow system in Figure 1.

5 Parameterizing the geometries

In (2.17) and (2.18) we see how the geometric mapping \( \Phi \) enters the steady Stokes equations in a natural way. To control different instantiations of this mapping we define \( \Phi(\hat{\Omega}; \mu) \), where \( \mu \in D \subset \mathbb{R}^P \). The \( P \) elements in \( \mu \) are parameters which describe, for example, the length, thickness and opening angle of a bifurcation block. Given \( \mu \), a pipe or bifurcation block is constructed by defining its outer edges according to \( \mu \), and then the internal nodes are found using a Gordon-Hall algorithm. Finally, for multi-element blocks, all the internal nodes are adjusted according to the smoothing process described above. After all the points are found, the blocks may be rotated to any desired orientation. We note that all corners in the blocks are right angles.

Once the final values of all the nodal points have been computed, the Jacobian, \( J \), of the mapping \( \Phi(\hat{\Omega}; \mu) \) and its determinant, \( J \), are calculated and stored for each node. If we again study (2.17) and (2.18), we see that these quantities appear nonlinearly in the equations. Thus we have nonlinear parameter dependence, which is fundamentally different from most reduced basis applications. The equations are not affine in their parameter dependence either; see [17] for affine, linear parameter dependence, and [3] for non-affine parameter dependence.

Since we are only interested in giving a proof of concept, we choose \( P = 2 \) for the bifurcations, and let \( \mu = (\mu_1, \mu_2) \). We let the first parameter, \( \mu_1 \),
define the difference in length between the upper leg of the bifurcation and the lower leg, i.e., $\mu^1 = L_l - L_u$; see Figure 3. The second parameter, $\mu^2$, is taken to be the difference in the opening angle of two legs of the bifurcation, i.e., $\mu^2 = \theta_1 - \theta_0$.

The outline of the bifurcation is defined through its corner points and the length of the body relative to the length of the legs. The opening angle is adjusted by a rigid body rotation of the two cornerpoints of the upper leg around the centerpoint of the inflow boundary. Before any rotation, the difference in length between the two legs is defined by setting the $x$-coordinates of the corner points of the upper leg, (both are the same before the rotation). The non-linear edges of the bifurcation are constructed such that they pass through the corner points and the common edge point of the two elements sharing an edge, and such that they are perpendicular to the inflow and outflow boundaries. The upper and lower edges are fourth order polynomials, while the edge connecting the two legs is, for optimal flexibility, constructed by the use of cubic splines.

For the pipes we choose $P = 4$, and let $\mu = (\mu^1, ..., \mu^4)$. We let the first parameter denote the rotation of the outflow boundary relative to the inflow boundary, see Figure 4 for $\mu^1 = 0$ and $\mu^1 = -\frac{\pi}{2}$. The second and third parameters are used to define the length of the inflow and outflow boundaries, and the fourth parameter defines the fluctuation of the wall boundaries.
Figure 4: The deformed pipes used to construct the basis functions for the pipe blocks.

6 Numerical examples

We now present some examples of the method applied to different geometric structures. The first is a pipe consisting of three elements, where the solution is found as a linear combination on each element, glued together with Lagrange multipliers. The second is a six-element bifurcation, where the solution is found as a linear combination of global basis functions. The third structure is a hierarchical system consisting of one pipe and three bifurcations. The solution is now found as a linear combination on each block structure, i.e. pipe or six-element bifurcation, and glued together with Lagrange multipliers across the block interfaces. The final structure is a “bypass” system with three pipe blocks and two bifurcation blocks.

6.1 Pipes

We consider the eight geometries in Figure 4 to be pipes with inflow boundary along the left vertical edge, and outflow boundary along the opposite edge.

Each pipe is decomposed into three sub-domains, all of which are regular one-to-one deformations of the reference square $\hat{\Omega} = (-1,1)^2$, and the restriction to each sub-domain of the steady Stokes solutions found on these geometries are stored on $\hat{\Omega}$. In addition we store the reflection of the solutions across the $\xi$-axis in $\hat{\Omega}$. This accounts to solving the steady Stokes equations on the reflection of the geometries across the $x$-axis. Since the first geometry is symmetric, we thus end up with 15 precomputed solutions for each sub-domain. We compute the associated enriched velocity solutions,
and solve (3.1) when $\Omega$ is taken to be a generic deformed pipe, decomposed into three sub-domains. Since we only have $N_1 = 15$ basis functions in this case, we do not apply the selection algorithm described in Section 4.1.

When we use cubic Lagrange multipliers in both the normal and tangential direction to glue the solution together across the block interfaces, the error of the reduced basis solution for an increasing number of basis functions is as presented in Table 1.

### 6.2 Bifurcations

We consider bifurcations characterized by the length and angle of the upper leg relative to the length and angle of the lower leg. In the tensor product parameter space generated by eight relative lengths and eight relative angles, we generate 64 bifurcations. We precompute the steady Stokes solutions on these bifurcations, and store them on $\hat{\Omega}$. Again we compute the associated enriched velocity solutions, but before we find the reduced basis solution we apply the selection algorithm described earlier.

The resulting errors in velocity and pressure are presented in Table 2, and we see that the convergence is very good. It is better than the convergence seen for a multi-element pipe in Table 1, both because we don’t have any consistency error from the element interfaces, and because the basis bifurcations span the generic bifurcation better than the deformed pipes represent the generic pipe in the previous example.

| $N$ | $N_1$ | $|u_N - u_N^e|_{H^1}$ | $|p_N - p_N^e|_{L^2}$ |
|-----|-------|----------------------|----------------------|
| 27  | 9     | $2.3 \cdot 10^{-3}$  | $3.6 \cdot 10^{-1}$  |
| 33  | 11    | $1.2 \cdot 10^{-3}$  | $5.8 \cdot 10^{-2}$  |
| 39  | 13    | $9.7 \cdot 10^{-4}$  | $4.4 \cdot 10^{-3}$  |
| 45  | 15    | $8.4 \cdot 10^{-4}$  | $3.6 \cdot 10^{-3}$  |

Table 1: The reduced basis error on a generic multi-block pipe with three blocks. $N = 3N_1$ is the total number of degrees-of-freedom in the reduced basis spaces $X^0_N, X^e_N,$ and $M_N$. $N_1$ is the number of basis geometries used to generate the basis functions.

| $N$ | $|u_N - u_N^e|_{H^1}$ | $|p_N - p_N^e|_{L^2}$ |
|-----|----------------------|----------------------|
| 1   | $1.4 \cdot 10^{-2}$  | $8.8 \cdot 10^{-2}$  |
| 5   | $5.0 \cdot 10^{-4}$  | $4.8 \cdot 10^{-3}$  |
| 10  | $9.9 \cdot 10^{-6}$  | $7.2 \cdot 10^{-5}$  |
| 15  | $4.0 \cdot 10^{-6}$  | $7.3 \cdot 10^{-6}$  |

Table 2: The reduced basis error on a single bifurcation. $N$ is the total number of degrees-of-freedom in the reduced basis spaces $X^0_N, X^e_N,$ and $M_N$. 


In this single-block case we may apply the \textit{a posteriori} error analysis described in Section 4, and we compute both the upper and the lower bound gaps. We do this without using the selection algorithm, and the bound gaps converge as shown in Figure 5. Even without the selection algorithm the convergence is exponential.

6.3 Hierarchical flow system

An example of a multi-block domain comprising both pipe blocks and bifurcation blocks, is the complex flow system shown in Figure 1. To precompute

| $N$ | $N_1$ | $N_2$ | $|u_N - u_N'|_{H^1}$ | $|p_N - p_N'|_{L^2}$ |
|-----|-------|-------|----------------------|----------------------|
| 36  | 9     | 9     | $2.6 \cdot 10^{-3}$  | $4.0 \cdot 10^{-4}$  |
| 44  | 11    | 11    | $1.7 \cdot 10^{-3}$  | $6.6 \cdot 10^{-2}$  |
| 52  | 13    | 13    | $1.2 \cdot 10^{-3}$  | $4.9 \cdot 10^{-2}$  |
| 65  | 15    | 15    | $1.1 \cdot 10^{-3}$  | $3.7 \cdot 10^{-2}$  |
| 105 | 15    | 30    | $4.2 \cdot 10^{-4}$  | $6.3 \cdot 10^{-3}$  |

Table 3: The error in the reduced basis steady Stokes solution on a multi-block system corresponding to Figure 1. $N = N_1 + 3N_2$ is the total number of degrees-of-freedom in the reduced basis spaces $X_N^0, X_N^e$, and $M_N$. $N_1$ is the number of basis geometries used to generate the basis functions on the pipe block, $N_2$ is the number of basis functions used on the bifurcation blocks.
the basis solutions, we use the same geometries for both pipes and bifurcations as described above. For the pipes we only use the restrictions to the inflow element, while we for the bifurcations precompute the solutions by adding pipe elements to the inflow and outflow boundaries in order to get the right boundary conditions. Only the restrictions of the solutions to the bifurcation block are stored and used as basis solutions. For the pipe block we use all 15 precomputed solutions, while we for the bifurcation blocks again use the selection process to limit the number of precomputed solutions to 30. To glue the blocks together across block interfaces, we again use Lagrange multipliers. Since each bifurcation block consists of two elements on the interface to an adjacent block, we now use linear Lagrange multipliers defined on one half of the interface. In Table 3 we see how the errors in velocity and pressure behave as the number of basis functions increases.

### 6.4 A “bypass”

As the final example we combine both block structures in the bypass system shown in Figure 6. Here the upper branch illustrates the effect of a clogged vein, while the lower branch is the bypass-vein. To model this domain with the reduced basis element method, we use snapshot solutions computed on three-domain pipes to generate the basis functions for the pipe blocks. The restriction of the snapshot solutions to each of the three sub-domains are now used as basis functions on their respective pipe block in the bypass system. As basis functions for the bifurcation blocks we use the same basis functions that were used on the hierarchical flow system in the previous example.

In this case we have two more block-interfaces compared to the hierarchical flow system, each contributing eight constraints on the reduced basis velocity solution $\mathbf{u}_N$ (2 constraints in each spatial direction for each half of

<table>
<thead>
<tr>
<th>$N$</th>
<th>$N_1$</th>
<th>$N_2$</th>
<th>$| u_N - u_N^\ast |_{H^1}$</th>
<th>$| p_N - p_N^\ast |_{L^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>9</td>
<td>9</td>
<td>$9.3 \cdot 10^{-3}$</td>
<td>$3.3 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>55</td>
<td>11</td>
<td>11</td>
<td>$3.1 \cdot 10^{-3}$</td>
<td>$5.3 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>65</td>
<td>13</td>
<td>13</td>
<td>$2.3 \cdot 10^{-3}$</td>
<td>$9.0 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>75</td>
<td>15</td>
<td>15</td>
<td>$1.4 \cdot 10^{-3}$</td>
<td>$5.3 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>105</td>
<td>15</td>
<td>30</td>
<td>$5.4 \cdot 10^{-4}$</td>
<td>$3.0 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 4: The error in the reduced basis steady Stokes solution on a multiblock bypass with three pipe blocks and two bifurcation blocks. $N = 3N_1 + 2N_2$ is the total number of degrees-of-freedom in each of the reduced basis spaces $X^0_N$, $X_N^\ast$, and $M_N$. $N_1$ is the number of basis geometries used to generate the basis functions on the pipe block, $N_2$ is the number of basis functions used on the bifurcation blocks.
Figure 6: The bypass with three pipe blocks and two bifurcation blocks.

Figure 7: The contour of the error in the reduced basis pressure solution $p_N$ when $N_1 = 15$ and $N_2 = 30$. 
one interface). We see in Table 4 that the error convergence is good, but if too few basis functions are used we get spurious pressure modes due to the severe constraints on the reduced basis velocity space $X_N(\Omega)$.

In Figure 6 we present a contour plot of the error in the reduced basis pressure solution $p_N$ when $N_1 = 15$ and $N_2 = 30$. Most of the error is located around the pipe block modeling the clogged vein. Compared to the deformed pipes in Figure 4, used to generate the basis functions for the pipe blocks, this pipe block differs significantly.

7 Future work

We have seen how the reduced basis element method works on the steady Stokes problem when the geometry is considered to be a parameter. In a forthcoming paper we will consider the steady Navier-Stokes equations, and theory for the \textit{a posteriori} error estimation in the multi-block case. In addition we will incorporate the non-affine theory of [3] in order to do more of the necessary computations in the precomputation stage. Other issues to investigate include the extension to time-dependent problems, possibly with moving boundaries, and extension to three dimensional domains.
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Abstract

A reduced basis method where the geometry of the computational domain is used as a parameter is presented. We extend earlier work on steady Stokes flow in deformed pipes [7], to the stationary Navier-Stokes problem for low Reynolds numbers. We thus introduce nonlinear terms in the reduced basis element method, and we get a non-symmetric problem. This gives new challenges in the a posteriori error analysis, and we adapt and combine results from [7, 9, 14] to suit our needs. In addition we show that the offline/online decoupling developed in [14] for the output and reduced basis solution of linear problems with coercive operators and affine parameter dependence, can be achieved for the Navier-Stokes problem with non-affine parameter dependence. To this end we apply the empirical interpolation technique presented in [3].

1 Introduction

The reduced basis method is known for the rapid solution of parameter dependent problems of the form: Find \( u \in X \) when

\[
F(u; \mu) = 0,
\]

where \( \mu \) represents one or more independent parameters, and \( X \) is an appropriate solution space. When the same problem is to be solved repeatedly for different choices of independent parameters, i.e. in optimization and control problems, reduced basis methods together with error estimation provides a reliable alternative to classical methods. Typically, if \( N \) is the number of degrees-of-freedom in the solution of (1.1), a basis of \( N \ll N \) basis functions is precomputed, and the reduced basis solution is found by determining the coefficients needed in a linear combination of these \( N \) basis functions.

The reduced basis element method differs from traditional reduced basis methods in that it combines the reduced basis method with domain decomposition. The domain is decomposed into building blocks with the same
topology as a few reference domains. Basis functions are precomputed and stored separately for each distinct reference domain, and to find the reduced basis solution, the basis functions are mapped from their respective reference domain to each corresponding domain in the decomposition. A local approximation of the high resolution solution on one domain is found using the basis functions belonging to that specific domain, and the global approximation is found by “gluing” the local approximations together with constraints across domain interfaces. When there is only one domain, the reduced basis element method is seen as a traditional reduced basis method where the geometry of the domain is one of the independent parameters in (1.1).

The quality of the method is certified by a posteriori error estimation of certain outputs of interest relevant to the given problem. These outputs may for example describe the drag forces when air flows past an object, or the volume flow rate of a fluid through a pipe. It is shown in [14, 15] that, when the geometry is changed by pure stretching and rotation, and the problem at hand is affine in its parameter dependence, the online work needed to compute the output of interest in the reduced basis method may be independent of the resolution, $N$, of the precomputed basis functions. This is achieved via an offline/online splitting of the computational effort.

We will in this work extend earlier work on steady Stokes flow in deformed pipes [7], to the stationary Navier-Stokes problem for low Reynolds numbers. We thus introduce non-linear terms in the reduced basis element method, and the necessary approximation space is more challenging to construct than for the steady Stokes problem. We also get a non-symmetric problem, and in the a posteriori error analysis we have to introduce a dual problem to get sharp bounds on the output error estimators.

Finally, we address the non-affine parameter dependence experienced for general geometric variations, and approximate the geometric operators using linear combinations of precomputed sets representative functions. By exploiting a technique known as empirical interpolation [3], we avoid using projection in the approximation of the geometric operators, and are able to decouple the problem of estimating the output of interest and its error estimators in offline/online computations. The online work needed to compute the output of interest is thus made independent of $N$, as in the affine case.

2 The steady Navier-Stokes problem

On a two-dimensional domain $\Omega$, obtained as a regular one-to-one deformation, $\Phi$, of the reference domain $\tilde{\Omega} = (-1, 1)^2$, we consider the steady incompressible Navier-Stokes equations

$$
\begin{align*}
\mathbf{u} \cdot \nabla \mathbf{u} &= -\nabla p + \nu \Delta \mathbf{u} + \mathbf{f} \quad \text{in } \Omega, \\
\nabla \cdot \mathbf{u} &= 0 \quad \text{in } \Omega,
\end{align*}
$$

(2.1)
where \( u = (u_1, u_2) \) is the velocity field, \( p \) is the pressure, \( f = (f_1, f_2) \) is a prescribed volumetric body force, and \( \nu \) is the fluid viscosity; see [1]. The steady incompressible Navier-Stokes equations model the flow of fluids at low Reynolds numbers.

The domain \( \Omega = \Phi(\hat{\Omega}) \) consists of an inflow boundary \( \Gamma_\text{in} \), an outflow boundary \( \Gamma_\text{out} \), and a walled boundary \( \Gamma_w \). On this domain we introduce the velocity space

\[
X(\Omega) = \{ v \in (H^1(\Omega))^2, \quad v|_{\Gamma_w} = 0 \text{ and } v|_{\Gamma_{\text{in}}} = v_t|_{\Gamma_{\text{out}}} = 0 \}, \tag{2.2}
\]

where \( v_t \) is the tangential velocity component. In addition, we define \( \sigma_n = \nu \frac{\partial u}{\partial n} - p \), where \( u_n \) is the normal component of the velocity relative to the boundary, and \( \frac{\partial}{\partial n} \) denotes the derivative in the outward normal direction. We then have the Neumann type boundary conditions given by specifying \( \sigma_n \) to be \( \sigma_{\text{in}} n = -1 \) along \( \Gamma_{\text{in}} \) and \( \sigma_{\text{out}} n = 0 \) along \( \Gamma_{\text{out}} \). The second equation in (2.1) ensures that \( \frac{\partial u}{\partial n} + \frac{\partial u_t}{\partial t} = 0 \), and for all velocities \( u \in X \), we thus have \( \frac{\partial u}{\partial n} = 0 \) along \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \). The Neumann conditions thus correspond to specifying the pressure along the inflow and outflow boundaries.

As our output of interest \( s \), we choose the flow rate of the velocity solution of (2.1) across the inflow boundary of \( \Omega \), which is found by the functional

\[
s(u; \Phi) = -\int_{\Gamma_{\text{in}}} u \cdot n ds, \tag{2.3}
\]

where \( n \) is the outward pointing normal of the boundary.

With the given boundary conditions, we define the pressure space to be \( M(\Omega) = L^2(\Omega) \), and introduce the variational formulation of (2.1): Find \( u \in X(\Omega) \) and \( p \in M(\Omega) \) such that

\[
\begin{align*}
\text{a}(u, v; \Phi) + \text{c}(u, u, v; \Phi) + \text{b}(v, p; \Phi) &= l(v; \Phi) \quad \forall \; v \in X(\Omega) \\
\text{b}(u, q; \Phi) &= 0 \quad \forall \; q \in M(\Omega),
\end{align*} \tag{2.4}
\]

where

\[
\begin{align*}
\text{a}(v, w; \Phi) &= \nu \int_\Omega \nabla v \cdot \nabla w d\Omega = \nu \sum_{i,j=1}^2 \int_\Omega \frac{\partial v_i}{\partial x_j} \frac{\partial w_i}{\partial x_j} d\Omega, \tag{2.5} \\
\text{b}(v, q; \Phi) &= -\int_\Omega q \nabla \cdot v d\Omega = -\sum_{i=1}^2 \int_\Omega q \frac{\partial v_i}{\partial x_i} d\Omega, \tag{2.6} \\
\text{c}(u, v, w; \Phi) &= \int_\Omega (u \cdot \nabla) v \cdot w d\Omega = \sum_{i,j=1}^2 \int_\Omega u_i \frac{\partial v_j}{\partial x_i} w_j d\Omega, \tag{2.7}
\end{align*}
\]

are bilinear and trilinear forms, and

\[
\begin{align*}
l(v; \Phi) &= \int_\Omega f \cdot v d\Omega + \int_{\Gamma_{\text{in}}} \sigma_{\text{in}}^n v \cdot n ds + \int_{\Gamma_{\text{out}}} \sigma_{\text{out}}^n v \cdot n ds, \tag{2.8}
\end{align*}
\]
is a linear form. Alternatively we may define (2.5), (2.6), and (2.7) in terms of the reference variables \((\xi, \eta)\), as

\[
a(v, w; \Phi) = \nu \int_{\hat{\Omega}} \mathcal{J}^{-T} \hat{\nabla} (v \circ \Phi) \cdot \mathcal{J}^{-T} \hat{\nabla} (w \circ \Phi) |J| d\hat{\Omega},
\]

\[
b(v, q; \Phi) = -\int_{\hat{\Omega}} (q \circ \Phi) \hat{\nabla} \cdot [\mathcal{J}^{-1} (v \circ \Phi)] |J| d\hat{\Omega},
\]

\[
c(u, v, w; \Phi) = \int_{\hat{\Omega}} ((u \circ \Phi) \cdot \mathcal{J}^{-T} \hat{\nabla})(v \circ \Phi) \cdot (w \circ \Phi) |J| d\hat{\Omega},
\]

where \(\mathcal{J}\) is the Jacobian of \(\Phi : \hat{\Omega} \rightarrow \Omega\),

\[
\mathcal{J} = \begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \eta} \\
\frac{\partial y}{\partial \xi} & \frac{\partial y}{\partial \eta}
\end{bmatrix},
\]

(2.10)

and \(J\) is the determinant of \(\mathcal{J}\). A similar transformation can be done to the linear form (2.8); in the following, we set \(f = 0\). For this choice of \(f\) we get

\[
s(u; \Phi) = l(u; \Phi),
\]

which in [14] is denoted a compliant output.

The variational form (2.4) of the steady incompressible Navier-Stokes equations is non-linear and non-symmetric. For the spaces defined above, the inf-sup condition

\[
\inf_{q \in M} \sup_{v \in X} \frac{b(v, q)}{|q||L^2(\Omega)||v||H^1(\Omega)} = \beta > 0,
\]

(2.11)

is satisfied; see [2] and [4].

To estimate the error in the output of interest we also define the linear dual problem: Find \(\psi \in X(\Omega)\) and \(\lambda \in M(\Omega)\) such that

\[
a(v, \psi; \Phi) + c_1(u, v, \psi; \Phi) + b(v, \lambda; \Phi) = -l(v; \Phi) \quad \forall \ v \in X(\Omega)
\]

\[
b(\psi, q; \Phi) = 0 \quad \forall \ q \in M(\Omega),
\]

(2.12)

where

\[
c_1(u, v, \psi; \Phi) = c(u, v, \psi; \Phi) + c(v, u, \psi; \Phi),
\]

(2.13)

and \(u\) is the velocity solution of (2.4).

We now consider a discretization of the primal problem (2.4) and the linear dual problem (2.12) using a pure spectral method based on high order polynomials; see [10] and [11]. Let \(\mathbb{P}_n(\hat{\Omega})\) be the space of all functions which are polynomials of degree less than or equal to \(n\) in each spatial direction on the reference domain \(\hat{\Omega}\). The discrete space for the velocity is then taken to be

\[
X_N(\Omega) = \{v \in X(\Omega), \ v \circ \Phi \in (\mathbb{P}_N(\hat{\Omega}))^2\},
\]

(2.14)

while the discrete space for the pressure is

\[
M_N(\Omega) = \{q \in M(\Omega), \ q \circ \Phi \in \mathbb{P}_{N-2}(\hat{\Omega})\}.
\]

(2.15)
For this choice of discrete spaces, the inf-sup condition defined in (2.11) is satisfied. The bases for $X_N$ and $M_N$ are conveniently expressed in terms of the reference variables $\xi$ and $\eta$. As a basis for $X_N$ we use a nodal basis through the $(N + 1)^2$ tensor-product Gauss-Lobatto Legendre (GLL) points $(\xi_m, \xi_n)$, $m, n = 0, \ldots, N$, while the basis for $M_N$ is a nodal basis through the $(N - 1)^2$ tensor-product Gauss-Legendre (GL) points, $(\zeta_m, \zeta_n)$, $m, n = 0, \ldots, N - 2$; see [10] and [11].

The mapping $\Phi$ is realized computationally by using an isoparametric representation of the geometry. Each edge of $\Omega$ is given as a one-to-one mapping of a corresponding edge $[-1, 1]$ on $\hat{\Omega}$. Each edge of $\Omega$ is approximated as an $N$-th order polynomial, and the location of the (interior) points $(x_m, y_n) = \Phi(\xi_m, \xi_n)$ are found by a Gordon-Hall algorithm; see [6].

The linear, bilinear, and trilinear forms in (2.4) and (2.12) are expressed in terms of the reference variables, and the integrals are evaluated using GLL and GL quadrature. This gives us the following discrete system for the primal problem: Find $u_N \in X_N(\Omega)$ and $p_N \in M_N(\Omega)$ such that

\[
\begin{align*}
a_N(u_N, v; \Phi) + c_N(u_N, u_N; \Phi) + b_N(v, p_N; \Phi) &= l_N(v; \Phi) \quad \forall v \in X_N(\Omega) \\
b_N(u_N, q; \Phi) &= 0 \quad \forall q \in M_N(\Omega),
\end{align*}
\]

(2.16)

where $a_N$, $c_N$, $b_N$ and $l_N$ refer to integration of the linear, bilinear, and trilinear forms using Gauss-type quadrature. Similarly, the discrete system for the linear dual problem is: Find $\psi_N \in X_N(\Omega)$ and $\lambda_N \in M_N(\Omega)$ such that

\[
\begin{align*}
a_N(v, \psi_N; \Phi) + c_N(v, u_N, \psi_N; \Phi) + b_N(v, \lambda_N; \Phi) &= -l_N(v; \Phi) \quad \forall v \in X_N(\Omega) \\
b_N(\psi_N, q; \Phi) &= 0 \quad \forall q \in M_N(\Omega).
\end{align*}
\]

(2.17)

Finally, the output of interest is found by evaluating

\[
s(u_N; \Phi) = l_N(u_N; \Phi),
\]

(2.18)

where $u_N$ is the velocity solution found in (2.16).

The transformation of the operators to the reference domain defined in (2.9) shows how the mapping $\Phi$ and the geometric variables $J$ and $J$ enter the variational form of the Navier-Stokes equations. We see that since the geometric variables enter the variational form inside the integral operators, and since (except for pure stretching and rotation,) the geometric variables are non-constant over $\hat{\Omega}$, we are not able to express the operators as affine combinations of geometry dependent operators and velocity/pressure dependent operators. For parameter dependent problems where affine separation is possible, it is shown in [14] that the number of online operations needed to compute the reduced basis output of interest, $s_N$, is independent of the resolution $N$. We show in Section 5 however, that the operators in (2.9) may be approximated by affine combinations of certain geometric functions and velocity/pressure dependent operators. The $\Phi$-dependence is then taken care
of by evaluating these geometric functions only at isolated points. Using this approximation, we show in Section 3 that the number of online operations needed to compute $s_N$ for geometric parameters is independent of $N$ to a great extent. For complete $N$-independence, the geometric functions used in the affine approximation should be computed only in the isolated points in which they are evaluated, and not over the whole domain. Since we use spectral elements however, the underlying basis consists of polynomials of degree $N$. To compute the derivative of a function at one point involves a linear combination of $N+1$ functional values, as opposed to computing the derivative on the whole domain in $O(N^3)$ operations.

3 The reduced basis method

The idea behind the reduced basis method is to construct an approximation space of $N$ precomputed solutions, or their derivatives, for a sample of parameters. These precomputed solutions are then used as a basis with very high information content to find the solution of the same problem for a generic choice of parameters. The sample parameters are chosen such that they cover the domain of relevant parameters to some extent, either by distributing the parameters evenly throughout the domain, or by a log-random distribution; see [14]. For an approximation space consisting of only one precomputed solution and several derivatives (a Taylor expansion), only one parameter is chosen; see [13]. Typically $N$ is much smaller than the resolution $N$ used in the underlying problem, and the reduced basis solution is found as a linear combination of the precomputed solutions.

When the geometry is used as the parameter, we use typical shape parameters to define the geometries. These shape parameters may be the diameter of a pipe, the deflection angle of a beam, or the height and width of rectangular parts; see [8] for shape parameters for a bifurcation. We note that different shape parameters, may constitute the same solution when “viewed” on the same geometry. For example, if the Laplace equation, $-\Delta u = 0$, is solved on two different rectangles, with Dirichlet boundary conditions on the vertical boundaries and homogeneous Neumann conditions on the horizontal boundaries, the solutions are identical when the results are presented on a reference rectangle, e.g., $\hat{\Omega}$. The solution is just a scalar field, varying linearly from the left vertical boundary to the right vertical boundary. In fact, the same solution is also obtained when the Laplace problem is solved on an undeformed quarter of an annulus; see [12] and Figure 1. Although the precomputed solutions of (2.16) present more variation than the solution of the Laplace problem, orthogonalization of the precomputed solutions is necessary.

For a generic domain $\Omega = \Phi(\hat{\Omega})$, we now define the reduced basis approximation spaces $X_N(\Omega) \subset X_N(\Omega)$ and $M_N(\Omega) \subset M_N(\Omega)$. Here $N$ denotes
Figure 1: The solution of \(-\Delta u = 0\) with Dirichlet boundary conditions on the inflow and outflow, and isolated walls is a linear scalar field.
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(a) The undeformed annulus.

(b) The contour lines of the solution of \(-\Delta u = 0\) on the undeformed annulus.

(c) The contour lines of the solution mapped to the reference domain \(\hat{\Omega} = (-1,1)^2\).

The number of precomputed solutions, corresponding to a set of preselected geometries. Our objective is to find the reduced basis output of interest

\[
s(u_N; \Phi) = l_N(u_N; \Phi),
\]

where \(u_N\) is the velocity solution of the problem: Find \(u_N \in X_N(\Omega)\) and \(p_N \in M_N(\Omega)\), satisfying

\[
a_N(u_N, v; \Phi) + c_N(u_N, u_N, v; \Phi) + b_N(v, p_N; \Phi) = l_N(v; \Phi) \quad \forall v \in X_N(\Omega)
\]

\[
b_N(u_N, q; \Phi) = 0 \quad \forall q \in M_N(\Omega)
\]

In addition, we want to find error bounds for the output of interest, for which we need the solution of the linear dual reduced basis problem: Find \(\psi_N \in X_N(\Omega)\) and \(\lambda_N \in M_N(\Omega)\), satisfying

\[
a_N(v, \psi_N; \Phi) + c_L(u_N, v, \psi_N; \Phi) + b_N(v, \lambda_N; \Phi) = -l_N(v; \Phi) \quad \forall v \in X_N(\Omega)
\]

\[
b_N(\psi_N, q; \Phi) = 0 \quad \forall q \in M_N(\Omega)
\]

Since we intend to find the solution of both (3.2) and (3.3) in \(X_N(\Omega)\) and \(M_N(\Omega)\), the spaces must contain precomputed solutions of both (2.16) and (2.17).

We proceed as follows. First we assume that we have a space \(S\) of regular one-to-one mappings of \(\hat{\Omega}\), such that \(\Phi \in S\) for all relevant generic \(\Phi\). We then take a sample of mappings, such that \(S_{N/2} = \{\Phi_i : \hat{\Omega} \to \Omega_i\}_{i=1}^{N/2} \subset S\). On each domain \(\Omega_i\), we find both the solution \((u_i, p_i)\) of the primal problem (2.16), and the dual solution \((\psi_i, \lambda_i)\) of the linear dual problem (2.17). Thus the sample \(S_{N/2}\) provides \(N\) velocity basis functions and \(N\) pressure
basis functions. The precomputed solutions are mapped to the reference domain \( \hat{\Omega} \), where they are stored. To use these precomputed solutions as basis functions on the generic geometry \( \Omega \), they are mapped from the reference geometry to the generic geometry. The pressure functions are mapped through simple composition, such that on the reference domain we get \( \hat{p}_i = p_i \circ \Phi_i \), and on the generic domain we get \( \tilde{p}_i = p_i \circ \Phi_i \circ \Phi^{-1} \). The reduced basis approximation space for the pressure on a generic domain is thus

\[
M_N(\Omega) = \text{span}\{(\hat{p}_i, \hat{\lambda}_i), i = 1, ..., N/2\}.
\] (3.4)

The velocity functions are mapped to the reference domain by the Piola transformation \[5\]

\[
\hat{u}_i = \Psi_i(u_i) = J_i^{-1}(u_i \circ \Phi_i)|J_i|.
\] (3.5)

The Piola transformation ensures that the velocity basis functions remain divergence free, and on the generic domain we get the reduced basis approximation space

\[
X^0_N(\Omega) = \text{span}\{(\Psi^{-1}(\hat{u}_i), \Psi^{-1}(\hat{\psi}_i)), i = 1, ..., N/2\},
\] (3.6)

where each basis function is divergence free. To solve (3.2) and (3.3), the inf-sup condition should conveniently be fulfilled for the reduced basis approximation spaces. We thus have to enrich the velocity space, and, as described in \[7\], for each pressure solution, \( \hat{p}_i \in M_N(\hat{\Omega}) \), we find \( \hat{v}_i(\hat{p}_i) = \tilde{v}_i \in X_N(\hat{\Omega}) \) such that

\[
\hat{v}_i = \arg \max_{\hat{u} \in X_N(\hat{\Omega})} \int_{\hat{\Omega}} \hat{p}_i \nabla \cdot \hat{u} \, d\hat{\Omega}.
\] (3.7)

Similarly, we use (3.7) to find \( \hat{\phi}_i(\hat{\lambda}_i) = \tilde{\phi}_i \in X_N(\hat{\Omega}) \) for each \( \hat{\lambda}_i \in M_N(\hat{\Omega}) \). The enriched reduced basis approximation space for the velocity is then defined as

\[
X_N(\Omega) = X^0_N(\Omega) \oplus X^e_N(\Omega),
\] (3.8)

where

\[
X^e_N(\Omega) = \text{span}\{(\Psi^{-1}(\hat{v}_i), \Psi^{-1}(\hat{\psi}_i)), i = 1, ..., N/2\}.
\] (3.9)

For the given reduced basis approximation spaces \( X_N(\Omega) \) and \( M_N(\Omega) \) we are then guaranteed unique solutions of (3.2) and (3.3).

Alternatively, we may exploit the fact that the velocity basis functions in \( X^0_N(\Omega) \) are divergence free, and find only the velocity solution of (3.2) by: Find \( u_N \in X^0_N(\Omega) \) such that

\[
a_N(u_N, v; \Phi) + c_N(u_N, u_N, v; \Phi) = l_N(v; \Phi) \quad \forall v \in X^0_N(\Omega).
\] (3.10)

A thorough investigation of this alternate method is done in \[8\] for the steady Stokes problem.
In Section 5 we use the transformation of the operators defined in (2.9) to show that, despite the fact that the geometric variables are inside the integrals, we may approximate the operators by affine combinations of geometry dependent operators and velocity/pressure dependent operators. For the diffusion operator, say, we get

$$a(v, w; \Phi) \approx \nu \sum_{q=1}^{Q} \sum_{m=1}^{M_a} \beta_m^q(\Phi) \int_{\Omega} \tilde{g}_m^q a^q(\tilde{v}, \tilde{w}) \, d\Omega, \quad \forall v, w \in X(\Omega), \forall \Phi \in S,$$

(3.11)

where \(\tilde{g}_m^q\) and \(a^q(\tilde{v}, \tilde{w})\) are independent of \(\Phi\), and \(Q\) and \(M_a\) are small integers. The \(\Phi\)-dependent coefficients \(\beta_m^q\) are constant over \(\hat{\Omega}\). We also show in Section 5 that the number of operations needed to find the coefficients are independent of \(N\). This affine approximation of the operators allows for an offline/online decomposition of the computational work, and very efficient computation of the reduced basis output of interest.

To compute the reduced basis output of interest \(s(u_N; \Phi)\) we only need the coefficients of the reduced basis velocity solution. To clarify, we write

$$u_N = \sum_{j=1}^{2N} \alpha_j \tilde{u}_j, \quad \text{and} \quad p_N = \sum_{j=1}^{N} \gamma_j \tilde{q}_j,$$

(3.12)

where each \(\tilde{u}_j\) represents either \(\Psi^{-1}(\tilde{u}_i)\), \(\Psi^{-1}(\tilde{v}_j)\), \(\Psi^{-1}(\tilde{v}_i)\), or \(\Psi^{-1}(\tilde{\psi}_j)\) for some \(i \in [1,N/2]\), and \(\tilde{q}_j\) represents either \(\tilde{p}_i\), or \(\tilde{\lambda}_i\) for some \(i \in [1,N/2]\). The algebraic equations corresponding to (3.2) are

$$\begin{bmatrix}
A + C & -D^T \\
-D & 0
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\gamma
\end{bmatrix}
= 
\begin{bmatrix}
F \\
0
\end{bmatrix},$$

(3.13)

where \(A_{ij} = a_N(\tilde{u}_j, \tilde{u}_j; \Phi)\) and \(C_{ij} = c_N(\tilde{u}_j, \tilde{u}_j; \Phi)\) for \(1 \leq i, j \leq 2N\), \(D_{ij} = -b_N(\tilde{u}_j, \tilde{q}_i)\) for \(1 \leq i \leq N\) and \(1 \leq j \leq 2N\), and \(F_i = l_N(\tilde{u}_i; \Phi)\) for \(1 \leq i \leq 2N\). In (3.13) \(\alpha\) and \(\gamma\) are vectors \(\alpha = [\alpha_1, ..., \alpha_{2N}]^T\) and \(\gamma = [\gamma_1, ..., \gamma_N]^T\). The output of interest is found from

$$s_N = s(u_N; \Phi) = l_N(u_N; \Phi) = \sum_{i=1}^{2N} \alpha_i l_N(\tilde{u}_i; \Phi) = \sum_{i=1}^{2N} \alpha_i F_i,$$

(3.14)

such that we do not need to assemble the reduced basis solution itself. In this way the output of interest is found independently of \(N\). In Section 4 we develop output error bounds which, by affine approximations like (3.11), are also found independently of \(N\).

We now use the affine approximation (3.11) to see that most of the computational effort needed to find the entries in \(A, C, D,\) and \(F\) may be spent in the precomputational stage. We get

$$A_{ij} \approx \nu \sum_{q=1}^{Q} \sum_{m=1}^{M} \beta_m^q(\Phi) A_{m, ij}^q, \quad 1 \leq i, j \leq 2N,$$

(3.15)
where all elements
\[ A_{m, ij}^q = \int_{\Omega} \tilde{g}_{m,a}^q(\tilde{u}_j, \tilde{u}_i) d\Omega, \quad 1 \leq q \leq Q, \ 1 \leq m \leq M_q, \] (3.16)
only depend on the precomputed velocity basis functions and the preselected basis geometries, and may be computed in the offline stage. We thus have to compute and store \( M_q Q \) matrices \( A_{m}^q \in \mathbb{R}^{2N \times 2N} \). Compared to the affine case described in [14], we need \( M_q \) times the storage, and in the online stage the assembly of \( A \) in (3.15) we also need \( M_q \) times the operations needed in the affine case. Similar approximations are found for the other operators.

4 A posteriori error estimation

To evaluate the error in the reduced basis output of interest \( s_N \), we compute bounds for the error based on the reduced basis solution \( u_N \) and the reduced basis linear dual solution \( \psi_N \). Since the output of interest is found independent of \( N \), so should the error bounds. In [14] a posteriori error estimation in the reduced basis context for linear problems is done for non-symmetric, coercive operators with affine parameter dependence, and the dual solution is used to achieve strict error bounds for the output of interest. The Navier-Stokes equations are both non-linear and non-symmetric, and in addition we have non-affine parameter dependence. We thus have to modify the error bounds found in [14] to suit our needs. Some work was done in [7] for a posteriori error estimation of the reduced basis solution of the Stokes equations with non-affine parameter dependence, and in [9] a posteriori error estimation for the Navier-Stokes equations is presented in the finite element context. The analysis below is a combination of these three works.

A given output of interest is used to evaluate the error, and as in [7], we consider the compliant output
\[ s(u; \Phi) = l(u; \Phi). \] (4.1)
For a given instantiation of the mapping \( \Phi \), we wish to compute bounds for the output such that
\[ s_N^- \leq s(u; \Phi) \leq s_N^+. \] (4.2)
Before we define the bounds we need some notation. We define the primary residual
\[ \mathcal{R}^{pr}((u_N, p_N); v; \Phi) = l(v; \Phi) - a(u_N, v; \Phi) - c(u_N, v, \psi_N; \Phi) - b(v, p_N; \Phi), \] (4.3)
and the generalized dual residual
\[ \mathcal{R}^{du}(u_N; (\psi_N, \lambda_N); v; \Phi) = -l(v; \Phi) - a(v, \psi_N; \Phi) - b(v, \lambda_N; \Phi) - c(u_N, v, \psi_N; \Phi) - c(v, u_N, \psi_N; \Phi). \] (4.4)
It is shown in [7] that the diffusion operator defined on the reference domain by
\[ \hat{a}(v, w; \Phi) = \nu \int_{\hat{\Omega}} g(\Phi) \nabla \cdot (v \nabla \Phi) d\hat{\Omega}, \] (4.5)
satisfies
\[ a_0 \|v\|^2_{X_N(\Omega)} \leq \hat{a}(v, v; \Phi) \leq a(v, v; \Phi) \quad \forall v \in X_N(\Omega), \] (4.6)
for some positive constant \(a_0\), and \(g(\Phi)\) defined as either the local or the global minimum eigenvalue of the \(2 \times 2\) symmetric positive-definite matrix \(G(\Phi) = (J^T J)^{-1} J\). Based on empirical interpolation, we may approximate \(G(\Phi)\) as the sum of precomputed matrices, and the evaluation of \(\hat{a}(\cdot, \cdot; \Phi)\) may thus be decoupled in an offline stage and an online stage as described earlier.

We define the primary and dual “reconstructed errors”, \(\hat{e}^{pr}\) and \(\hat{e}^{du}\) from
\[ 2\hat{a}(\hat{e}^{pr}, v; \Phi) = R^{pr}((u_N, p_N); v; \Phi) \quad \forall v \in \hat{X}_N(\Omega) \] (4.7)
\[ 2\hat{a}(\hat{e}^{du}, v; \Phi) = R^{du}(u_N; (\psi_N, \lambda_N); v; \Phi) \quad \forall v \in \hat{X}_N(\Omega), \] (4.8)
where \(\hat{X}_N(\Omega) = \{v \circ \Phi \in (P_N(\Omega))^2, v_{|\Gamma} = 0\}\).

Finally we define the output bounds as
\[ s^\pm_N = l(u_N; \Phi) - R^{pr}((u_N, p_N); \psi_N; \Phi) \pm \kappa \hat{e}^\pm, \hat{e}^\pm; \Phi, \] (4.9)
where \(\kappa\) is a strictly positive number, and
\[ \hat{e}^\pm = \hat{e}^{pr} \mp \frac{1}{\kappa} \hat{e}^{du}. \] (4.10)

To see that the bounds defined in (4.9) really are bounds, we define \(e = u - u_N\) and \(\epsilon = p - p_N\), and use (4.10), (4.7), and (4.8) to see that
\[ 2\kappa \hat{a}(\hat{e}^\pm, e; \Phi) = 2\kappa \hat{a}(\hat{e}^{pr}, e; \Phi) \mp \frac{1}{\kappa} \hat{e}^{du}, e; \Phi) \]
\[ = 2\kappa \hat{a}(\hat{e}^{pr}, e; \Phi) \mp 2\hat{a}(\hat{e}^{du}, e; \Phi) \]
\[ = \kappa R^{pr}((u_N, p_N); e; \Phi) \]
\[ \mp R^{du}(u_N; (\psi_N, \lambda_N); e; \Phi). \] (4.11)

We then use \(R^{pr}((u_N + e, p_N + \epsilon); v; \Phi) = 0, \forall v \in X_N\) to expand the right hand side of (4.11) to
\[ 2\kappa \hat{a}(\hat{e}^\pm, e; \Phi) = \kappa (l(e; \Phi) - a(u_N, e; \Phi) - b(e, p_N; \Phi)
- c(u_N, u_N, e; \Phi))
- \kappa (l(e; \Phi) - a(u_N + e, e; \Phi) - b(e, p_N + \epsilon; \Phi)
- c(u_N + e, u_N + e, e; \Phi))
\[ \mp (-l(e; \Phi) - a(e, \psi_N; \Phi) - b(e, \lambda_N; \Phi)
- c(u_N, e, \psi_N; \Phi) - c(e, u_N, \psi_N; \Phi)) \]
\[ \mp (-l(\psi_N; \Phi) + a(u_N + e, \psi_N; \Phi) + b(\psi_N, N + \epsilon; \Phi)
+ c(u_N + e, u_N + e, \psi_N; \Phi)). \] (4.12)
We then exploit that
\[
b(u, q; \Phi) = 0 \quad \forall q \in M_N(\Omega)
\]
\[
b(u_N, q; \Phi) = 0 \quad \forall q \in M_N(\Omega)
\]
\[
b(\psi_N, q; \Phi) = 0 \quad \forall q \in M_N(\Omega),
\]
to get
\[
2\kappa \hat{a}(\hat{e}^\pm, e; \Phi) = \kappa (a(e, e; \Phi) + c(u_N, e, e; \Phi) + c(e, u_N, e; \Phi)
+ c(e, e, e; \Phi))
\pm (-l(e; \Phi) - R^{pr}((u_N, p_N); \psi_N; \Phi) + c(e, e, \psi_N; \Phi)).
\]

With this expression for the right hand side, equation (4.11) is then added to the bound equation (4.9), and we end up with
\[
s_N^\pm = l(u; \Phi) \pm \kappa (\hat{a}(\hat{e}^\pm, \hat{e}^\pm; \Phi) - 2\hat{a}(\hat{e}^\pm, e; \Phi) + a(e, e; \Phi))
\pm \kappa (c(u_N, e, e; \Phi) + c(e, u_N, e; \Phi) + c(e, e, e; \Phi))
- c(e, e, \psi_N; \Phi).
\]

Due to (4.6) we have
\[
\hat{a}(\hat{e}^\pm, \hat{e}^\pm; \Phi) - 2\hat{a}(\hat{e}^\pm, e; \Phi) + a(e, e; \Phi)
\geq \hat{a}(\hat{e}^\pm, \hat{e}^\pm; \Phi) - 2\hat{a}(\hat{e}^\pm, e; \Phi) + \hat{a}(e, e; \Phi)
\geq 0.
\]

To finalize the argument we need to show that the indefinite terms are smaller, or converge faster, than the positive definite term. To do this we need the a priori error estimate for $|e|_{H^1}$.

In Section 3 we saw that the output of interest may be computed independently of $\mathcal{N}$ by approximating the operators in (2.4) by affine combinations of parameter dependent functions and velocity/pressure dependent functions, like (3.11). To achieve the same $\mathcal{N}$ independence for the error bounds, we have to approximate $\hat{a}(v, w; \Phi)$ by a similar affine combination. We write
\[
\hat{a}(v, w; \Phi) \approx \nu \sum_{q'=1}^{Q'} \sum_{m'=1}^{M_{q'}} \beta_{q'm'}^{q'}(\Phi) \int_{\hat{\Omega}} \hat{g}_{q'm'}^{q'}(\hat{\nu}, \hat{w})d\hat{\Omega},
\]
where all integrals may be precomputed, and the parameter dependent coefficients are found using the empirical interpolation technique [3] presented in the next section.

In the offline stage we also find the solutions $\hat{z}_{jm,m}^{q,q}$ of
\[
\int_{\hat{\Omega}} \hat{g}_{q'm'}^{q'}(\hat{z}_{jm,m}^{q,q}, \hat{v})d\hat{\Omega} = \int_{\hat{\Omega}} \hat{g}_{m}^{q}a^{q}(u_j, \hat{v})d\hat{\Omega}, \quad \forall \hat{v} \in \bar{X}_{\mathcal{N}}(\hat{\Omega}),
\]
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for \( j = 1, \ldots, 2N, q' = 1, \ldots, Q', q = 1, \ldots, Q, m' = 1, \ldots, M_{q'}, \) and \( m = 1, \ldots, M_q \). Fortunately \( Q', Q, M_{q'}, \) and \( M_q \) are small integers, and the storage needed is moderate. Similar solutions are found with respect to the other operators in (2.4) and (2.12). These solutions represent the solutions of (4.7) and (4.8) for each velocity and pressure basis function in the reduced basis spaces, and in the online stage the error bounds (4.9) are found by adding the contributions together, multiplied with the correct reduced basis coefficients. This is explained in detail in [14], and the application here is just an extension of the work done there.

5 Offline/online decoupling

We have seen in Section 3 that if we are able to write the operators in the problem at hand as sums of products between parameter independent operators and parameter dependent operators, the coefficients of the reduced basis solution, and thus the output of interest, may be found independent of \( N \). Furthermore, we have seen in Section 4, that also the error bounds for the output may be found independent of \( N \), if such sums are available.

When using the geometry as a parameter, however, we see from (2.9) that, since the Jacobian of the geometric mapping is present under the integrals, we are unable to express the operators in the variational form of the steady Navier-Stokes equations as sums of products between parameter dependent operators and operators acting only on the basis functions.

Instead we express the operators as the integral of a sum of products between parameter dependent operators and operators acting only on the basis functions. We use the diffusion operator as an example, and below we show that for \( Q = 17 \) we may write

\[
a(\mathbf{u}, \mathbf{v}; \Phi) = \nu \int_{\Omega} \sum_{q=1}^{Q} g^q(\Phi)a^q(\mathbf{u}, \mathbf{v}) \, d\Omega,
\]

where all \( a^q(\cdot, \cdot) \) are independent of \( \Phi \).

The next step is to develop a basis for each \( g^q(\Phi) \) based on a few sample mappings \( \Phi^q \). These sample mappings should be chosen such that they span the space of mappings in which we find the generic mapping \( \Phi \), but they need not be equal to the sample mappings used to generate the velocity and pressure basis functions, and different \( g^q(\Phi) \) might use different sets of sample mappings.

For each \( g^q(\Phi) \) we use a basis comprising \( M_q \) basis functions to find an approximation

\[
g^q(\Phi) \approx \sum_{m=1}^{M_q} \beta^q_m(\Phi)\tilde{g}^q_m,
\]

where \( \beta^q_m(\Phi) \) are the coefficients of the \( m \)-th basis function in the approximation of \( g^q(\Phi) \).
where $\beta_{q}^m(\Phi)$ are constant coefficients specific to the generic geometry, and $\tilde{g}_m^q = \tilde{g}^q(\Phi_{m}^q)$ are basis functions for this specific $g^q(\Phi)$. The tilde indicates that the basis functions are not just $g^q(\Phi)$ sampled at $\Phi_{m}^q$, which would yield a projection of $g^q(\Phi)$ onto space spanned by the basis functions, but a basis carefully constructed through empirical interpolation; see [3]. The method is described below, and the coefficients in (5.2) are found by evaluating $g^q(\Phi)$ at $M_q$ isolated points $t_i^q \in \hat{\Omega}$, and solving a precomputed lower triangular matrix $B^q$.

Although projection gives a more accurate result in the approximation of $g^q(\Phi)$, it requires inner products of functions with resolution $N$ in the online stage. In empirical interpolation one only needs to sample each $g^q(\Phi)$ at given isolated points in $\hat{\Omega}$, and for smooth functions, not much accuracy is lost. Since the coefficients $\beta_{q}^m(\Phi)$ are constant over $\hat{\Omega}$, we are able to approximate the diffusion operator on the generic geometry as

$$a(u, v; \Phi) \approx \nu \sum_{q=1}^{Q} \sum_{m=1}^{M_q} \beta_{m}^q(\Phi) \int_{\Omega} \tilde{g}_m^q(\Phi_m) a^q(\tilde{u}, \tilde{v}) d\hat{\Omega}. \quad (5.3)$$

We follow the procedure developed for one coefficient function in [3], and assume that $g^q(\Phi) \in L^\infty(\hat{\Omega})$ for $q = 1, \ldots, Q$. We also assume that the sample $S_{N/2} = \{\Phi_i\}_{i=1}^{N/2}$ is sufficiently rich, such that $g^q(\Phi_i)$ may be used to approximate $g^q(\Phi)$.

For each $q$ we choose an arbitrary $\Phi_i^q \in S_{N/2}$. We define the sample $S_M^q = \{\Phi_i^q\}$, the function $\xi_i^q(x) = g^q(\Phi_i^q(x))$, and the space $W_i^q = \text{span}\{\xi_i^q\}$. By induction, we find

$$\Phi_i^q = \arg \max_{\Phi \in S_{N/2}} \inf_{z \in W_{M-1}^q} ||g^q(\Phi) - z||_{L^\infty(\hat{\Omega})}, \quad (5.4)$$

and define the new sample $S_M^q = S_{M-1}^q \cup \Phi_i^q$, the function $\xi_M^q(x) = g^q(\Phi_M^q(x))$, and the space $W_M^q = \text{span}\{\xi_i^q, 1 \leq m \leq M\}$. We proceed until

$$\max_{\Phi \in S_{N/2}} \inf_{z \in W_{M-1}^q} ||g^q(\Phi) - z||_{L^\infty(\hat{\Omega})} \quad (5.5)$$

reaches a desired limit, and let $M_q = M$. So far this is standard procedure.

The empirical interpolation technique then defines the basis functions $\{g_q^i\}_{i=1}^{M_q}$ as scaled linear combinations of the functions in $W_M^q$, and the interpolation points $\{t_i^q\}_{i=1}^{M_q}$, such that

$$\tilde{g}_i^q(t_i^q) = 1, \quad i = 1, \ldots, M_q \quad (5.6)$$

$$\tilde{g}_i^q(t_j^q) = 0, \quad i < j. \quad (5.7)$$

We first set $t_i^q = \arg \sup_{x \in \hat{\Omega}} |\xi_i^q(x)|$, and define the scaled function $\tilde{g}_1^q = \xi_1^q(x)/\xi_1^q(t_1^q)$, such that $\tilde{g}_1^q(t_1^q) = 1$. Again we proceed by induction. For
2 \leq M \leq M_q we solve the linear system

\[ \sum_{j=1}^{M-1} \sigma_j^{M-1} \tilde{g}_j(t^q_i) = \xi_M(t^q_i), \quad 1 \leq i \leq M - 1, \quad (5.8) \]

for the unknown coefficients \( \{\sigma_j^{M-1}\}_{j=1}^{M-1} \). We define the linear combination

\[ r^q_M(x) = \xi_M^q(x) - \sum_{j=1}^{M-1} \sigma_j^{M-1} \tilde{g}_j(x), \]

and find its maximizing point

\[ t^q_M = \arg \inf_{x \in \Omega} |r^q_M(x)|. \]

The next basis function is then found by scaling \( \tilde{g}_M^q(x) = r^q_M(x)/r^q_M(t^q_M) \).

The basis functions \( \{\tilde{g}_i\}_{i=1}^{M_q} \) are used together with the reduced basis velocity basis functions to compute the integrals in (3.11) in the offline stage. The interpolation points \( \{t^q_i\}_{i=1}^{M_q} \) are stored together with the matrices \( B^q \) defined by \( B_{ij}^q = \tilde{g}^q_j(t^q_i), 1 \leq i, j \leq M_q \).

For \( Q = 1 \), it is shown in [3] that the construction of the interpolation points is well-defined, and the functions \( \tilde{g}_1^q, ..., \tilde{g}_M^q \) form a basis for \( W_M^q \). From the construction, \( B^q \) is lower triangular, and thus invertible for all \( q \). In the online stage of the reduced basis element method we find the \( \beta^q_b(\Phi) \)-coefficients needed in (3.11) by solving

\[ \sum_{j=1}^{M_q} B_{ij}^q \beta^q_b(\Phi) = g(\Phi(t^q_i)), \quad 1 \leq i \leq M_q. \quad (5.9) \]

This only involves sampling \( g(\Phi) \) in \( M_q \) points, and due to the lower triangularity of \( B^q \) the system is already solved.

Expressions similar to (5.1) are developed for \( c(\mathbf{u}, \mathbf{v}, \mathbf{w}; \Phi) \) and \( l(\mathbf{u}; \Phi) \), and bases for the geometric variables are constructed using the empirical interpolation technique. Due to the Piola transformation (3.5), we get

\[ \int_{\Omega} \tilde{p} \nabla \cdot \mathbf{v} \, d\Omega = \int_{\Omega} \tilde{p} \tilde{\nabla} \cdot \tilde{\mathbf{v}} \, d\hat{\Omega}, \quad \forall \mathbf{v} \in X(\Omega), \quad (5.10) \]

where \( \tilde{\mathbf{v}} = \Psi(\mathbf{v}) \), and the contributions from \( b_N(\tilde{\mathbf{u}}_j, \tilde{q}_i) \) may thus be computed directly on the reference domain. In the offline stage of the reduced basis element method we then compute and store

\[ \int_{\Omega} \tilde{g}^q_m a^q(\tilde{\mathbf{u}}_j, \tilde{\mathbf{u}}_i) d\hat{\Omega}, \quad i, j = 1, ..., 2N, \quad q = 1, ..., Q, \quad m = 1, ..., M_q, \quad (5.11) \]

\[ \int_{\Omega} \tilde{h}_m c^r(\tilde{\mathbf{u}}_i, \tilde{\mathbf{u}}_j, \tilde{\mathbf{u}}_k) d\hat{\Omega}, \quad i, j, k = 1, ..., 2N, \quad r = 1, ..., R, \quad m = 1, ..., M_r, \quad (5.12) \]

\[ \int_{\Omega} \tilde{q}_i \tilde{\nabla} \cdot \tilde{\mathbf{u}}_j d\hat{\Omega}, \quad i = 1, ..., N, \quad j = 1, ..., 2N, \quad (5.13) \]

\[ \int_{\Omega} \tilde{f}^s_m l^s(\tilde{\mathbf{u}}_i) d\hat{\Omega}, \quad i = 1, ..., N, \quad s = 1, \quad m = 1, ..., M_s. \quad (5.14) \]
We have \( Q = 17 \) and \( R = 12 \), and if we assume that \( M_q, M_r, \) and \( M_s \) are of the same order, the online assembly of the stiffness matrix is done in \( O(RM_sN^5) \) operations, i.e. independent of \( N \). To construct the reduced basis solution itself we sum over basis functions of size \( N \), such that we here involve \( N \)-dependence, but in Section 3 we show that only the coefficients of the reduced basis solution are needed to estimate the error of the output of interest. We thus find the output and the error estimate independent of \( N \).

To find the geometric operators \( g^q(\Phi) \) in (5.1) we start with the diffusion operator as defined in terms of the reference variables in (2.9). We express the velocities as the Piola transformation of velocities stored on the reference domain such that we get

\[
a(\nu, w; \Phi) = \nu \int_{\hat{\Omega}} \mathcal{J}^{\text{T}} \hat{\nabla}(\frac{1}{|J|} \mathcal{J} \nu) \cdot \mathcal{J}^{\text{T}} \hat{\nabla}(\frac{1}{|J|} \mathcal{J} w) |J| d\hat{\Omega}. \quad (5.15)
\]

After multiplying the Jacobian with the reference velocities, we get the component form of (5.15)

\[
\nu \int_{\hat{\Omega}} \mathcal{J}^{\text{T}} \hat{\nabla}(\frac{1}{|J|} (\mathcal{J}_{11} \hat{v}_\xi + \mathcal{J}_{12} \hat{v}_\eta)) \cdot \mathcal{J}^{\text{T}} \hat{\nabla}(\frac{1}{|J|} (\mathcal{J}_{11} \hat{w}_\xi + \mathcal{J}_{12} \hat{w}_\eta)) |J| d\hat{\Omega}
+ \nu \int_{\hat{\Omega}} \mathcal{J}^{\text{T}} \hat{\nabla}(\frac{1}{|J|} (\mathcal{J}_{21} \hat{v}_\xi + \mathcal{J}_{22} \hat{v}_\eta)) \cdot \mathcal{J}^{\text{T}} \hat{\nabla}(\frac{1}{|J|} (\mathcal{J}_{21} \hat{w}_\xi + \mathcal{J}_{22} \hat{w}_\eta)) |J| d\hat{\Omega}.
\quad (5.16)
\]

Next we note that \( \hat{\nabla}u = [\frac{\partial u}{\partial \xi}, \frac{\partial u}{\partial \eta}]^\text{T} \), and use this to get the equivalent form

\[
\nu \int_{\hat{\Omega}} \mathcal{J}^{\text{T}} \left[ \frac{\partial}{\partial \xi} \left( \frac{1}{|J|} (\mathcal{J}_{11} \hat{v}_\xi + \mathcal{J}_{12} \hat{v}_\eta) \right) \right] \mathcal{J}^{\text{T}} \left[ \frac{\partial}{\partial \xi} \left( \frac{1}{|J|} (\mathcal{J}_{11} \hat{w}_\xi + \mathcal{J}_{12} \hat{w}_\eta) \right) \right] |J| d\hat{\Omega}
+ \nu \int_{\hat{\Omega}} \mathcal{J}^{\text{T}} \left[ \frac{\partial}{\partial \eta} \left( \frac{1}{|J|} (\mathcal{J}_{21} \hat{v}_\xi + \mathcal{J}_{22} \hat{v}_\eta) \right) \right] \mathcal{J}^{\text{T}} \left[ \frac{\partial}{\partial \eta} \left( \frac{1}{|J|} (\mathcal{J}_{21} \hat{w}_\xi + \mathcal{J}_{22} \hat{w}_\eta) \right) \right] |J| d\hat{\Omega}.
\quad (5.17)
\]

After multiplying each vector in (5.17) with \( \mathcal{J}^{\text{T}} \) and writing out the inner products, we get the sum of four products under the integral. The first of these four products is as follows,

\[
\frac{1}{|J|} \left( J_{22} \left( \frac{\partial}{\partial \xi} \left( \frac{1}{|J|} (\mathcal{J}_{11} \hat{v}_\xi + \mathcal{J}_{12} \hat{v}_\eta) \right) \right) - J_{21} \left( \frac{\partial}{\partial \eta} \left( \frac{1}{|J|} (\mathcal{J}_{11} \hat{v}_\xi + \mathcal{J}_{12} \hat{v}_\eta) \right) \right) \right) \times \left( J_{22} \left( \frac{\partial}{\partial \xi} \left( \frac{1}{|J|} (\mathcal{J}_{11} \hat{w}_\xi + \mathcal{J}_{12} \hat{w}_\eta) \right) \right) - J_{21} \left( \frac{\partial}{\partial \eta} \left( \frac{1}{|J|} (\mathcal{J}_{11} \hat{w}_\xi + \mathcal{J}_{12} \hat{w}_\eta) \right) \right) \right). \quad (5.18)
\]

The other three products are similar, only the indices are different. To separate the elements of the Jacobian from the components of the reference
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velocity, we first differentiate with respect to $\xi$ and $\eta$ inside the four products. From the first product (5.18) we then get

$$\frac{1}{|J|} \left( \left( J_{22} \frac{\partial}{\partial \xi} (J_{11}^{-1}) - J_{21} \frac{\partial}{\partial \eta} (J_{11}^{-1}) \right) \hat{v}_\xi + \left( J_{22} \frac{\partial}{\partial \xi} (J_{12}^{-1}) - J_{21} \frac{\partial}{\partial \eta} (J_{12}^{-1}) \right) \hat{v}_\eta \right. $$

$$+ \frac{1}{|J|} \left( J_{22} (\frac{\partial v_\xi}{\partial \xi} + \frac{\partial v_\eta}{\partial \xi}) - J_{21} (\frac{\partial v_\xi}{\partial \eta} + \frac{\partial v_\eta}{\partial \eta}) \right) \hat{w}_\xi + \left( J_{22} \frac{\partial}{\partial \xi} (J_{12}^{-1}) - J_{21} \frac{\partial}{\partial \eta} (J_{12}^{-1}) \right) \hat{v}_\eta \right) $$

$$+ \frac{1}{|J|} \left( J_{22} (\frac{\partial v_\xi}{\partial \xi} + \frac{\partial v_\eta}{\partial \xi}) - J_{21} (\frac{\partial v_\xi}{\partial \eta} + \frac{\partial v_\eta}{\partial \eta}) \right) \hat{w}_\xi + \left( J_{22} \frac{\partial}{\partial \xi} (J_{12}^{-1}) - J_{21} \frac{\partial}{\partial \eta} (J_{12}^{-1}) \right) \hat{w}_\eta \right).$$

After carrying out the multiplications for all four products, and collecting terms corresponding to the same velocity components, we find that we may decouple the diffusion operator as in (5.1) for $Q = 17$. As an example of the operators in the decoupling, we let

$$a^1(\hat{u}, \hat{v}) = \frac{\partial \hat{u}_\xi}{\partial \xi} \frac{\partial \hat{v}_\xi}{\partial \xi} + \frac{\partial \hat{u}_\eta}{\partial \eta} \frac{\partial \hat{v}_\eta}{\partial \eta},$$

with corresponding

$$g^1(\Phi) = \frac{1}{|J|^3} (J_{11}^2 + J_{21}^2)(J_{12}^2 + J_{22}^2).$$

### 6 Numerical examples

To generate basis functions for the reduced basis space, we need to define the basis geometries. Based on experience from deformed pipes and bifurcations in [7, 8], we choose deformed pipes defined by two parameters with limited variation. As a point of departure, we choose the quarter of an annulus depicted in Figure 1(a), with inner radius 2 and outer radius 3. All corners will always be perpendicular, the inflow boundary, $\Gamma_{in} = \Gamma_1$, will be vertical, and the outflow boundary, $\Gamma_{out} = \Gamma_3$, will be horizontal. The walled part of the boundary, $\Gamma_w = \Gamma_2 \cup \Gamma_4$, is curved. As was done in [12], we deform the inner curved boundary, $\Gamma_2$, and the outer curved boundary, $\Gamma_4$, by the following functional forms.

On $\Gamma_2$, the deformation from a quarter annulus is described as

$$\Delta x = a(1 - \cos(2\theta)) \sin(\theta)$$

$$\Delta y = a(1 - \cos(2\theta)) \cos(\theta),$$

where $0 \leq \theta \leq \pi/2$. This deformation of $\Gamma_2$ also affects $\Gamma_3$ by moving its left corner from $(2, 0)$ to $(2 + 2a, 0)$, i.e., we must choose $a < 0.5$ since the right corner is located at $(3, 0)$.

On $\Gamma_4$, the deformation from a quarter annulus is described as

$$\Delta x = b(1 - \cos(4\theta)) \sin(\theta)$$

$$\Delta y = b(1 - \cos(4\theta)) \cos(\theta),$$
\( \Delta y = b(1 - \cos(4\theta)) \cos(\theta), \)  

(6.4)

where \( 0 \leq \theta \leq \pi/2 \). This deformation of \( \Gamma_4 \) does not affect neither \( \Gamma_1 \) nor \( \Gamma_3 \), but the maximum amplitude of the deformation is at \( \theta = \pi/4 \) and we must choose \( b \) such that \( \Gamma_4 \) does not intersect \( \Gamma_2 \). We note that for this choice of parameterization of the deformations, we are able to write (2.4) as an affine combination of parameter independent operators and products of the constants \( a \) and \( b \). We will however, use the non-affine decoupling developed in Section 5 together with empirical interpolation as a proof of concept for geometries where affine decoupling is not an option.

We define eight basis geometries, \( \{\Omega_i\}_{i=1}^{8} \), by setting \( b = -0.4 \) and \( a_i = -0.4 + 0.05i \), and choose the generic geometry by setting \( b = -0.4 \) and \( a = -0.175 \). In all numerical experiments we use \( \nu = 0.04 \), corresponding to a Reynolds number between one and 10, based on the maximum velocity across the inflow boundary, and the diameter of this boundary. Each basis function for the primal problem is found by solving the unsteady Navier-Stokes equations until the residual of the corresponding stationary Navier-Stokes problem (2.16) reaches \( 10^{-6} \). This stopping criterion does, in theory,
not need to be very strict, since the overall behaviour of the solutions only have to span a large portion of the possible solution space. If this behaviour comes from the steady state, or not, really does not matter. We also note that the incompressibility condition is satisfied at each time-step in the unsteady Navier-Stokes problem. For the linear dual problem we could use an iterative method such as minres, to find a basis function for each basis geometry, but since the framework for solving the unsteady Navier-Stokes equations was already there, we used a similar approach also for the dual basis functions. The resulting $N = 16$ pressure basis functions are orthogonalized on the reference domain with respect to the $L^2$ norm, and then we find the corresponding enriched velocity basis functions. All $N = 32$ velocity basis functions are then orthogonalized with respect to the $H^1$ semi-norm, and after mapping all basis functions to the generic geometry, we get

\[
X_N(\Omega) = \text{span}\{\{\Psi^{-1}(\hat{u}_i), \Psi^{-1}(\hat{v}_i), \Psi^{-1}(\hat{\psi}_i), \Psi^{-1}(\hat{\phi}_i)\}_{i=1}^{8}\} (6.5)
\]

\[
M_N(\Omega) = \text{span}\{\{\tilde{p}_i, \tilde{\lambda}_i\}_{i=1}^{8}\}. (6.6)
\]

We first find the reduced basis solution without using the offline/online decoupling outlined in Section 5, but rather solve (3.2) and (3.3) using basis functions mapped to the generic domain. For the reduced basis solution $(u_N, p_N)$, we use a Newton iteration to find the solution of the nonlinear problem (3.2). The solution of the reduced linear dual problem (3.3) is found by LU-factorization. The reconstructed errors used in the a posteriori error estimation, are found by a conjugate gradients solver on the given Poisson problems (4.7) and (4.8).

We also compute the reference solution $(u_N, p_N)$ on the generic geometry by iterating the unsteady Navier-Stokes equations to steady state. The solution on the generic geometry, however, has to approximate the steady state very well, and the stopping criterion is now set to $10^{-10}$. The reduced basis solution $(u_N, p_N)$ is then compared to the reference solution by taking the $H^1$ semi-norm of the error in the velocity, and the $L^2$ norm of the error in the pressure. For $N = 20$, the norms of the errors decrease rapidly as the number of basis functions used in the reduced basis approximation increases. This can be seen in Table 1, where the number $N/2$ denotes the number of geometries used to generate the basis functions.

A closer look at the convergence of the norms of the errors indicate that the convergence is very fast for the four first basis geometries, whereas it levels off for the next four. This behaviour is similar to what we experienced for bifurcations in [8], and is due to our choice of the parameter $a$ for the test geometry, in the middle of the $a$-values used to construct the fourth and fifth geometries.

The quality of the output bounds is measured by computing $(s_N - s)$ and $(s - s_N)$, and the results are presented in the two last columns of Table 1. Also these quantities converge fastest for the four first basis geometries,
Table 1: Results from the standard reduced basis element method when the polynomial degree \( \mathcal{N} = 20 \). The error in the reduced basis solution of the Navier-Stokes problem when the stopping criterion for the truth solution is \( 10^{-10} \). The test geometry is defined by \( a = -0.175 \).

| \( N/2 \) | \( |u_N - u_N^\star|_{H^1} \) | \( ||p_N - p_N^\star||_{L^2} \) | \( s_N^\star - s \) | \( s - s_N \) |
|---|---|---|---|---|
| 1 | \( 1.5 \cdot 10^{-1} \) | \( 1.2 \cdot 10^{-1} \) | 1.1 | 3.9 \cdot 10^{-3} |
| 2 | \( 1.7 \cdot 10^{-2} \) | \( 1.1 \cdot 10^{-2} \) | 1.4 \cdot 10^{-2} | 1.0 \cdot 10^{-3} |
| 3 | \( 2.1 \cdot 10^{-3} \) | \( 8.7 \cdot 10^{-4} \) | 3.7 \cdot 10^{-4} | 2.7 \cdot 10^{-4} |
| 4 | \( 6.7 \cdot 10^{-5} \) | \( 2.4 \cdot 10^{-5} \) | 1.0 \cdot 10^{-5} | 5.4 \cdot 10^{-6} |
| 5 | \( 2.2 \cdot 10^{-5} \) | \( 1.3 \cdot 10^{-6} \) | 8.6 \cdot 10^{-7} | 5.9 \cdot 10^{-7} |
| 6 | \( 2.1 \cdot 10^{-5} \) | \( 1.3 \cdot 10^{-6} \) | 6.4 \cdot 10^{-7} | 4.7 \cdot 10^{-7} |
| 7 | \( 2.1 \cdot 10^{-5} \) | \( 1.2 \cdot 10^{-6} \) | 2.4 \cdot 10^{-7} | 1.3 \cdot 10^{-7} |
| 8 | \( 1.6 \cdot 10^{-5} \) | \( 8.3 \cdot 10^{-7} \) | \( -1.9 \cdot 10^{-9} \) | \( 2.2 \cdot 10^{-9} \) |

Conclusions

In this paper we have used the reduced basis method with the geometry of the computational domain as a parameter to solve the steady Navier-Stokes problem on a deformed pipe. We have used the concepts of earlier...
Table 2: Results when we use offline/online decoupling, and the polynomial degree $N = 20$. The error in the reduced basis solution of the Navier-Stokes problem when the stopping criterion for the truth solution is $10^{-10}$. The test geometry is defined by $a = -0.175$.

| $N/2$ | $|u_N - u_N'|_{H^1}$ | $||p_N - p_N'||_{L^2}$ | $s_N^+ - s$ | $s - s_N$ |
|-------|-----------------------|------------------------|-------------|-------------|
| 1     | $1.5 \cdot 10^{-1}$   | $1.2 \cdot 10^{-1}$    | 1.1         | $3.9 \cdot 10^{-3}$ |
| 2     | $1.7 \cdot 10^{-2}$   | $1.1 \cdot 10^{-2}$    | $1.5 \cdot 10^{-2}$ | $1.0 \cdot 10^{-3}$ |
| 3     | $2.3 \cdot 10^{-3}$   | $8.8 \cdot 10^{-4}$    | $3.7 \cdot 10^{-4}$ | $2.8 \cdot 10^{-4}$ |
| 4     | $6.0 \cdot 10^{-4}$   | $1.1 \cdot 10^{-4}$    | $4.3 \cdot 10^{-5}$ | $5.4 \cdot 10^{-5}$ |
| 5     | $1.8 \cdot 10^{-3}$   | $2.9 \cdot 10^{-4}$    | $9.3 \cdot 10^{-5}$ | $1.7 \cdot 10^{-4}$ |
| 6     | $4.3 \cdot 10^{-3}$   | $4.2 \cdot 10^{-4}$    | $1.4 \cdot 10^{-4}$ | $1.2 \cdot 10^{-4}$ |
| 7     | $3.6 \cdot 10^{-3}$   | $3.9 \cdot 10^{-4}$    | $1.9 \cdot 10^{-5}$ | $3.9 \cdot 10^{-5}$ |
| 8     | $4.4 \cdot 10^{-3}$   | $4.6 \cdot 10^{-4}$    | $7.1 \cdot 10^{-7}$ | $7.4 \cdot 10^{-7}$ |

Table 3: Results from the standard reduced basis element method when the polynomial degree $N = 34$. The error in the reduced basis solution of the Navier-Stokes problem when the stopping criterion for the truth solution is $10^{-10}$. The test geometry is defined by $a = -0.175$.

| $N/2$ | $|u_N - u_N'|_{H^1}$ | $||p_N - p_N'||_{L^2}$ | $s_N^+ - s$ | $s - s_N$ |
|-------|-----------------------|------------------------|-------------|-------------|
| 1     | $1.5 \cdot 10^{-1}$   | $1.2 \cdot 10^{-1}$    | 1.1         | $3.9 \cdot 10^{-3}$ |
| 2     | $1.7 \cdot 10^{-2}$   | $1.1 \cdot 10^{-2}$    | $1.5 \cdot 10^{-2}$ | $1.0 \cdot 10^{-3}$ |
| 3     | $2.0 \cdot 10^{-3}$   | $8.8 \cdot 10^{-4}$    | $3.8 \cdot 10^{-4}$ | $2.6 \cdot 10^{-4}$ |
| 4     | $1.1 \cdot 10^{-4}$   | $2.5 \cdot 10^{-5}$    | $1.1 \cdot 10^{-5}$ | $5.7 \cdot 10^{-6}$ |
| 5     | $5.3 \cdot 10^{-5}$   | $3.6 \cdot 10^{-6}$    | $2.5 \cdot 10^{-6}$ | $1.5 \cdot 10^{-6}$ |
| 6     | $5.1 \cdot 10^{-5}$   | $3.4 \cdot 10^{-6}$    | $1.3 \cdot 10^{-6}$ | $1.4 \cdot 10^{-6}$ |
| 7     | $3.7 \cdot 10^{-5}$   | $2.0 \cdot 10^{-6}$    | $2.3 \cdot 10^{-7}$ | $4.2 \cdot 10^{-7}$ |
| 8     | $2.5 \cdot 10^{-5}$   | $1.5 \cdot 10^{-6}$    | $4.6 \cdot 10^{-9}$ | $-4.0 \cdot 10^{-9}$ |

Table 4: Results when we use offline/online decoupling, and the polynomial degree $N = 34$. The error in the reduced basis solution of the Navier-Stokes problem when the stopping criterion for the truth solution is $10^{-10}$. The test geometry is defined by $a = -0.175$.

| $N/2$ | $|u_N - u_N'|_{H^1}$ | $||p_N - p_N'||_{L^2}$ | $s_N^+ - s$ | $s - s_N$ |
|-------|-----------------------|------------------------|-------------|-------------|
| 1     | $1.5 \cdot 10^{-1}$   | $1.2 \cdot 10^{-1}$    | 1.1         | $3.9 \cdot 10^{-3}$ |
| 2     | $1.7 \cdot 10^{-2}$   | $1.1 \cdot 10^{-2}$    | $1.5 \cdot 10^{-2}$ | $1.0 \cdot 10^{-3}$ |
| 3     | $2.0 \cdot 10^{-3}$   | $8.8 \cdot 10^{-4}$    | $3.8 \cdot 10^{-4}$ | $2.6 \cdot 10^{-4}$ |
| 4     | $1.1 \cdot 10^{-4}$   | $2.5 \cdot 10^{-5}$    | $1.0 \cdot 10^{-5}$ | $5.8 \cdot 10^{-6}$ |
| 5     | $5.3 \cdot 10^{-5}$   | $3.6 \cdot 10^{-6}$    | $2.5 \cdot 10^{-6}$ | $1.5 \cdot 10^{-6}$ |
| 6     | $5.1 \cdot 10^{-5}$   | $3.4 \cdot 10^{-6}$    | $1.3 \cdot 10^{-6}$ | $1.4 \cdot 10^{-6}$ |
| 7     | $3.9 \cdot 10^{-5}$   | $2.1 \cdot 10^{-6}$    | $2.2 \cdot 10^{-7}$ | $4.2 \cdot 10^{-7}$ |
| 8     | $2.9 \cdot 10^{-5}$   | $1.6 \cdot 10^{-6}$    | $1.4 \cdot 10^{-9}$ | $-1.4 \cdot 10^{-8}$ |
work on the steady Stokes problem to show that even in the non-linear case, the reduced basis solution may provide a good approximation for very few precomputed basis functions.

We have developed \textit{a posteriori} error bounds for the reduced basis output of interest, and presented numerical results to confirm the analysis. In addition, we have used empirical interpolation to decouple the operators with non-affine parameter dependence in an offline/online decomposition. The online effort to compute the output of interest and the error bounds is then independent of the high resolution $\mathcal{N}$. As long as the resolution of the geometry is good enough, very little accuracy is lost in this decoupling of the operators.

Future work will include the extension of the \textit{a posteriori} analysis to multi-domain geometries. We will also consider time-dependent problems, and reduced basis modeling of fluid-structure interaction.
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