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Cloud computing has become a large industry over the last decade. Furthermore, companies like Amazon Web Services (AWS) has begun to integrate FPGAs into their cloud infrastructure, allowing customers to build software applications that utilize FPGAs to accelerate computations. However, with regards to FPGA development, they only offer the Xilinx tool Vivado, and the development experience is very similar to traditional local development. Furthermore, because the FPGA boards are physically integrated with the AWS servers, they are unsuited to use for a normal FPGA design process for embedded systems. IDE8 is a cloud solution that aims to provide a web-based development environment for electronics. Offering FPGA development on this platform can be a way of making FPGA development more accessible and efficient. In this thesis, it has been developed a prototype of an FPGA tool chain by utilizing Docker containers and open source FPGA tools, that can be deployed on the IDE8 platform. The tool chain utilizes the open source tools from Project IceStorm, which is a set of tools for performing synthesis, place-and-route, and bitfile generation on the Lattice iCE40 FPGA. The tool chain was built in three different ways, by being split up into 1, 2 and 3 containers. By splitting up the tool chain into multiple containers, the disk space required to store the Docker images could be reduced. This is because when the solution is scaled over multiple virtual machines (VM), splitting up the tool chain allows one to copy over only parts of the tool chain to the new VM. Furthermore, by utilizing multi-stage builds, the image size of the Arachne-pnr and IceStorm containers were reduced by 73% and 51% respectively. It was tested if the three solutions behaved differently given the same memory and CPU constraints, but no significant difference was detected. It was concluded that the best solution was the 3-container solution, as it provides much more flexibility with regards to adding and changing components in the tool chain later on and provided the most scaling benefits with regards to image size.
Furthermore, the AWS FPGA developer AMI (Amazon Machine Image) was tested in this thesis and compared to IDE8. It is clear that IDE8’s web-based development environment is very different from the development environment provided by AWS. The web-based environment is a lot simpler to start using, as it does not require any infrastructure management. This also makes IDE8 much easier to use than AWS’s IaaS solution, especially for small projects and for students.

The FPGA tool chain developed in this thesis was also integrated into the IDE8 environment. Tests were performed, showing that it functioned as intended. For simplicity, the 1-container architecture was used for this.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
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<tbody>
<tr>
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</tr>
<tr>
<td>AMI</td>
<td>Amazon Machine Image</td>
</tr>
<tr>
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<td>Application Programmable Interface</td>
</tr>
<tr>
<td>AWS</td>
<td>Amazon Web Services</td>
</tr>
<tr>
<td>BLIF</td>
<td>Berkeley Logic Interchange Format</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>DMA</td>
<td>Direct Memory Access</td>
</tr>
<tr>
<td>EC2</td>
<td>Elastic Compute Cloud</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics Processing Unit</td>
</tr>
<tr>
<td>HDK</td>
<td>Hardware Development Kit</td>
</tr>
<tr>
<td>HDL</td>
<td>Hardware Description Language</td>
</tr>
<tr>
<td>HLS</td>
<td>High-Level Synthesis</td>
</tr>
<tr>
<td>IaaS</td>
<td>Infrastructure as a Service</td>
</tr>
<tr>
<td>IDE</td>
<td>Integrated Development Environment</td>
</tr>
<tr>
<td>LUT</td>
<td>Look Up Table</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>PaaS</td>
<td>Platform as a Service</td>
</tr>
<tr>
<td>PNR</td>
<td>Place-and-Route</td>
</tr>
<tr>
<td>RTL</td>
<td>Register Transfer Level</td>
</tr>
<tr>
<td>SaaS</td>
<td>Software as a Service</td>
</tr>
<tr>
<td>SDK</td>
<td>Software Development Kit</td>
</tr>
<tr>
<td>SO</td>
<td>Security Objective</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Motivation

In today’s modern world, there is a constantly increasing need for computational power. Because of this, over the last ten years, cloud computing has become a major industry. At the same time, hardware designs are becoming more complex, where even creating and synthesizing fairly simple designs, require advanced tools and a lot of computational power. Recently, people have realized that utilizing the cloud for FPGA (Field Programmable Gate Array) development has a lot of potential. Furthermore, FPGAs have become useful in many new ways, particularly software acceleration, most noticeably in the form of AWS’s EC2 F1 instances (Amazon Web Services Elastic Compute Cloud FPGA instances). However, there are still many unexplored possibilities of utilizing the cloud for hardware development.

The cloud offers virtually unlimited amounts of computational power at a fairly low cost. The cloud would hence be a great environment for running the advanced and heavy syntheses and simulations that are required in modern FPGA development. The cloud is also a great environment for integrating and bundling services together. Hence, integrating project management tools and other tools with the hardware development tools is a possible future feature of cloud-based FPGA development. The cloud’s pay-as-you-go payment model, where one is only charged for the actual usage of a service, will contribute to break down the cost barriers of starting a new hardware development project.
FPGAs are also likely to become more utilized in several different fields in the future. Compared to traditional software execution, FPGAs possess the ability to run tasks with a much higher degree of parallelism and much faster than normal CPUs (Central Processing Unit) and even GPUs (Graphics Processing Unit). The reprogrammability of FPGAs also make them able to adapt to new tasks and to be upgraded with little to no additional costs. There is also being made great advances in tools for HLS (High-Level Synthesis), which makes it possible for software developers to write high level code like C or C++ to be executed on FPGAs.

*Wireless Trondheim* has a newly created cloud based development platform named IDE8, which aims to provide a development environment for electronics, that can be accessed via a web browser. Adding functionality for FPGA development into this platform would be a substantial addition to the platform. Docker is a technology that is used to create software containers, which is a way of running applications in an isolated and stable environment in the cloud, while still being efficient and scalable. Therefore, utilizing Docker containers to build an FPGA tool chain on the IDE8 platform can be a way of providing easy access to FPGA development tools, for a large number of people.

### 1.2 Objective, Limitations and Approach

This master thesis is partially based on a project assignment [1] that was completed during the fall of 2017. In that report, different cloud-based solutions were presented and discussed. This thesis aims to build on the findings from that report and build a working prototype of a cloud-based FPGA development stack. The objective of this thesis is also to assess how well the IDE8 developer’s framework is suited for an FPGA development stack.

Since it has already been specified that the IDE8 cloud framework will be used in this project, this report will focus less on different general aspects of cloud computing as opposed to the report from the project assignment, but if there are certain parts of the IDE8 framework that should be changed to better suit the needs for an FPGA development flow, suggestions for how to improve this will be presented.

The practical work of this assignment will mainly consist of finding existing software for FPGA development, that preferably are open source, and link them together to take
advantage of the cloud, to build the FPGA development stack. The goal is not to build new development tools from the ground up.

This thesis will primarily focus on the core functionality of an FPGA tool chain and less on extra features like debugging, waveform viewer and other visualization tools. Some additional features will be mentioned and discussed, but they will not be included in the FPGA tool chain that is developed in this thesis work.

It will mainly be looked into utilizing open source tools for this thesis. This is mainly due to the flexibility and freedom one often gets with open source software, which gives more room for experiments and modification. This thesis will however, also look into the state-of-the-art tools that are used today and are already available in the cloud. In particular, the Vivado tool offered by Xilinx, and how it is utilized in the AWS FPGA developer AMI (Amazon Machine Image) will be investigated.

1.3 Main Contributions

The main contributions of this thesis are:

Developing an FPGA tool chain using Docker containers. Three different architectures were created, and they were tested in terms of memory usage and CPU usage, along with the image size, to see which architecture performed the best. Also, several other qualitative aspects of the architectures were taken into consideration. It was then concluded what solution that would be the best suited for IDE8.

Evaluating the IDE8 cloud platform with regards to FPGA development and compare it to the AWS FPGA service and another proposed approach. To do this the AWS FPGA developer AMI was tested.

With a lot of help from the IDE8 team, the FPGA tool chain prototype was integrated with the IDE8 platform. This thesis explores some possibilities for further integration and present some possible ways of improving the FPGA tool chain in the future.
1.4 Report Structure

This report consists of the following chapters:

Chapter 2 contains explanations of all the concepts and background theory that is necessary to understand the work, choices, and discussions that have been done in this report.

Chapter 3 contains examples of work that has been done in the same field as this report, or work that can be relevant to use in this thesis. It also contains descriptions of work that this report heavily depends on, like the IDE8 framework.

Chapter 4 describes the implementation of the FPGA tool chain prototype. It presents different architectures, shows how they were implemented and presents results obtained from testing the different architectures.

Chapter 5 is explaining how the tool chain from Chapter 4 is integrated with IDE8, and how it may be developed further. Furthermore, the AWS FPGA developer AMI is tested.

Chapter 6 further discusses and evaluates the solutions from chapter 4, both in the context of the results obtained from the simulations and in the context of how to most efficiently integrate the tool chain with IDE8. The IDE8 FPGA solution is also compared to the AWS FPGA solution and another proposed approach, which is referred to as the FPGA infrastructure solution in this thesis.

Chapter 7 concludes on which architecture is the most favorable, and how the IDE8 FPGA solutions stands compared to AWS and the other proposed solution. It also contains propositions for future work that can be done with the IDE8 FPGA tool chain.
Chapter 2

Background

This chapter will contain information about different concepts and technologies used in this project. Here, it will be described how the different concepts and technologies work, and what benefits and challenges there are when using them will be outlined.

2.1 Virtual Machines

A virtual machine (VM) is a concept introduced as early as in the 1960’s. A Virtual machine can be defined as an efficient, isolated duplicate of a real machine [15]. That the VM is efficient, indicates that a VM is able to utilize a significant part of the host machines instruction set directly, which is different from for example an emulation or simulation of a machine [15]. In modern computer systems, a virtual machine is a software duplication of a physical machine, with its own virtual CPU, memory, storage, and OS (Operating System). The software used to create and manage virtual machines is called a hypervisor [16]. A hypervisor will have the ability to create several virtual machines running concurrently on the same physical machine. This ability is one of the key features that make virtual machines very useful in modern cloud computing, as it provides multiple isolated environments to run applications on the same hardware, which may lead to a much higher utilization of computer resources. Furthermore, it provides isolated environments for running applications, so they don’t interfere with one another, and applications that are meant to run on different OS’s may now run on the same hardware instance.
2.2 Containers

Containers are a different way of providing virtual and isolated computer environments compared to VMs. While a VM creates an entire machine with a complete OS running on top of it, a container shares the OS with the host [17]. This approach is a lot more lightweight than using VMs, as each instance of a virtual machine requires a lot of overhead in the form of its own OS that can be several GB in size, which in turn requires a lot of memory to run. A container only requires a few MB of overhead to run in its simplest form, hence it is much simpler to run multiple containers at once compared to virtual machines.

In Figure 2.1, a simple overview of the architectural differences between containers and VMs are shown. One can see that there are no hypervisor or guest OS needed for containers to operate. A container only consists of one or more applications and the binaries and libraries needed to run them, while utilizing the kernel of the host OS.

A container can also run inside a VM and utilize the kernel of the OS on the VM. Since containers are so lightweight on overhead and memory usage, it is also possible to run containers within a container.
2.3 Microservices

Microservices or "Microservice Architecture" describes a way of designing software applications as several smaller independent services [18]. There are few precise definitions that explains in detail what a microservice architecture is, but one simple way of defining it is [4]: "At its simplest, the microservices design approach is about a decoupled federation of services, with independent changes to each, and agreed-upon standards for communication."

The traditional way of designing applications is referred to as "Monolithic Architecture" [4]. A monolithic design is typically divided into functional tiers, but the tiers are much more tightly coupled together than with a microservice architecture.

![Figure 2.2: Comparison of microservice and monolithic applications](image)

Figure 2.2 shows an overview of monolithic and microservice design and scaling. The figure has four different sub-figures:

1. In a monolithic application, there is domain-specific functionality. The application is usually divided into functional layers, such as web, business and data, but the different functionality is tightly coupled together.

2. A monolithic application is scaled by cloning it onto multiple servers, VMs or containers. The entire app must be cloned each time.
3. In a microservice application, all functionality is separated into smaller services, that may run independently from each other.

4. A microservice application is scaled by deploying each service independently over different servers, VMs or containers. So, an application can be spread over multiple servers, VMs or containers.

There are many advantages with microservice architectures over monolithic architectures [4]. One of the greatest advantages is the improved scalability. As shown in Figure 2.2, when a monolithic application is scaled up, the entire application has to be cloned, but with a microservice architecture, each individual service can be copied independently from the other ones, this leads to much less overhead by ensuring that only the service that is needed is running. Another advantage with microservices, is the improved flexibility when developing and updating an application. Since all services run independently, each service can be updated and developed without affecting the other services in the application, as long as the communication interface between the services remain consistent. However, one disadvantage of a microservice architecture is this added need for communication between the different services, which may be significantly more complicated than with a monolithic architecture.

2.4 Cloud Computing

Today, instead of each company having to spend large amounts of resources on acquiring and maintaining their own servers and building platforms that connects its employees and customers to this hardware, several IT companies have specialized in providing these services to other companies and individuals. This solution, where companies rent out the computation power and storage, is called the cloud. There is no short and explicit way of defining what cloud computing is, but a part of The National Institute of Standards and Technology’s (NIST) definition is [19]:

“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.”
Cloud computing utilizes the benefits of operating on a large scale. Large cloud providers such as Microsoft and Amazon Web Services (AWS) own hundreds of thousands of servers that they have placed in data centers around the world.

Being a cloud provider is about more than just offering pure data storage and computational power. The cloud platform, that allows the users to connect and use the available resources in an efficient way, is just as important. Most cloud providers today also provide many different services within their cloud solution, such as machine learning software, big data processing services, and development platforms [20]. A cloud platform provides its resources to the user by utilizing virtualization, which were explained in Section 2.1 and 2.2. These platforms and techniques are really what separates a cloud from just a computer cluster.

2.4.1 History

The cloud computing concept was introduced as early as in the 1960s by John McCarthy [21, 22]. The history of why or how the word ”cloud” came in to use is not clear though. In the early 1970s the first types of cloud computing became available. Companies could submit jobs to for example IBM and have them handle the computation. At that time computers were large and expensive, so for most companies it would have been difficult to acquire their own resources for computing. As computer technology improved, more and more businesses were able to acquire their own servers and computers. Even though work was still being done in the field of cloud computing, the modern form of cloud computing as we know today did not start to gain traction until the second half of the 2000s. Amazon released its Elastic Compute Cloud in 2006 [23], and in the following years, other competitors started to release their own cloud platforms.

2.4.2 Public Cloud

When people think about the cloud, most people probably think about the public cloud. This is when a company offers computer resources to customers and handles all the management of the physical servers. Customers typically connects to the cloud service via a web interface. The two major cloud providers are Microsoft and Amazon.
There are many advantages with a public cloud service \[24\], some of them were briefly mentioned earlier. A major advantage is that one does not have to manage and update the hardware as this is taken care of by the cloud provider. Another advantage is the low startup cost. Acquiring sufficient hardware resources is expensive, especially for small start-up companies, this can be difficult. When utilizing a public cloud provider, it is possible to dynamically scale how much computation resources that are being used, which cannot be done in the same way with a private data center.

### 2.4.3 Private Cloud

A private cloud implies that one owns and manages one’s own servers instead of letting a cloud provider do it. It is possible to purchase cloud stack software from cloud providers to put on top of one’s own servers like Azure Stack \[25\], and it is also possible to use open source cloud stacks such as CloudStack \[26\]. A software stack can be defined as \[27\]: “A software stack is a group of programs that work in tandem to produce a result or achieve a common goal. Software stack also refers to any set of applications that works in a specific and defined order toward a common goal, or any group of utilities or routine applications that work as a set. Installable files, software definitions of products and patches can be included in a software stack.” A cloud stack refers to all the software components that is needed to build a cloud service.

Although utilizing a cloud stack on one’s own servers seems good, it also appears that most of the advantages of the cloud disappears when utilizing a private cloud. It is true that one does limit a lot of the scaling capabilities one gets with a public cloud service, and one has to deal with the acquisition and management of the servers. However, in the long term it might be cheaper to own one’s own hardware, granted that the computation power needed is somewhat stable or at least somewhat predictable. The main reason however, for why companies chose a private cloud over the public cloud is security and control \[28\].

### 2.4.4 Hybrid Cloud

As the name suggests, hybrid cloud is a combination of both private and public cloud \[29\]. The hybrid cloud is an important thing to be aware of, as it enables a company
to gain all the benefits of the cloud. Highly sensitive information can be kept in-house, while other less sensitive systems and information can be kept in the public cloud to allow for maximal scalability and availability.

2.4.5 The Different Service Levels

Cloud computing is a service that can be provided in different ways and on different levels. Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) are the expressions most commonly used. Although there is no clear academic definition to separate the different levels, and different vendors have different definitions [24], it is still valuable to get an idea of the different terms in order to characterize services and understand what goes into them. One of the better explanations of the terms is provided in [30] and is summarized here.

IaaS is the lowest level of service a cloud provider can offer. As the name implies, infrastructure as a service means that the infrastructure is provided by the cloud provider. Here the customer has the ability to rent for example CPU power and storage space, without having to maintain or purchase the physical hardware. Usually the infrastructure is provided in the form of a virtualization platform, where the users have the possibility of creating virtual machines with configurable amounts of computational power, RAM, and storage. This is a service typically used for things like hosting web sites and backing up data. IaaS is mainly used by businesses, but it can also be used by individuals.

PaaS is a type of service that in addition to providing the hardware, also provides an application stack. In software programming, the developer often has to spend a lot of time on handling caching, asynchronous messaging and so on [30]. PaaS includes these kinds of services so that the time can be spent on developing the main functionality. Obviously, relying on such a platform limits the possibilities for optimization, as the developer can only use the application stack that the platform provides. So, optimizing things such as memory access is difficult and maybe even impossible. Often, the platform user cannot decide how much resources that are allocated to the application neither, but as the cloud computing and PaaS industry matures, the development platforms becomes more transparent for the users, and they begin to support a larger variety
of programming languages. Many companies use PaaS, for both business analysis and
development, but it is also used by individuals.

SaaS is the highest level of service a cloud provider can offer. Here fully developed
software programs can be utilized without having to update the software, and with just
a minimal amount of configuration. The software will usually be available to the user
through a web browser. The user pays for the program typically through a monthly
subscription plan. A typical example of SaaS could be Microsoft Office 365, where one
can access the newest versions of Microsoft Office without having to install the program
onto your own PC. Other programs that are typically offered as SaaS are accounting
services for enterprises, and other things that take care of non-core functionality in a
business. SaaS cannot be used in a private cloud environment, as the cloud provider will
have to for example update the software and would not be able to access it in a private
cloud [31].

2.4.6 Security

Security of data has previously been mentioned as one of the major challenges with the
cloud. Not being careful when utilizing the cloud can have severe consequences, for
example in 2014, when the company Code Spaces was forced to give up after a security
breach on their AWS account [32].

Gartner has pointed out some of the things that a potential cloud user should investigate,
and be aware of, before choosing a cloud provider [33]. It is obviously important to be
aware of how the cloud provider protects your data and separates it from its other
customers. To know that the cloud provider has experienced encryption specialists,
and that they use state of the art encryption methods is something one should look
into beforehand. Cloud security really have two sides to it though, the first one is as
previously stated, how well they protect your data from others, the other one is how safe
is your data from being lost entirely. For example, in the event of your cloud provider
going bankrupt, or if an entire data center is damaged beyond repair. One should be
aware of the cloud providers plans for your data if it goes broke, and that the company
has recovery plans for your data in case of disaster.
The main security issue, that potential cloud users are the most afraid of, is probably cyber-attacks. Obviously, cyber-attacks are not exclusive to cloud computing, but there are several security considerations and threats that are introduced, or applies to a much higher extent, with cloud computing. The six SOs (Security Objectives) confidentiality, integrity, availability, multi-trust, auditability, and usability are defined in [34].

One example of how one of these SOs, integrity, can be compromised, is with a man-in-the-middle-attack, which can be defined as: “An adversarial computer between two computers pretending to one to be the other” [35]. An attack like this allows a third party to snoop on data being sent between two parties, for example, a cloud server and an office desktop.

A big misconception regarding cloud computing is that it is the cloud providers fault every time there is a security breach. In most cases, cloud accounts are hacked because of bad security practices by the user [36], and many cloud users are not entirely aware of how to protect themselves in the cloud [37]. Cloud security is really a shared effort between the cloud provider and the user.

In Figure 2.3a Amazon’s shared responsibility model is shown. This figure states what aspects of security that they are responsible for, and what the customer is responsible for. Figure 2.3b gives an overview on how Azure distribute the security responsibility between them and the customer. Here one can also see how the different service types have different responsibility distributions.
From both parts of Figure 2.3, it is clear that the cloud provider has the responsibility of assuring the physical security of the cloud, i.e. the data centers. This is an aspect of security that may be better with the cloud, compared to private data centers. Cloud providers take great care in making sure that their data centers are secure. The buildings are hard to get into, and if someone were to get in, it would be much harder to extract any useful data. Even though cloud data centers may seem like more desirable targets because of the huge collection of data, they are much easier to protect in a cost-effective manner [34]. From these figures, it is also clear that much of the security is the responsibility of the users, especially with IaaS and PaaS.

2.4.7 VM- and Container Placement

Power consumption is one of the largest costs of operating a cloud data center, at about 42% of the total cost [40]. Hence, it is important for cloud providers to optimize their data centers for power efficiency. As stated previously, cloud providers utilize VMs and containers to offer computing resources to their customers, therefore, it is important to optimize the placement of VMs and containers in a data center. That is, how to optimally distribute the virtual computational resources over the physical hardware available in the data center. Furthermore, it is important for customers of cloud providers to have power and resource efficient solutions, as utilizing inefficient solutions can increase the infrastructure costs significantly. If a company wishes to make a solution available to multiple users, it is important that for each added user, the amount of resources needed to facilitate the new user is as low as possible. Otherwise, it will be difficult to scale a solution to multiple users.

There has been done a lot of research on this topic. Equation 2.1 [41] shows an objective function that can be used to minimize the overall cost of leasing a certain number of VMs and deploying a certain number of containers onto those VMs. The equation is used with the IBM CPLEX Optimizer [42], in order to decide which container $c_d$ should be deployed onto which VM $k_v$, this is done via the decision variable $x_{(c_d,k_v,t)}$ which is set by the optimizer.
The model takes a set of different VM types ($V = \{1, ..., v^\#\}$) and container types ($D = \{1, ..., d^\#\}$) as input. $v$ and $d$ correspond to a different type of VM and container respectively, while $k_v$ and $c_d$ refers to a specific instance of a VM or container respectively.

The objective function consists of four terms. In the first term

$$\min \left[ \sum_{v \in V} c_v \cdot \gamma(v,t) + \sum_{d \in D} \sum_{c_d \in C_d} \sum_{v \in V} \sum_{k_v \in K_v} \left( (1 - z(d,k_v,t)) \cdot (x(c_d,k_v,t) \cdot \Delta_d) \right) \right]$$

finds the total time needed to deploy a container ($\Delta_d$) on a VM ($k_v$). This is important to take into account, because if a specific container type $c_d$ is deployed on a VM for the first time, the container data needs to be downloaded from the container registry to the VM. However, once the data has been downloaded, it is cached (in the memory) of the VM throughout its lifespan. Therefore, if a container of the same type as before is needed again, this VM will not have to download the data again, hence it will save some time. So, it is clearly beneficial to utilize the same VM for the same type of container. If this is the case, then $z(d,k_v,t) = 1$ which makes the product inside the sum 0. In term three

$$\sum_{v \in V} \sum_{k_v \in K_v} \omega^R \cdot f_{(R,k_v,t)}$$

the amount of free resources ($f_{(R,k_v,t)}$) are summed up. This term ensures that available resources are used instead of just leasing new VM instances, provided that there are enough resources available in the VM to create another container. $\omega^R$ ensures that this
term is weighted correctly compared to the other terms. The fourth term

$$\sum_{d \in D} \sum_{c_d \in C_d} \sum_{v \in V} \sum_{k_v \in K_v} \left( \omega_s \cdot s_{(i,c_d,t)} \cdot x_{(c_d,k_v,t)} \right)$$

sums up all of the deployed containers at a time t. This term aims to provide the minimal amount of resources to each container, while still giving each container enough resources to work. $\omega_s$ is the weight of the term.

### 2.5 FPGA Development

FPGA development is a complex task which requires advanced tools. In this section, the steps in FPGA development will be outlined.

![Development process for FPGAs](image)

**Figure 2.4:** Development process for FPGAs [5]

Figure 2.4 shows an overview of the development process. The first step is defining the functional specification of the circuit. After one has defined the circuit specification, one has to write the RTL (Register Transfer Level) code that fulfills the specification in a HDL (Hardware Description Language), typically VHDL or Verilog. There are several
ways of verifying the functionality of the HDL code, typically it is done by writing test-benches that provides inputs and checks for correct outputs of a design, and by viewing the waveform of the signals in the circuit to see that they are behaving correctly. The next step in the process is synthesis, which is the process of converting the code into a netlist of FPGA components like for example LUTs [43]. After synthesis is done one can do post-synthesis simulations and get estimates on, for example, power usage and maximal possible clock frequency, and one can see if the results are within the boundaries of the specification. Often, this is not the case, hence one has to go back and make improvements to the HDL code. This is commonly done several times, hence, synthesis is often run multiple times before place-and-route. Once it appears that the circuit meets the demands of the specification, one can move on to the place-and-route, where the component list obtained from the synthesis is mapped to a specific FPGA. After this, one performs static timing analysis, where one verifies that the design actually meets the timing requirements. Then the design is assembled into a binary file, which is downloaded onto the FPGA.
Chapter 3

Previous Work

In this chapter, both commercial products and academic work that this thesis is either related to or based on will be explained. The explanations provided in this chapter are mainly intended to give an overview of the tools that are used in this project and how they are used. Therefore, several details on how the some of the technologies work are omitted.

3.1 Docker

Docker [44] is a software designed to create containers, which were explained in Section 2.2.

![Docker Diagram](image-url)  

_Figure 3.1: Docker Engine [6]_
Figure 3.1 shows how the Docker engine works as a foundation for the Docker containers. However, it is important to notice that the Docker engine does not work the same way a hypervisor does. A hypervisor manages all calls from a VM to the host OS, while the Docker engine only handles the building and lifetime management of a container. The Docker engine does not handle calls from a container to the host, the removal of this link is one of the reasons why containers are more efficient than VMs.

A Docker container is created from a Docker image. An image is a read-only, executable package, it contains everything needed to run an application [45]. Images are usually created in such a way that everything needed to run an application is prebuilt. Therefore, creating a container instance to run an application is an almost instantaneous process.

A Docker image is built up in layers. Each new layer in a Docker image is added on top of the other layers. This means that if one has one or more layers that make up an OS like Ubuntu 14.04, and then in the next layer, installs for example Python, Python will be installed in the Ubuntu environment.

Figure 3.2 shows how the Ubuntu 15.04 image consist of four layers. It also shows how multiple Docker containers utilize the same image to run simultaneously. As already stated, a Docker image is read-only, a container only consists of a small read/write-layer on top of the Docker image, allowing one to access and use the applications within the
Docker image. All Docker images are stored in the same place and managed by the Docker engine, along with this, the layer-architecture of Docker images also allows for efficient use of disk space. If one, for example, has two different images that both utilize Ubuntu 14.04, then one of the images has Apache web server installed, while the other one only has Python installed, each layer in the images is only stored once. This means that the Ubuntu 14.04 image is only stored once, regardless of how many images that depends on it.

To say that only one Docker image is needed once, and that each layer in the images is stored only per machine, is somewhat of a simplification. In actuality, each layer is stored once per Docker engine, of which there is typically only one of per machine. However, to scale Docker containers to multiple users, often multiple Docker engines are needed. Because, even though there can be multiple Docker containers running on top of the same image, when enough containers try to access the same image at the same time, there will be latency. Docker Swarm [46] is a software that is able to do handle this and create multiple Docker engines and copy over the necessary images to each engine.

A Docker image is created from a Dockerfile. A Dockerfile defines the environment inside a container, and hence, how the Docker image should be built [47]. Each line in the Dockerfile adds one or more layers to the Docker image, it always starts with the FROM expression which indicates the basis of a new image. For example, writing the line “FROM ubuntu 14.04” will create an image that is based on the Ubuntu 14.04 image that already exists. It is also possible to use the expression “FROM scratch” if one wish to create a new image entirely, but this is not very common. The images that already exist are often fetched from a website called docker hub [48], which is a page where companies and individuals can publish Docker images.

There are a handful of expressions used in Dockerfiles [49], in this thesis only a few of them are explained. The FROM expression has already been covered. Another important instruction is RUN. It is the instruction that is used to run any command within the Docker image. Each time the RUN Instruction is used a new layer is created on top of the current image. One more instruction to be aware of is WORKDIR, which changes the working directory within the image. One can say that using the WORKDIR instruction is the Dockerfiles way of using the cd command in a terminal.
Multi-stage build is a technique used in Dockerfiles to create Docker images. As previously mentioned, each new line in a Dockerfile adds a new layer to the Docker image. Hence, all packages and files used in a Dockerfile will be in the final image. Even if they are removed or uninstalled and hence will not be available inside a container once it is running, the image will still not be reduced in size. This may lead to an unnecessary large image, as it will typically be full of tools that were only needed to install the application inside the image but serves no function once the application has been installed.

To avoid this problem, one can utilize multi-stage builds [8]. Multi-stage builds are created by using multiple FROM statements in the same Dockerfile. A typical way of doing this, is to make the first image in the file very much like one would do in a single-stage build, with all installation tools included. Then, below the first image, create a new image where one only copies the necessary parts from the first image. In Figure 3.3 an example of a multi-stage Dockerfile is shown.

```
FROM golang:1.7.3
WORKDIR /go/src/github.com/alexellis/href-counter/
RUN go get -d -v golang.org/x/net/html
COPY app.go .
RUN CGO_ENABLED=0 GOOS=linux go build -a -installsuffix cgo -o app .

FROM alpine:latest
RUN apk --no-cache add ca-certificates
WORKDIR /root/
COPY --from=0 /go/src/github.com/alexellis/href-counter/app .
CMD ["./app"]
```

Figure 3.3: An example of multi-stage builds [8]

The figure here is both an example of how a Dockerfile looks in general as well as what multi-stage builds are. On the first line, it is shown that the base image used is the golang:1.7.3. Note that the software used in this Dockerfile example, will not be elaborated on here. The Dockerfile then changes the working directory, runs a command, copies an application file (app.go) and then uses another RUN statement to install it. To minimize the size of the image, in the second build stage, it is used another FROM statement that utilizes the alpine base image instead of the golang image. In the second to last line it copies the folder where the app is installed from the previous image. The “--from=0” flag indicates that this image copies from the image created with the first
FROM statement. Each sub-image in a multistage image is numbered, starting from 0. It is also possible to tag each sub-image with a name to make it easier to see what image one is copying from.

When using Docker, one can use the “docker build” command to create a new image from a Dockerfile. One can either specify a path to the Dockerfile, or the docker build command will automatically detect the Dockerfile if there is one in the current directory. To run a container, one can use the ”docker run” command. To measure the resource usage of containers, Docker has a command ”docker stats” [50]. The command displays real-time resource usage from all running containers. It can also be used along with other software to collect stats over a period of time. The stats that are displayed are CPU usage, memory usage, network I/O and block I/O.

3.2 IDE8

IDE8 is a cloud-based development environment. It makes it easy to develop products and services based on electronics and mechatronics. It is a relatively new development platform, developed by Wireless Trondheim. IDE8 can be defined as a PaaS, as it offers many different development platforms. It is important to notice that IDE8 is still in very early stages of development. Therefore, new features are constantly added, and a lot of functionality within IDE8 is subject to change.

The development environment of a user in IDE8 is called a Workspace. One developer can have multiple Workspaces. Each Workspace is created from one of the predefined stacks found in the IDE8 library. A stack defines what tools and services that will be available to the user within the Workspace. A Stack can be optimized for a product like an Arduino or a Lattice FPGA, an application, e.g. a heart rate sensor, an event, e.g. an IOT hackathon, or a group of people, e.g. students.

The other important part of IDE8 is the IDE8 board agent. The agent connects a device, for example a development board or an oscilloscope, to a user’s Workspace. This agent can be downloaded to a local PC allowing the user to connect his or her own device to his or her own IDE8 Workspace. Wireless Trondheim also has several devices already connected to the IDE8 site, that are free to use for anyone.
Figure 3.4 shows an overview of the IDE8 architecture. On the left side of the figure we see that the user accesses IDE8 through a web browser, and it is also shown that the physical boards and instruments are connected to the board agent over the public network. The connected devices can either be the user’s own device connected directly to the user’s PC, or it can be one of the aforementioned devices that IDE8 already has connected to the API GW (Application Programmable Interface GateWay). On the right side, we see the internal workings and structure of IDE8. The Backend microservices box is the backend infrastructure that IDE8 runs on, which is provided by the IaaS provider Digital Ocean [51]. On the bottom right, it is shown that the Workspace Agent is connected to the infrastructure, user, and Board Agent through the two different APIs, it is also shown that the Workspace contains both the Stack and the user’s own files. There is also a Runner connected to the backend which controls the lifespan of the containers within IDE8.

A stack in IDE8 is a build environment inside a Docker image. IDE8 default Workspace stack uses a Debian stretch image, a Linux based OS, as its base image, along with some additional tools like git and make [9]. A custom stack like an Arduino stack runs on top of the default Workspace stack. The definition of a stack must be put in a file named stack.yaml located in the /ide8/ directory of the base image. This is done to describe the commands that can be run in the stack and what examples that are available.
Figure 3.5 shows some of the details of the IDE8 Workspace agent. The Workspace agent is the name of the system that creates a Workspace. One can see that the user is exposed to two different set of files in the web browser. The directory called “files” are the user’s own files, typically the source code for a specific project. The other folder, “examples”, are specified in the stack.yaml file and then fetched from the Stack files. These examples can be imported to the user files if the user wishes to try out the examples. Each stack comes with a different set of examples. The command runner is accessed from the webSocket [52], which is a communication protocol for two-way communication over the web, and as mentioned previously, the commands must be defined in stack.yaml. The multiplexer (Mux) in the figure, is there so that the webSocket can perform other tasks as well, they are however, omitted in this figure.

3.3 AWS EC2 F1 and Developer AMI

In 2016 Amazon Web Services (AWS) started a collaboration with Xilinx, one of the two major FPGA providers [53]. Xilinx FPGAs have been integrated into some of AWS’s data centers. The instances have been made available for AWS users, allowing them to utilize FPGAs to accelerate computations. These FPGA instances are named EC2 F1 (Elastic Compute Cloud F1). The F1 instances consist of one or more FPGAs and a virtual machine. Along with these instances, AWS has created the FPGA developer AMI (Amazon Machine Image), which is a software package that can be used with any of
AWS’s VM instances, and provides Xilinx’s Vivado development tool, along with some additional features.

EC2 is the general name of AWS virtual machine instances, of which there are many [54]. Each instance type has a given set of specifications: RAM, CPU cores, storage and also several other attributes. In the case of F1 instances, they come in two different types with different attributes which are listed in table 3.1

Table 3.1: Specifications for F1 instances [14]

<table>
<thead>
<tr>
<th>Instance</th>
<th>FPGAs</th>
<th>DDR-4 (GiB)</th>
<th>vCPUs</th>
<th>Memory (GiB)</th>
<th>Storage (GiB)</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1.2xlarge</td>
<td>1</td>
<td>4x16</td>
<td>8</td>
<td>122</td>
<td>1x480</td>
<td>10 Gbps Peak</td>
</tr>
<tr>
<td>f1.16large</td>
<td>8</td>
<td>32x16</td>
<td>64</td>
<td>976</td>
<td>4x960</td>
<td>30 Gbps</td>
</tr>
</tbody>
</table>

Notice that GiB is used here and not GB. GiB, or Gibibyte, is per definition 2^{30} bytes while a GB, or Gigabyte, is part of the SI standard, with the value of 10^9 bytes [55].

It is shown that the smaller one of the F1 instances only comes with one FPGA, while the large one comes with eight. The eight FPGAs on the larger instance are also interconnected and can communicate directly with each other. The FPGAs on the F1 instances have the following specs [53]:

- Xilinx UltraScale Plus 16nm FPGA
- 64 GiB DDR4 ECC-protected memory
- dedicated PCIe x16 connection
- 2.5 million logic elements
- 6800 Digital Signal Processing engines
- Virtual JTAG interface for debugging

The table also shows that each FPGA has 4 times 16 GiB of DDR4 memory attached, which sums up to 64 GiB per FPGA. This allows the FPGAs to store quite large amounts of data without having to communicate with the processor of the VM. Each VM of the
smaller and the larger instances has 8 and 64 virtual CPU cores respectively, also 122
and 976 GiB of Memory and 480 and 3840 GiB of Storage. The large instance also has
a network bandwidth of 30 Gbps while the small one only has a peak bandwidth of 10
Gbps.

The F1 instances are intended to be used for running applications that utilize FPGAs for
accelerated computing. They are not however, normally used for developing the FPGA
design. As seen earlier, the F1 instances comes with rather heavy specs and are hence
very expensive to run. The larger one of the F1 instances has, as of May 2018, an hourly
renting price of $13.2 [56], making it one of the most expensive out of all EC2 instances
offered by AWS. To develop FPGA designs, one typically uses a smaller instance type,
with specs closer to that of a normal desktop computer, for example the t2 instance
which is priced in the range from $0.006 to $0.37, depending on the amount of memory
and CPU cores that are needed. The t2 instance does not have an FPGA connected to
it, but for most of the design process this is not needed. It is typically enough to utilize
simulation and debugging tools.

When developing an FPGA design in AWS, one will utilize the AWS FPGA developer
AMI [57]. AMI is short for Amazon Machine Image, which is an already configured
software package that can be run on a VM. It is similar to Docker images for containers,
but instead of describing how a container should be, it defines how a VM should run. It
contains the OS the VM should run, and the software packages which will be installed on
the machine. The FPGA AMI runs CentOS 7.4 which is a Linux/Unix based operating
system, and it comes with the Xilinx FPGA developer tool Vivado and the AWS-FPGA
HDK (Hardware Development Kit). The HDK and SDK (Software Development Kit)
is available on GitHub [58].

The HDK is a set off tools that is designed to make it easier to integrate and deploy
the FPGA design on F1 instances. The HDK contains the tools needed to create an
AFI (Amazon FPGA Image) from an FPGA design. An AFI is similar to an AMI, but
instead of containing a setup for a VM, it contains the design that is to be implemented
on an Amazon F1 FPGA. An AFI can also utilize more than one FPGA, as previously
stated the largest F1 instance has eight FPGAs available, and one can use the same
AFI to deploy a design that utilizes more than just one of the FPGAs. The HDK also
contains the FPGA shell interface [10], which is the logic interface used to communicate between the FPGAs and the peripherals, like the DDR4 memory and the PCIe.

Figure 3.6 contains a detailed overview of the shell interface. The figure will not be explained in detail here, but some of the main points will be explained. The figure shows two large boxes, the top box is labeled SH for shell and the bottom one is labeled CL for custom logic, which is the actual FPGA logic created by the FPGA developer. The main part of the Shell is the PCIe interface, but the figure also shows that there is an interface between the FPGA and the DDR4 memory. In addition to this, if one is to use the f1.16xlarge instance with eight FPGAs, the shell also includes an interface for inter-FPGA communication.

The SDK is found on the same git repository as the HDK. The SDK is made for managing the AFIs, not create them.
Figure 3.7, provides an overview of how the SDK is used to manage and work with the FPGAs. At the top of the figure is the Linux Userspace, which is the management tools and runtime communication tools that the developer uses to access the FPGA. A, B and C on the figure makes up the FPGA management interface. Point A on the figure is Linux shell commands which can be used to do operations like loading and removing AFIs and also activate the virtual JTAG to do on-chip debugging. Point B is a C-library which is to be compiled with a developer’s C/C++ application. Point C is a library with the OpenCL runtime library pre-integrated. The points D, E, F and I are all different libraries used for different types of runtime communication with the FPGA. D, E and F are for C/C++ applications, while I is for OpenCL. G is the DMA (Direct Memory Access) driver that is needed for E and F to work.

The development process can be summarized in four steps [14]. The first step is to launch an AWS virtual machine with the FPGA developer AMI and do the necessary configurations for the HDK. The second step is the actual development of the design, where one utilizes the Vivado software to write either Verilog or VHDL code. One can also utilize HLS (High-Level Synthesis) with OpenCL [59]. These tools should be used along with the HDKs FPGA shell to create the full logic design. After the design is complete, and synthesizing and simulations are done, the third step is to do the place-and-route which generates a design checkpoint file (DCP). The DCP contains the complete design which again can be turned into an AFI, which is encrypted. Then in
step four, the AFI can be loaded onto a F1 instance. The AFI can then be managed with the AFI management tools in the SDK. The FPGA developer AMI can also be used for normal FPGA development, not aimed at the F1 instances.

The AWS marketplace is a service where AWS users can offer their custom made AMIs and AFIs to other AWS users. Also, AWS offers their official AMIs like the FPGA developer AMI through the marketplace. There are several businesses that now uses the AWS marketplace to distribute their solutions. One example is the company Mipsology, which were one of the first to offer a solution which utilized FPGAs. The application they offer uses an FPGA for inference of neural networks, which is used for image classification [60]. However, the solution is offered as an AMI not an AFI, this is because the solution contains the entire setup for the VM, so the AFI is included in the AMI.

### 3.4 FPGA Infrastructure Solution

In the paper *Using Clouds for FPGA Development - A Commercial Perspective* [12], an alternative solution to AWS’s FPGA developer AMI and F1 instances was presented. They also had a look at current cloud-based FPGA products, including the AWS F1 instances. They examined, on a theoretical level, the possibilities of having the cloud providers invest into an FPGA farm and deliver FPGAs as an IaaS.

This solution is mainly intended for companies that does not have FPGA development as one of their primary focus areas but needs it as a part of a bigger system, for example an encryption accelerator on a System on Chip (SoC) design. These companies may not have much experience with FPGA testing, so acquiring hardware and setting up a test environment can be cumbersome. Furthermore, they may need several FPGAs to test different things at once. This solution will enable faster and less expensive testing, as the user would be able to test on multiple FPGAs at once, without having to acquire or deal with additional hardware. Their paper outlines further details on this solution and provides an estimate for how long it will take to develop this service.
Figure 3.8 shows a schematic overview of the solution. The solution works quite similar to other cloud solutions. The registration and resource management are done through a web portal (1), and the interaction between the user and the cloud resources is done through an interactive virtual environment (4)(5). This virtual desktop which is displayed to the user will contain necessary tools like an IDE to develop the project, much like how the AWS FPGA developer AMI works. After the user is done with the project, or at least wishes to test it, the project can be launched for synthesis, place-and-route, and bit stream generation inside the cloud (6)(7). This process will be done in the background, allowing the user to continue working on other projects or other parts of a design while the project is being built. As mentioned earlier, the provider’s cloud also contains FPGAs, allowing the design to be tested on physical hardware.

3.5 Project IceStorm

Project IceStorm is a fully open source design flow, from Verilog to bitstream, for the Lattice iCE40 FPGA [13]. It consists of three different parts, the synthesis tool Yosys, the place-and-route tool Arachne-pnr and the IceStorm toolkit.
Figure 3.9 shows a simple overview of how the Project IceStorm flow works. It functions by utilizing the synthesis tool Yosys to take in the verilog file (design.v) and producing a design.blif file. This file together with a pin constraint file (design.pcf) is processed by the place-and-route tool Arachne-pnr. This produces an ASCII file (design.asc) which the IceStorm tool icepack converts to a design.bin bitstream which is used to program the FPGA.

### 3.5.1 Yosys

Yosys is the synthesis tool that is used in the IceStorm Project. It was developed around 2013-2014, prior to the development of the rest of the IceStorm project, but by the same project lead, Clifford Wolf [61]. The synthesis tool can take in verilog files and outputs a BLIF file (Berkeley Logic Interchange Format). The BLIF file format, is used to describe logic-level hierarchical circuits in a textual form [62]. This tool is not specifically designed for the Lattice iCE40 FPGA, as both the verilog input code and the BLIF output representation are hardware independent, but since the Arachne-pnr tool takes a BLIF file as an input, the tool is simple to integrate with the rest of the Project IceStorm design flow.
3.5.2 Arachne-PNR

Arachne-pnr is the tool that takes care of the place-and-route step in the FPGA compilation process [63]. It has several dependencies to the IceStorm software, and hence it also targets the Lattice iCE40 FPGAs. The tool takes in a BLIF file and outputs a textual representation of a bitstream. It uses a simulated annealing-based algorithm to execute the place-and-route operation.

3.5.3 IceStorm

The IceStorm tool contains several different tools. The two main tools in the design flow are the icepack and the iceprog tools. The icepack program converts ASCII files into .bin files, which is the raw bitsream format that is used to program the FPGA. The iceprog tool is a small driver program for the programmer that is used on the iCEstick and HX8K development boards.

One other tools that is included is the IceUnpack program which converts a file from .bin to .asc, which can be useful since all the other Ice-tools utilize the ASCII file format.

3.6 Other Open Source Tools

There are several other open source tools available for FPGA development. The tool, Odin II [64], is another synthesis tool for Verilog code. It produces a BLIF netlist as an output, which is the same format as Yosys. Icarus Verilog [65] is another synthesis tool for Verilog. This tool can generate netlists in several formats. Another place-and-route tool that is available is VPR [66].
Chapter 4

FPGA Tool Chain Solution

The main objective of this thesis work is to build a working prototype of an FPGA tool chain that can be run in the cloud (IDE8). In this section, there will first be explained the different parts of the stack that are needed, along with some optional components that could be interesting to add in the future. Then, the main functionality of the solution will be explained. The FPGA tool chain was implemented with Docker containers in three different ways. In Section 4.3 the implementations will be explained, and in 4.4, the different implementations of the solution will be compared. Note that, throughout the rest of this thesis, it will be referred to both the FPGA tool chain and FPGA stack. While the tool chain mainly refers to the actual FPGA tools, and the stack refers to the FPGA tools wrapped in Docker containers, the two terms can be used interchangeably.

4.1 Stack Components

In Section 3.5, the open source tool chain, Project IceStorm, was explained. This is the tool chain that will be used in this implementation.

There are several reasons why Project IceStorm was considered to be a good option. The main reason is that it is an open source solution, without any license issues. Deploying for example Vivado or Lattice Diamond in a cloud solution would require permission from the software providers, which could be a time consuming and cumbersome process, but this will be discussed further in Chapter 6. There are multiple open source options
in existence, as stated in Section 3.6, but Project IceStorm was still deemed the best choice, as it takes care of the entire flow from Verilog to bitstream. Even though it is fully possible to exchange for example the Yosys synthesis tool with Icarus Verilog, it would require some additional work. Without any substantial indication that swapping out any of the tools would lead to a performance improvement and because of the limited time frame of this project, it was not deemed necessary to try any other components.

As explained in Section 3.5, Project IceStorm consist of three different software components, Yosys for synthesis, Arachne-pnr for place-and-route and IceStorm for assembling and various other minor functions. These will be the main components of the stack, and the only components used in this thesis. The details on how the stack is implemented is described in Section 4.3.

A fully functioning FPGA development environment however, requires several other components than the ones provided with Project IceStorm. The IDE is of course provided in the Workspace in IDE8, but there are several other tools as shown in Section 2.5. There is a need for tools for debugging, simulation, and visualization. By visualization it is referred to functionality such as schematic view and layout of the design and waveform viewing. Furthermore, another feature that would be interesting to add is HLS (High-Level Synthesis), this will be discussed further in Chapter 6.

4.2 Development Environment

This section will explain the development environment that was used to implement the FPGA stack, as all the development was done locally before being tested with IDE8. How testing and integration with IDE8 was done, is explained in Chapter 5.

To build and test the FPGA stack, a Linux based OS was used since Docker containers are mainly Linux based, even though support for containers based on other OSs does exist. Furthermore, IDE8 is utilizing Linux based containers. To create an isolated development- and testing environment, a Virtual Machine (VM) was used. We used an Ubuntu 16.04 64-bit OS on the VM [67]. To generate and manage the VM the VirtualBox software [68] was used.
The FPGA stack was developed utilizing Docker containers. As explained in Section 3.1, Docker container are running instances of Docker images, and Docker images are read-only executable packages that fully define the environment of the container. The image contains all the files needed to run the container and the application within the container, and a Docker image is defined and built from a Dockerfile. The Docker community edition (CE) software was installed on the VM [69], so that the Docker images could be built, and the containers could run. The Dockerfiles are typically not very large in terms of lines of code, so there was no need for any type of special IDE with debugging features to write the code. However, to build an image from a Dockerfile can take some time, since everything that is put into a Docker image has to be installed. A nice feature in Docker however, is that the different layers of the image are cached, so that if one has to make small changes to an image, one might not have to build the entire image from scratch again.

4.3 FPGA Tool Chain

The implementations of the FPGA tool chain are based on Docker containers to make the solutions scalable and functional in the cloud. One does not have to utilize containers to run software in the cloud, but it provides a good way of making sure that the software behaves correctly in different environments as explained in Section 2.2 and 3.1. The Project IceStorm software has here been installed to run in containers in three different configurations, one monolithic approach and two different microservice approaches.

4.3.1 Monolithic Approach

The first architecture that was implemented was the monolithic approach. In this approach, the entire tool chain, from synthesis to bitfile generation, was put in the same image. When all the tools are put in the same environment, the process of building the Docker image is quite similar to installing the tool on a normal desktop.
Figure 4.1 shows the Dockerfile that builds the Docker image containing the tool chain. The Dockerfile defines all the steps necessary to create the image with the desired attributes.

The first line in the Dockerfile defines the base-image used to build the environment. As explained in Section 3.1, all Dockerfiles must begin with a FROM statement. Because Project IceStorm is designed to be installed on Ubuntu 14.04, this was clearly the simplest base-image to use, as it would be able to support all the features of Project IceStorm and hence, reduce the risk of bugs appearing when both creating the Docker image and running the FPGA software in the container. That the Ubuntu image is used, might seem as if the advantages of running a container is removed, as it now appears that an entire OS has been added to the container, making it very similar to a VM. However, this Ubuntu image is not the same as a full OS, this image only contains the binaries and libraries of Ubuntu 14.04, hence, making it a lot more lightweight than a full OS. The size of the Ubuntu image is approximately 220 MB, while the full desktop Ubuntu image is approximately 1 GB in size and requires a lot more disk space than that once it is installed. So, an Ubuntu Docker image is not the same as a full version of Ubuntu. The next two RUN statements on line 3 and 4, are commands run within the Ubuntu 14.04 environment. The first line updates the package list, and the second installs all the packages necessary to install and run the FPGA tools. These commands were available from the installation guide on the Project IceStorm website [13]. The only change done on these two commands were that the -y flag was added on the second command so that one did not have to manually agree to install the packages while the
Docker image was being built. The rest of the Dockerfile handles the installation of the FPGA tools. All of these instructions are also from the Project IceStorm website. On line 7, 11 and 15, the git repositories of each of the software components are cloned into the Docker image. On lines 8, 12 and 16, the WORKDIR command is used, as explained in Section 3.1, this command is used instead of the Linux command “cd” to change the directory. Then the tools are installed using Make [70]. Due to the installation order, we can here see that Yosys is installed within the arachne-pnr directory which is again installed within the icestorm directory. This is not necessary, but it also does not cause any problems. Hence, it was deemed unnecessary to change it.

To test that the tools were functioning properly, a simple Verilog example that is included in the Arachne-pnr git repository was used. The example is a simple Verilog script rot.v along with a placement constraint file, rot.pcf, which blinks the LEDs on the Lattice iCE40 iCEStick development board in a rotating manner.

```
yosys -p "synth_ice40 -blif rot.blif" rot.v
arachne-pnr -d 1k -p rot.pcf rot.blif -o rot.asc
icepack rot.asc rot.bin
iceprog rot.bin
```

**Figure 4.2:** Instructions for running and creating a binary file from the rot.v Verilog example [13]

Figure 4.2 shows the instructions used to execute synthesis, place-and-route, bitfile generation and programming the FPGA. These were the commands used to verify that the containers were working.

### 4.3.2 Microservice Approach

The second tool chain implementation is the microservice approach. Here, it is attempted to run Project IceStorm by installing and running the different software components in different containers. However, Arachne-pnr depends on several files from the IceStorm tool to be installed so it would be difficult to run these two programs in different containers. Therefore, the design flow will here only be split into two containers instead of three. The first container will contain the Yosys synthesis tool, while the second will contain both Arachne-pnr and IceStorm.
Figure 4.3 shows the Dockerfile describing the image containing the Yosys tool. To create it, the same approach as in the monolithic case is taken. The same base-image, ubuntu:14.04, is used, and all the same packages are installed. It is not given that all of the packages are needed here, but for simplicity, all the packages were installed. Furthermore, only the Yosys git repository is cloned and installed, contrary to the monolithic case.

```bash
FROM ubuntu:14.04
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
    gawk tcl-dev libffi-dev git mercurial graphviz \
    xdot pkg-config python python3 libfido-dev
RUN git clone https://github.com/cliffordwolf/yosys.git yosys
WORKDIR yosys
RUN make -j$(nproc)
RUN sudo make install
```

Figure 4.3: Dockerfile for building the container with the Yosys tool

Figure 4.4 shows the Dockerfile used to create the image with both Arachne-pnr and IceStorm installed. The Dockerfile is also built up very similar to the monolithic file. Here the cloning of the Yosys git repository and installation is simply omitted.

```bash
FROM ubuntu:14.04
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \  
gawk tcl-dev libffi-dev git mercurial graphviz \  
xdot pkg-config python python3 libfido-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR arachne-pnr
RUN make -j$(nproc)
RUN sudo make install
```

Figure 4.4: Dockerfile for building the container with the IceStorm and Arachne-PNR tools

In Section 3.1 a technique called multi-stage builds was explained. This technique is used by having multiple "FROM" statements in the same Dockerfile. Hence, creating multiple images in the same Dockerfile and only keep certain things from each sub-image in the final image.
Figure 4.5: Dockerfile for building the container with the IceStorm and Arachne-PNR tools, utilizing multi-stage build

```dockerfile
FROM ubuntu:14.04 as builder
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \
xdot pkg-config python3 libtdi-dev
RUN git clone https://github.com/cliffordwclif/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install
WORKDIR
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR /arachne-pnr
RUN make -j$(nproc)
RUN sudo make install
FROM ubuntu:14.04
COPY --from=builder /icestorm /icestorm
COPY --from=builder /arachne-pnr .
COPY --from=builder /usr/local/bin/* /usr/local/bin/
```

Figure 4.5 shows the Dockerfile that creates the image containing Arachne-pnr and IceStorm by utilizing multi-stage builds. We see that the first part of the Dockerfile, from line 1 to 15, is almost identical to the Dockerfile in Figure 4.4, the only difference being line 1, where it was added “as builder”. This is just a way of naming the different stages in a multi-stage build, which makes it easier to see what sub-image is used to create the final image. The second build stage starts at line 18, this stage also utilizes the Ubuntu 14.04 base-image. Then the image uses the COPY command in order to copy only the necessary folders from the previous sub-image. Notice the flag “–from=builder” refers to the first sub-image, which was named builder. To get both Arachne-pnr and IceStorm working in the new image, the icestorm and the arachne-pnr directories are copied into the new image. On line 21 the IceStorm binary files that are generated during the installation are copied into the new image as well. Utilizing the full ubuntu 14.04 base-image in the final image might not be necessary, there are other more lightweight Linux based base-images that probably could have been used, hence produced even less overhead, but to test this further was not prioritized in this thesis.

The Yosys installation process is quite complex and generate several files in several different locations, which makes it difficult to find all the necessary files to bring over to the next build stage. Hence, reducing the image size of the Yosys image utilizing multi-stage builds proved to be a difficult task. Therefore, it was not done in this thesis.
For the same reason, the monolithic approach was not improved with multi-stage builds, as it would be difficult to get Yosys to function properly.

4.3.3 Microservice Approach 2

In the previous approach, it was stated that Arachne-pnr relies on files from IceStorm to be installed. However, it is still possible to separate the two programs into different containers. Hence, the Project IceStorm FPGA tool chain is split into three containers. Since the only change done in this approach is the splitting of the container containing both Arachne-pnr and IceStorm, the Yosys image used in this approach is the same as in the previous microservice approach. Both the single-stage and multi-stage solution will be shown.

```bash
FROM ubuntu:14.04
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \ 
xdot pkg-config python python3 libfdtd-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install
WORKDIR /
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR arachne-pnr
RUN make -j$(nproc)
RUN sudo make install
WORKDIR /icestorm
RUN make -j$(nproc)
RUN make uninstall
WORKDIR /
RUN rm -rf -r icestorm
```

**Figure 4.6:** Dockerfile for building the container with the Arachne-PNR tool

In Figure 4.6, it is shown how the Dockerfile is written in order to create a Docker image containing only Arachne-pnr. The method used is quite simple. Since the IceStorm files are only needed to install Arachne-pnr, one can simply install IceStorm first, then install Arachne-pnr and uninstall and remove IceStorm afterwards. This procedure can be seen in the Dockerfile, as the first 15 lines are identical to the first 15 lines in Figure 4.5. Then the next 4 lines uninstalls IceStorm, and then removes the files. One should notice that line 11 changes the working directory back to the root directory so that Arachne-pnr is not installed within the icestorm directory like in the monolithic approach. This would obviously not work, as the arachne-pnr directory would be removed along with the icestorm directory.
Figure 4.7 shows the how the image containing only IceStorm was created. This was very simple as one only needed to install the IceStorm software in the exact same environment as in all of the previous images.

The multi-stage build technique was also applied to this these images. Also, due to how Docker images are built, as explained in Section 3.1, each new instruction executed in a Dockerfile adds another layer to the Docker image. Therefore, it can only increase in size, even if the files are removed from the image, as it is stored in the previous layer. The files that are removed will not be available in the container, but the information is stored in the image. Therefore, multi-stage builds will be extra important here, compared to the previous approach, to remove the unnecessary IceStorm files from the final image.

Figure 4.7: Dockerfile for building the container with the IceStorm tools

```
FROM ubuntu:14.04
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
    gcc tcl-dev libffi-dev git mercurial graphite \
    wget pkg-config python python3 libstdc++-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$({proc})
RUN sudo make install
```

Figure 4.8: Dockerfile for building the container with the IceStorm tools, utilizing multi-stage build

```
FROM ubuntu:14.04
COPY --from=builder /icestorm .
COPY --from=builder usr/local/bin /usr/local/bin
RUN sudo make install
```

Figure 4.9: Dockerfile for building the container with the Arachne-PNR tool, utilizing multi-stage build

```
FROM ubuntu:14.04
COPY --from=builder /arachne-pnr .
```

Figure 4.8 and 4.9 shows how the multi-stage versions of the images were created. For simplicity, only the second build-stage in each Dockerfile is shown. In the IceStorm
image, the icestorm directory, as well as the binary files created from the installation is created, while in the Arachne-pnr image, only the arachne-pnr directory is copied over.

4.4 Comparison of the Different Implementations

In this section, it will be examined how the three solutions compare to each other. It has already been verified through a simple test that the solutions work correctly, meaning that it has been verified that all the solutions can execute synthesis, place-and-route, and bitfile generation. Here, the solutions will be investigated further to discover if there are any potential differences in how the solutions scale. As this solution is intended to be deployed in the cloud and can potentially be used by a large number of people simultaneously, it is important that the solution has the ability to scale efficiently. This is the reason the tool chain was built in three different ways, so it could be evaluated whether a microservice solution was more effective in a cloud setting. A microservice architecture also provides more freedom when it comes to updating and maintaining the different components in the tool chain. However, when the tool chain is split up, it may introduce more overhead and complexity.

Section 2.4.7 introduces an objective function that aims to place a set of containers onto a set of VMs in the most efficient way possible. There are too many uncertainties regarding the underlying infrastructure to use this function directly in this thesis, and it is unlikely the cloud infrastructure provider, Digital Ocean, utilizes this specific function to handle VM and container placement. However, as explained in Section 2.4.7, the function consists of four terms, some of which can be analyzed qualitatively to see that there is a possibility that the microservice architecture will provide a more efficient solution.

In the second term of the function

\[
\sum_{d \in D} \sum_{c_{d} \in C_{d}} \sum_{v \in V} \sum_{k_{v} \in K_{v}} \left( (1 - z_{(d,k_{v},t)}) \cdot (x_{(c_{d},k_{v},t)} \cdot \Delta_{d}) \right).
\]

\(\Delta_{d}\) refers to how long it takes to deploy a container. It is possible that smaller containers will deploy faster, hence saving costs. Furthermore, term three and four

\[
\sum_{v \in V} \sum_{k_{v} \in K_{v}} \omega_{R} \cdot f_{(R,k_{v},t)}
\]
\[
\sum_{d \in D} \sum_{c_d \in C_d} \sum_{v \in V} \sum_{k_v \in K_v} \left( \omega_k \cdot s_{(i,c_d,t)} \cdot x_{(c_d,k_v,t)} \right)
\]

aims to minimize the amount of free resources on each VM, and allocate the minimal amount of resources to each container respectively. By splitting up the architecture into smaller images, it is possible have a higher utilization of each VM, and if the smaller containers can utilize less resources than the larger one, the benefit will be even greater.

To investigate the scaling capabilities of the solutions, a few parameters were analyzed. The first one is the size of the Docker images. As Docker images can be quite large, it is important to investigate if any of the solutions will take up less disk space than the others. Furthermore, it is interesting to see if the images which were created by utilizing multi-stage builds, yields any significant improvement to the image size. If the image size is reduced this will contribute to reduce the \( f_{(R,k_v,t)} \) function, which sums up the free available resources. Hence the cost function will be decreased. Furthermore, if an image is smaller, it will take a shorter amount of time to fetch it onto a VM for the first time. Hence, \( \Delta_d \) could also be reduced from smaller image sizes.

After investigating the image sizes, the performance of the containers was measured, with regards to execution time, CPU utilization and memory usage. Execution time means how long it takes to execute a given set of tasks. CPU utilization refers to how much CPU time a given set of tasks need, or in other terms, how much of the CPU’s capacity must be used to execute a given set of tasks. Memory usage means how much RAM that is used to execute a given set of tasks. It was first investigated how the execution time of the Yosys container compared to the monolithic container when performing synthesis, and the how Arachne-pnr container and the Arachne-pnr + IceStorm container compared to the monolithic when place-and-route was executed. This was done to see if there were any significant difference in the time it takes to create a container from a smaller image than from a larger image. If it turns out that, for example, the monolithic container utilizes more time than the Yosys container to start, execute synthesis, and then stop, it shows that \( \Delta_d \) is smaller for the Yosys container, hence it is a more desirable choice. Furthermore, the execution time was measured for the containers when they were given restrictions on how much memory and CPU time they could use. This was done to further investigate if any of the containers, based on the smaller images, would require more or less memory and CPU time to get the same execution time as the monolithic container. If any of the containers that were executing
the same task needed less memory and CPU time than the others, it would contribute to reduce the $f_{(R,k,v,t)}$ function.

Regarding the actual size of the containers, meaning the thin R/W-layer that is created for each container, which was explained in Section 3.1, the size for one such layer was in the range of a few hundred KB. Therefore, they are not included in any of these comparisons, as they are so small that they can be neglected.

### 4.4.1 Image Size

The first attribute of the architectures that was measured, was the image size. As explained in Section 3.1, a Docker image is only needed once to create multiple containers. However, to have enough computing power and memory for multiple users in a cloud environment, a solution like IDE8 will usually be run on multiple virtual machines. Each one of these machines would need a copy of the Docker image to create containers. Therefore, making images as small as possible will make the solution require less disk space, hence, scale better over multiple VMs. Furthermore, a single Docker image can be quite large. It is therefore, important to be aware of how much disk space a single Docker image require, so that IDE8 can choose the best underlying infrastructure. It is also, very interesting to see how the multi-stage builds compare to the single-stage builds and see how much overhead that was removed.

Also explained in Section 3.1, a Docker image consist of layers, and if multiple images have the same layers within them, the layer is only stored once. Therefore, if all containers are stored on the same machine, simply adding together the total size of each image would be an inaccurate way of measuring the total size of a solution. To measure the total image size correctly in this case, one has to identify what layers all containers in a solution have in common and be sure to only add them once to the overall sum.
Figure 4.10 shows how much disk space each of the solutions require when all the images of a solution is stored together. The figure shows that the monolithic, and the two single-stage microservice solution all use the same amount of disk space at 1.79 GB. This is not very surprising, as as the solutions consist of all the same components, and all have the same base-image. Both of the multi-stage builds have the same size, at 1.69 GB, about 100 MB less than the single-stage builds. Since the Yosys image did not utilize multi-stage, which was explained in Section 4.3.2, a lot of the advantages disappears, because all the installation tools that were needed, still exist in the Yosys image. If one were able to utilize multi-stage on the Yosys image, the overall disk space required, could probably be significantly reduced. This would also allow for the monolithic image to utilize multi-stage, which would mean that the total size of the monolithic image would be reduced to the same size as the other multi-stage solutions.

Furthermore, Figure 4.10 shows in detail, how many GB each individual image adds to the solution, and how many GB that is shared between all images. The single-stage solutions have a lot more shared layers than the multi-stage solutions. This is because the multi-stage Arachne-pnr and IceStorm images does not have all the packages that were installed so that the Project IceStorm software could be installed. In the multi-stage images these packages still exist in the Yosys image however. Therefore, the Yosys image appears to be much larger in the multi-stage solution than in the single-stage. Furthermore, it is clear that both the IceStorm tools and the Arachne-pnr tool does not require a lot of disk space compared to Yosys. In the multi-stage builds, IceStorm an Arachne-pnr only adds approximately 110 MB and 30 MB respectively.
For each layer in a Docker image to only be stored once, all the images of a solution have to be stored on the same machine. As stated previously, for a cloud solution with multiple users, there will probably be several machines in use at once. Therefore, it is meaningful to examine the total size of each Docker image. If, for example, a VM is only used for running Arachne-pnr, the machine would require all the layers of the Arachne-pnr image.

![Figure 4.11: Total disk space required for each Docker image](image)

Figure 4.11 shows the total image sizes for each solution. Each colored bar in this graph hence represent how much disk space is needed to store each one of the Docker images on separate machines.

To clarify how this actually works, a simple example will be used. If there, for example, are three VMs used to handle all the users of the tool chain, and it is assumed that one machine will handle all the syntheses, one will do the place-and-route, and on will do the bitfile generation. If the monolithic approach is used, each machine would need the monolithic image, hence requiring at total of $3 \times 1.79\, GB = 5.37\, GB$ of storage, while the “microservice 2” approach would only need $1.53\, GB + 0.91\, GB + 0.68\, GB = 3.12\, GB$ of storage. The multi-stage solution would require even less space as it would only require $1.53\, GB + 0.25\, GB + 0.33\, GB = 2.11\, GB$.

This example might not be the most realistic use-case, as stated in Section 2.5, synthesis is done a lot more, and as it will be shown later, require a lot more resources than, for example, bitfile generation. However, as shown in Figure 4.10, if each VM would require all images, it would still only require the same amount of disk space as the
monolithic solution. Hence, the microservice architectures are always at least as good as the monolithic solution in terms of storage space.

![Figure 4.12: Plot of image sizes of the showing how single-stage builds compares to multi-stage builds](image)

Figure 4.12 shows how the total size of the multi-stage builds compare to the single-stage builds, and Table 4.1 shows how much the image size was reduced. This shows that utilizing multi-stage builds can offer a significant improvement. Because of the way Docker images are built in layers, adding a new layer to the image cannot reduce the size of the image. This is best shown in the Arachne-pnr image, where both IceStorm and Arachne-pnr were installed, and then IceStorm was uninstalled. The image size however, remained the same as the container with both Arachne-pnr and IceStorm. Therefore, without multi-stage builds, this approach would be rather useless compared to the solution where IceStorm and Arachne-pnr were in the same image. However, with multi-stage, only the files needed can be copied over to the final image, allowing for even better memory utilization with a 3-container solution. If one looks at a similar example as the one earlier in this section, the 3-container solution would only need $0.25GB + 0.33GB = 0.58GB$ to utilize two VMs, where one is running Arachne-pnr and the other is running IceStorm. The solution with Arachne-pnr and IceStorm in the same container would need $2 \times 0.36GB = 0.72GB$ to do the same.
Table 4.1: Improvement for multi-stage build compared to single-stage

<table>
<thead>
<tr>
<th>Image</th>
<th>Size reduction [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arachne and IceStorm</td>
<td>60%</td>
</tr>
<tr>
<td>Arachne</td>
<td>73%</td>
</tr>
<tr>
<td>IceStorm</td>
<td>51%</td>
</tr>
</tbody>
</table>

There are two key results to take from these comparisons. The first one is that, utilizing multi-stage builds is a good approach for reducing image sizes, as shown here, the Arachne-pnr container benefited immensely from this, and got reduced by 73%. However, it is important to notice that how much multi-stage builds can help is extremely case specific. Therefore, one cannot make any claims as to how much multi-stage builds can help in general. It is only possible to say that, in this specific case, it was a very good approach.

The other result is that dividing the tool chain into several containers can result in more efficient use of disk space, which can reduce both the $f(R,k,v,t)$ function and $\Delta_d$. Because of how each layer in a Docker image is only stored once per machine, the solutions that were divided into two and three containers will never take up any more total disk space than the monolithic solution. Furthermore, as shown in the examples in this section, there are cases where the total disk size required would be reduced significantly by utilizing a microservice architecture when the solution is run on multiple VMs. This is consistent with Section 2.3, where it is stated that microservices scale more efficiently when deployed on multiple machines.

4.4.2 Performance

The image size is an important metric, as it is important to minimize the storage cost of a cloud solution. However, the image is only needed once to generate several containers, and disk space is not the most expensive resource. Therefore, measuring how much memory and CPU a container needs to function properly is arguably more important than the image size, since the goal of the cloud solution is to scale to several thousand users, and each user needs a separate container to run in his or her Workspace.
To get an overview of how the containers performed, first a simple test was performed. Each container used the rot example, which was mentioned in Section 4.3.1, and executed one or more of the instructions in Figure 4.2. For example, the monolithic container executed all the steps, the Yosys container executed the synthesis and so on. The “docker stats” command, explained in Section 3.1 was used to monitor the memory usage and CPU usage of the containers. The peak values of the memory and CPU usage was then noted. Furthermore, the memory usage when the containers were idle was also noted. The purpose of this test was only to get an understanding of what components in the tool chain that required the most computing resources, to evaluate if there were any components that could be ignored in future tests. As this test is quite inaccurate, and peak values can vary a lot, this test cannot be used to get any accurate difference between the different solutions.

Table 4.2: Results from running the rot example on each container

<table>
<thead>
<tr>
<th>Container</th>
<th>CPU peak [%]</th>
<th>Memory Peak [MiB]</th>
<th>Default Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolithic</td>
<td>50</td>
<td>56.3</td>
<td>1 MiB</td>
</tr>
<tr>
<td>Yosys</td>
<td>40</td>
<td>7.5</td>
<td>1 MiB</td>
</tr>
<tr>
<td>Arachne + IceStorm</td>
<td>55</td>
<td>58.7</td>
<td>1 MiB</td>
</tr>
<tr>
<td>Arachne-pnr</td>
<td>50</td>
<td>55.5</td>
<td>1 MiB</td>
</tr>
<tr>
<td>IceStorm</td>
<td>6</td>
<td>1.0</td>
<td>1 MiB</td>
</tr>
</tbody>
</table>

Table 4.2 and 4.3 displays the results from running the rot example. From Table 4.2, it is clear that the Arachne-pnr tool is the most memory hungry, as all the containers that ran the place-and-route has a peak memory usage of over 55 MB, while the Yosys and IceStorm containers used very little memory.

When it comes to CPU utilization, it is clear that Arachne-pnr and Yosys both have relatively high CPU utilization. However, the CPU utilization is quite an unstable metric, which can vary quite a lot from each execution. Therefore, the main result to take away from this measurement, is that the IceStorm tool icepack utilizes much less CPU power than the other tools.

The last metric that is included here is the default memory usage, which refers to the memory a container utilizes when it is not executing any task. This could be an important metric, as a container would often be left running without doing anything for
large amounts of time. So, if any of the containers had a much larger memory usage in idle mode than the others, this could possibly be an obstacle when the service is being used by multiple people. However, from the table it is clear that all the containers utilize about the same amount of memory when they are not being used. The memory usage in idle mode is also very low compared to the peak values.

These results could vary quite a bit as mentioned. Therefore, one should not put too much weight on the actual values. However, it is clear from these results that IceStorm’s icepack tool is using an insignificant amount of CPU and memory compared to Arachne-pnr and Yosys. Therefore, when the next tests are conducted, the icepack tool will not be included.

Table 4.3: Summary of results from running the rot example on each solution

<table>
<thead>
<tr>
<th>Architecture</th>
<th>CPU peak [%]</th>
<th>Memory Peak [MiB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolithic</td>
<td>50</td>
<td>56.3</td>
</tr>
<tr>
<td>Microservice 1</td>
<td>55</td>
<td>58.7</td>
</tr>
<tr>
<td>Microservice 2</td>
<td>50</td>
<td>55.5</td>
</tr>
</tbody>
</table>

Table 4.3 displays some of the same data as in Table 4.2, except here the architectures are merged together, providing a more clear image of how each of the architectures performed on these metrics. There is little difference in memory usage and CPU usage between the solutions. Therefore, no conclusion can be made regarding which solution is better.

After conducting the initial tests of the containers, three new tests were conducted to further explore how the tools behaved under different constraints. This would provide more insight into whether there would be any difference between the solutions, with regards to performance, when they are scaled to be used by multiple users. Furthermore, in the previous test, it was discovered that the icepack tool utilized an insignificant amount of memory and CPU time, and will therefore, not be included in these tests.

To achieve accurate time measurements, with as little possibility for interference and human error, the execution of the tests was automated with shell scripts.
Figure 4.13: Top level test script for Yosys

The script for testing the monolithic container is identical to this one, except line 3 contains a different path to execute a different synth_test.sh script. These tests have three different parameters that are going to be examined, the number of syntheses or place-and-routes executed sequentially, and the amount of CPU time and memory the container is allowed to use. The script takes these values as input on line 2. Then, on line 4 the actual test-script is executed with the three parameters. The script is also executed with the “time” command, which is used to measure the execution time of the synth_test script.

Figure 4.14: synth_test.sh for yosys container

The test script for the Yosys container is shown in Figure 4.14, which refers to the synt_test.sh script on line 4 in Figure 4.13. The script executes a routine, designed to examine the execution time of the Yosys container. The script starts up the Yosys container and executes synthesis a given number of times, which is specified in the script in Figure 4.13. The container is started with the “docker run” command on line 7. Several flags are used when starting the container. The -i flag is used to run the container in interactive mode, this connects the STDIN of the bash terminal window to the container, allowing one to view the output text from the container while it is running, making it easier to confirm that the container is executing its tasks correctly. It is also run with the –cpus and the -m flags, these are the flags used to specify the CPU- and memory limitations of the container. Also, the container is given the name yosys, making it easy to stop and remove the container after it has executed the synthesis.
The container is built from the Yosys image, described in Section 2.3. The container is also provided the command "yosys -p "synth_ice40 -blif rot.blif" rot.v", which is the command used to run the synthesis on the rot.v example. This command will execute immediately after the containers has become active. After the container has executed the synthesis, it is stopped and removed.

```
#!/bin/bash

for (( i=1; i<=$1; i++ ))
do
    echo "iteration $i"
    sudo docker run -it -n $3 --cpu $2 --name monolithic monolithic yosys -p "synth_ice40 -blif rot.blif" /rot.v
    sudo docker stop monolithic
    sudo docker rm monolithic
done
```

Figure 4.15: synth_test.sh for monolithic container

The test shown in Figure 4.15 is the equivalent test for the monolithic container. It performs the exact same routine as the previous script, but instead of running the Yosys container, it utilizes the monolithic container. These tests were made for all the containers, so that both synthesis and place-and-route could be run. Here, a full list of all test, is provided:

- **yosys_test**- executes synthesis with the Yosys container
- **monolithic_synth_test**- executes synthesis with the monolithic container
- **arachne_and_ice_test**- executes place-and-route with the Arachne-pnr + IceStorm container
- **arachne_pnr_test**- executes place-and-route with the Arachne-pnr container
- **monolithic_pnr_test**- executes place-and-route with the monolithic container

The first test aimed to investigate whether there was any overhead when starting a container from a larger image compared to a smaller image. However, containers are lightweight, and are supposed to have short startup and shutdown time. Therefore, to detect any overhead difference between the containers, they would have to be started and stopped multiple times. In this test, the execution time for the containers is measured when they are started, executes synthesis or place-and-route, then stopped, up to 250 times. This test is done for both synthesis and place-and-route. However, in the
place-and-route test, the container containing both Arachne-pnr and IceStorm was not tested, as it would suffice to only compare the monolithic container and the Arachne-pnr container. This is because it is suspected that creating containers from larger images would have more overhead. Hence, it would be enough to only test the smallest and the largest image. As stated in Section 2.5, synthesis is typically performed a lot more than place-and-route. Therefore, the difference between the monolithic container and the Yosys container could be more important than the difference between the Arachne-pnr container and the monolithic container. However, the Yosys and monolithic container are quite similar in size. Therefore, the Arachne-pnr container is also tested, as it is much smaller than the others and could possibly provide clearer results. Table 4.5 shows a summary of which tests that were run and parameters that were used.

**Table 4.4:** Summary of what tests that were executed and the parameters used

<table>
<thead>
<tr>
<th>Test</th>
<th>Number of iterations</th>
<th>Memory limit [MB]</th>
<th>CPU limit [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>monolithic_synth_test</td>
<td>1-250</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>yosys_test</td>
<td>1-250</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>monolithic_pnr_test</td>
<td>1-250</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>arachne_pnr_test</td>
<td>1-250</td>
<td>100</td>
<td>80</td>
</tr>
</tbody>
</table>

**Figure 4.16:** Results from running multiple syntheses
Figure 4.16 and 4.17 display the results from the multiple syntheses and place-and-route tests. As the graph shows, there are little difference between the execution time when utilizing the monolithic and the microservice containers. When 250 syntheses are executed, it does appear that the monolithic version is slightly slower than the microservice version, but this is probably due to small variations in the VM the tests were run in. So, it does not appear to be any difference in the time it takes to start and stop the Yosys and monolithic container or the monolithic compared to the Arachne-pnr container. Hence, if there is any overhead at all related to creating containers from larger images, it is much less than the execution time of the synthesis and place-and-route of a very simple design and can therefore be ignored.

The two final tests measured and compared the memory- and CPU usage of each of the containers. These tests were conducted in order to examine whether the different solutions would perform differently given the same constraints. It could for example be the case that the monolithic container would require more memory and CPU time, as it is created from a larger Docker image than the container only containing Yosys. The previous test would not have detected this, as there were no strict constraints put on the container, which means that even though they were able to achieve the same execution time, they might have had different memory- and CPU usage. If this test is able to detect that any of the containers uses more time than the others, this could potentially mean that each instance of this container would require more resources when created.
in the cloud. Hence, the solution would require more resources, and therefore, be less scalable.

These tests will compare the execution time of the Monolithic container and Yosys container, when they perform synthesis on the rot example. Furthermore, the monolithic container, the Arachne-pnr container and the container containing both Arachne-pnr and IceStorm, will be compared when performing place-and-route on the rot example.

To execute these tests, a top-level test-script, like the one in Figure 4.13, was created for each container, which is shown in the list earlier. Furthermore, each container had its own version of the script in Figure 4.14 and 4.15, that were called in the top-level scripts.

First, the CPU utilization was varied, while the memory limit was kept constant. The memory limit was kept at 100 MB which is well above the peak values detected in Table 4.2. The CPU utilization was decreased in steps of 10 percentage points from 90% to 20% for the containers running place-and-route, and from 60% to 10% for the containers running synthesis. The reason these limits differ from each other, is that from Table 4.2, it appears that Yosys needs slightly less CPU time, and was therefore, not tested at any higher level than 60%, while Arachne-pnr needed more, and it was not deemed necessary to go all the way down to 10%. Table 4.5 shows a summary of which tests that were run and parameters that were used.

**Table 4.5: Summary of what tests that were executed and the parameters used**

<table>
<thead>
<tr>
<th>Test</th>
<th>Number of iterations</th>
<th>Memory limit [MB]</th>
<th>CPU limit [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>monolithic_synth_test</td>
<td>1</td>
<td>100</td>
<td>60-10</td>
</tr>
<tr>
<td>yosys_test</td>
<td>1</td>
<td>100</td>
<td>60-10</td>
</tr>
<tr>
<td>monolithic_pnr_test</td>
<td>1</td>
<td>100</td>
<td>90-20</td>
</tr>
<tr>
<td>arachne_and_ice_pnr_test</td>
<td>1</td>
<td>100</td>
<td>90-20</td>
</tr>
<tr>
<td>arachne_pnr_test</td>
<td>1</td>
<td>100</td>
<td>90-20</td>
</tr>
</tbody>
</table>
Figure 4.18 and 4.19 shows the execution time of the synthesis and place-and-route as the CPU limit was changed. From both of the figures, it is clear that execution time for the different containers are almost identical. In Figure 4.18, the execution time of both the monolithic and the Yosys container start to increase when the CPU limit is at 30%, and they both increase quite similarly as the CPU limit goes down towards 10%. In Figure 4.19, all the containers start to increase in execution time when the CPU limit is at 40%. Also here, the execution time increases quite similarly. From these results, it appears to be no difference in how the containers behave, given the same CPU limitations.

In the final test, the CPU limit and number of iterations are kept constant. The CPU utilization limit is kept at 0.8 (80%), which one can see from the previous test, is
high enough to not have any impact on the execution time. From the test results, shown in Table 4.2, one can see that the peak memory utilization of the containers is at approximately 55 MB for Arachne-pnr. Hence, it is expected that the execution time should start to increase around this value. The measurements for place-and-route were started with a limit of 70 MB and decreased in intervals of 10 MB down to 20 MB. The Yosys container had a very low memory peak, at under 10 MB. However, it is tested from 50 MB to 10 MB, as it is suspected that the memory usage could be higher. Table 4.5 shows a summary of which tests that were run and parameters that were used.

Table 4.6: Summary of what tests that were executed and the parameters used

<table>
<thead>
<tr>
<th>Test</th>
<th>Number of iterations</th>
<th>Memory limit [MB]</th>
<th>CPU limit [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>monolithic_synth_test</td>
<td>1</td>
<td>50-10</td>
<td>80</td>
</tr>
<tr>
<td>yosys_test</td>
<td>1</td>
<td>50-10</td>
<td>80</td>
</tr>
<tr>
<td>monolithic_pnr_test</td>
<td>1</td>
<td>70-20</td>
<td>80</td>
</tr>
<tr>
<td>arachne_and_ice_pnr_test</td>
<td>1</td>
<td>70-20</td>
<td>80</td>
</tr>
<tr>
<td>arachne_pnr_test</td>
<td>1</td>
<td>70-20</td>
<td>80</td>
</tr>
</tbody>
</table>

Figure 4.20: Results from changing the memory limit with synthesis
Figure 4.21: Results from changing the memory limit with place-and-route

The results of the final tests are plotted in Figure 4.20 and 4.21. As in the previous experiment, with CPU utilization, the execution time is almost identical for the containers as the memory limit is reduced. The execution time starts to change significantly when the limit is set at 50 MB for the place-and-route containers. These results are in line with the initial test conducted on the containers, where it was noted that the peak memory usage of all the different containers were a little over 50 MB. However, for the containers running synthesis, the execution time started to increase already at 20 MB, but also here, the containers are almost identical in terms of execution time. This experiment also indicates that there is no significant performance difference between the architectures. Therefore, based on these tests, no conclusion can be made regarding the different solutions ability to scale to multiple users.

To summarize the results from these test, it is quite clear that there is no reason to believe that taking the microservice approach will yield any performance and scaling improvements with regards to memory- and CPU usage. These experiments aimed to see if running containers from larger images would introduce any significant overhead with regards to memory- and CPU utilization. However, it is clear that this is not the case. If there is any overhead introduced by utilizing larger images, it is insignificant compared to the memory- and CPU usage of the FPGA tools within the containers.
4.4.3 Sources of Inaccuracy, Limitations and Challenges

The test and measurements presented in Section 4.4 provides a good understanding of how the different solutions performed, and if there would be any significant differences when scaling them to be used by multiple users simultaneously. However, there are still many untested scenarios regarding these architectures, some of which might provide valuable insight into the architectures, that has not been discovered in this thesis. This section will briefly cover some of the main sources of inaccuracy and limitations of the tests conducted here, as well as describing some possible additional tests that could be interesting to conduct. Furthermore, there were several challenges that arose while testing the solutions, it will also be explained what some of these were, as well as how they limited the examination of the different architectures done in this thesis.

There are a few sources of inaccuracy in these measurements. When it comes to image size, the different architectures were all implemented with the Ubuntu 14.04 base-image. However, when the image was created, the latest version of the Ubuntu image was always used. This image is constantly updated, and because the images were not all created at the same time, the base-images can vary slightly from each other. However, the base-image only varied with about 2 MB over the implementation period, so it is not a significant source of inaccuracy. Measuring the peak memory values and CPU utilization, can be quite inaccurate, and it may vary significantly. However, this measurement was only done to get an overview of how the containers performed, and both memory- and CPU utilization was investigated more in depth later. Therefore, no further action was taken to achieve more accurate results with this particular experiment. However, it is clear that the results displayed in Figure 4.16, 4.17, 4.18, 4.19, 4.20 and 4.21, are all susceptible to local variations, as there were small deviations in all measurements even in the flat areas of the graphs. These deviations are probably due to variations in background tasks being executed on the host desktop, but these deviations should be quite small and would not have been able to conceal any significant performance difference. Also, the flag -i that was used to attach STDIN to the container could also affect the run-time, as the container now has to print text. However, this operation should be insignificant to the actual synthesis or place-and-route, especially if the design that is used is bigger than the rot example.
Due to time limitations and some difficulties, there were some possible tests that could have been conducted in order to provide an even better understanding of how the containers functioned. One of the main limitations with all the container tests that were executed here was that only the small rot example was used. It would have been interesting to do the some of the same tests with a much larger FPGA design to see how this would have affected the execution time of the different architectures. However, as mentioned previously, it is unlikely that it would have yielded any different results with regards to how the containers compare to one another, as the other tests already showed that the monolithic container and the microservice containers had a similar startup and shutdown time. Therefore, testing a larger design would only have shown how the actual FPGA tools performed, and would not have provided any more insight into how the different containers behaved. However, it would have provided more insight into how much memory and CPU is needed to allocate to each container when run in the cloud. It would also have been valuable to test how the solutions actually scaled by creating multiple instances of the containers and having them running in parallel. This would have provided even more insight into how the different architectures scaled.

In Section 3.1, the scaling tool, Docker Swarm, was mentioned, which can create multiple Docker engines, so that multiple instances of the same images are available to create containers from. An experiment that should be executed in the future, to test further how the solutions actually scales, is to run multiple containers of the same type, for example the Yosys container, on the same VM. Then having the them all try to run synthesis in parallel and measure the execution time. This should be done with a varying number of containers until one begins to see significantly longer execution times. The same should be done for the monolithic container, and then, the execution times should be compared. This test would show if there is any difference in the performance reduction when multiple containers are run from the same image. This would show if there is any difference in how many container instances that can be run from the same image. If, for example, the monolithic image is able to have more containers running on top of it than the other containers, this could possibly negate the disk size benefits that the microservice architecture has, as one would need more copies of the images to achieve the same performance. However, there are not anything in the background material used in this thesis, that indicates that any of the containers would perform significantly better than the others on such a test, but nonetheless, it is still worth looking into.
As mentioned, there were a few challenges along the way, which limited the tests that could be conducted. When it came to a larger FPGA design, it proved to be difficult to find a design that was large, but at the same time simple enough in terms of file structure and modules, to actually use with the open source tools. One of the other major difficulties, was finding a good way of collecting and measuring the memory and CPU usage of the container. In the experiments that were conducted here, the data collection process was limited to “docker stats” and “time”. However, it was attempted to utilize other tools to collect data in a more sophisticated manner. By utilizing a plugin from a service named SignalFx [71], it was possible to collect and plot real-time data from the containers. However, it was difficult to collect data with a high enough resolution for the results to be usable. Furthermore, the plugin used a lot of CPU and memory itself, which would have made it difficult to run multiple containers in parallel, and it would have introduced a great source of inaccuracy in the CPU measurements. Therefore, if one wished to test multiple containers at once, this would have to be run in, for example the cloud, but the time frame of the project did not allow for this to be done.
Chapter 5

IDE8 Integration and Evaluation of AWS FPGA Development

In this chapter, it will be looked into the IDE8 cloud solution. It will be shown how the solution from the previous section is integrated with IDE8, and how it can be integrated further with IDE8. Furthermore, the AWS FPGA developer AMI (Amazon Web Services FPGA developer Amazon Machine Image) is tested in this chapter.

5.1 Integrating Project IceStorm with IDE8

The solutions presented in the previous chapter was developed and tested locally on a desktop. However, once the initial design was finished, it was tested in the IDE8 environment. Because the stack had to be integrated with the backend system of IDE8, and this had to be done by an IDE8 developer, it was only attempted to integrate the monolithic solution with IDE8, and only basic functionality was added. How this was done is not included in this thesis, as it was done by others. In this thesis work, it was verified that the solution functioned properly, and that it was usable. Furthermore, some proposals were made regarding how to integrate the board agent with the tool chain.
5.1.1 Functionality

Here, it will be shown and explained the different features that are currently available with the IDE8 FPGA stack. All the Figures shown in this section are screen shots from the IDE8 website [72].

Figure 5.1: Available stacks in IDE8

Figure 5.1 displays the different development stacks that are currently available with IDE8. The IceStorm stack is the one developed in this thesis.

Figure 5.2: Available examples in the IceStorm stack

Figure 5.2 shows the different file directories available to the user. The “Files” directory and “Examples” directory were explained in Section 3.2. There is also a directory named “Resources”, but it is currently not used in the IceStorm stack. The figure also shows the examples that are available in the IceStorm stack. All the examples come from the IceStorm git repository and are made available for the user to experiment with.
In Figure 5.3, the hx8kboard example has been imported into the users file directory. This allows the user to use the files and perform operations on them. The example comes with a verilog file example.v, hx8kboard.pcf, which is the placement constraint file used to map outputs correctly on the HX8K development board, and a Makefile used to build the project.

Figure 5.4 shows some of the options that are available when right clicking on the example. If one presses the “Build” option, the Makefile will be executed and the example will go through synthesis and place-and-route.

Figure 5.5: View of the output terminal after running the build command
In Figure 5.5, it is shown the output window that appears once the build option is chosen. The output window shows all the output from all the tools used in the build process, such as the output information from Yosys and Arachne-pnr.

![Figure 5.6: All files generated from the build](image)

After the build is finished, if one looks at the example folder again, one can see that all the files that were created during the build are available to the user. The files that are made available are, example.blif, which is the Yosys output, example.asc, which is the output from Arachne-pnr, example.bin, which is the binary file generated by icepack, and the example.rpt file which is a timing report generated by the icetime tool.

However, when a user is in the midst of a project, as stated in Section 2.5, one typically does not build the entire project, and one does a lot of quick testing that would be impractical to put in a Makefile. Hence, it is important to be able to interact with the individual tools. In IDE8, the user can open a bash terminal window, allowing the him or her to interact with the tools inside the container.

Some of the basic functionality however, is yet to be implemented into the IDE8 FPGA solution. The main part that is still missing is the integration with the Board agent, which allows one to connect and download the design onto an FPGA. This will however be explained in more detail in Section 5.1.2.

Even though the board agent does not support the IceStorm stack yet, there has already been set up a development board that is connected to IDE8.
Figure 5.7: Live video feed of the hx8k board

Figure 5.7 shows the Lattice hx8k development board that is connected to a raspberry pi, at the IDE8 office. For all the stacks available, IDE8 has one or more devices connected to it, allowing users to test their design. Each device has a live video feed so that one can watch the development board, to, for example, verify that LEDs are blinking correctly.

5.1.2 Board Agent

An essential part of the FPGA development work flow is the possibility to test the design on an actual FPGA. This is one of the features IDE8 aims to offer. In the previous section, it was mainly focused on the Workspace Agent integration. In this section, integration with Board Agent will be discussed. As previously stated, this feature has not yet been implemented into IDE8.

There are three essential components involved in downloading code to an FPGA: the FPGA itself or development board, the binary design file and the iceprog program. Iceprog is the driver for a FTDI based programmer, mentioned in Section 3.5.
Figure 5.8 shows a diagram of how the programming of the FPGA could work. The iceprog driver will be installed in the Project IceStorm stack, regardless of which architecture from Chapter 4 that is chosen. The design.bin file is located in the users file directory, as shown in Figure 5.6. To connect to the FPGA development board, there will be a virtual USB connection from the FPGA to the Workspace agent. The virtual USB connection will go through the physical USB connection from the FPGA to the Board agent, which will expose the USB connection over the WebSocket to the Workspace agent, and hence, the iceprog driver. This method is quite similar to how other stacks connect to for example an Arduino, the main difference being that it is the iceprog driver that needs access to the development board, which is obviously not the case for an Arduino.

5.2 Testing The AWS FPGA Developer AMI

To get a better understanding of how the AWS (Amazon Web Services) FPGA developer AMI (Amazon Machine Image) compares to IDE8, getting hands-on experience was necessary. Hence, it was created an AWS account, where a VM with the FPGA developer AMI was set up. The AWS F1 instances, which were the virtual machine instances with FPGAs connected to them, were not tested, as it requires quite some work to create an FPGA design, and integrate it with the FPGA shell explained in Section 3.3. Furthermore, the main function of the F1 instances is FPGA utilization, meaning to use FPGAs in production to accelerate computations, and not development, meaning
it is a feature that the IDE8 FPGA development tool chain does not aim to compete with, at least in the short term. How AWS and IDE8 compares will be discussed further in Chapter 6, this section will only explain the process of setting up the AWS FPGA developer AMI, and how the user experience was.

AWS mainly provides IaaS; hence the user has to manage his or her own infrastructure. When setting up the FPGA developer AMI, one has to go through the same steps to as when setting up any other VM. The first step is to choose the FPGA developer AMI, which is available on the AWS marketplace. Then one has to configure the desired VM. As explained in Section 3.3, the FPGA developer AMI is made by AWS, contains Xilinx Vivado, and there are no costs associated with utilizing the software. However, there may be costs associated with renting the underlying infrastructure. In this test, it was decided to try the only VM that could be used for free, the t2. micro, which has just 1 GiB of memory.

After one has chosen the AMI and what VM instance to run it on, there are a few steps that are needed to configure the VM. These steps are not exclusive to the FPGA developer AMI, but are general for all AWS VMs, hence they will not be explained in detail here. There are several settings for managing the security of the VM, as shown in Figure 2.3a in Section 2.4.6, when one is utilizing an IaaS, it is mainly the users responsibility to manage the security. However, AWS has several default security options, so that one can set up the VM without having to know the intricate details of the security settings. One also has to choose a storage medium, like an SSD disk, to store a snapshot of the AMI, so that the files created within the VM can be stored. A snapshot essentially stores the entire VM and its state, so that it can be easily accessed at all times. The disk size for the FPGA developer AMI has to be at least 70 GB. To have secure access to the VM one must also generate private keys, that are used to connect to it.

Once the VM is launched one can connect to it. To connect to the VM one has to use a tool named Putty [73].
After one has connected to the VM using Putty and logged in, one is presented with the startup screen shown in Figure 5.9. Here, one is presented with the file locations of the installation scripts to install the Vivado GUI. The AMI already comes with the command line tools for Vivado pre-installed, but if one wishes to utilize the GUI, one has to run `setup_gui.sh`.

After the GUI was installed, it was needed to download the Xming tool [74] to be able to use the GUI on a Windows computer. The GUI is the same as if one were to utilize the already free Vivado software. However, to run the GUI on the t2. micro instance proved to be a slow and unpleasant experience. Therefore, if one wishes to use the Vivado GUI, one should use a more powerful VM instance. Other than that, to summarize, the user experience of the FPGA developer AMI was very similar to running Vivado locally on a desktop.
Chapter 6

Discussion

6.1 IDE8 vs Amazon and The FPGA Infrastructure Solution

There have been presented two other options other than IDE8 in this thesis, the AWS FPGA developer AMI and the FPGA infrastructure solution presented in Section 3.4. Here, it will be discussed what their differences are, and what advantages and disadvantages IDE8 has compared to them, and also if there are any features that could be taken from any of these solutions and be implemented into the IDE8 FPGA stack in the future.

Regarding the AWS solution, it is important to notice that it consist of two separate parts. The main part of the AWS solution is the AWS F1 instances, which provides a VM combined with high-performance FPGAs to be used to accelerate computational tasks. The other part is the FPGA developer AMI, which is an FPGA development environment that can be run on any AWS VM. As the IDE8 platform is mainly meant to be a development platform, the F1 instances are outside the scope of the IDE8 FPGA tool chain. Therefore, only the FPGA developer AMI will be discussed.

The FPGA infrastructure solution described in Section 3.4, is obviously IaaS (Infrastructure as a Service), and this goes for AWS as well. Both solutions will require the user to manage his or her own infrastructure. The IDE8 solution works more as a PaaS (Platform as a Service), implying that the underlying infrastructure is managed by the
cloud provider. Managing the infrastructure offers a lot of flexibility, but also adds some complexity. For a hardware developer, configuring VMs may be somewhat unfamiliar territory, which may lead to inefficient use of resources. If one wishes to gain the full benefits of utilizing an IaaS, one should be able to utilize multiple types of VMs for different steps in the development process. One example could be to switch from a more general-purpose machine to a more compute-optimized machine when one is ready to run synthesis and place-and-route on a design. Even if one is able to set up a simple VM and use it for FPGA development, it is a more difficult task to manage VMs in an effective manner, to optimize for cost and time for a project. For smaller projects, this extra layer of complexity and management may not be desired. The FPGA infrastructure solution aims to remove some of this complexity, by having the compilation and build of a project handled in the background. Hence, the user does not have to manage several VMs that are designed for different aspects of the design process, and only manage a single VM instance, which is the one used for writing code and doing behavioral verification. With the IDE8 solution, one does not have to manage any infrastructure. The development environment is available through a web browser, and the user’s Workspace is instantly available once the user has logged in. This is one of the advantages of utilizing containers to create the Workspace, as they can be started much quicker than a VM. However, with this simplified process, compared to an IaaS solution, the user cannot manage how much computing power is allocated to perform tasks such as synthesis and place-and-route. Currently the limits of how much memory a container is allowed to use is set in the backend system. However, it would be possible to allow the user to set these limits, or at least present the user with some performance options, for example high, medium, or low speed synthesis. This would allow the user to get some of the same flexibility as with an IaaS solution without introducing any more complexity.

The AWS FPGA developer AMI provides Xilinx’s Vivado tool for FPGA development, with several features. The FPGA infrastructure solution does not specify what tools or development environment that is going to be included in their solution. However, their general idea is that the developer should be able to choose from several tools from different FPGA providers. The IDE8 FPGA stack is based on the open source project, Project IceStorm. The FPGA development space is primarily dominated by closed source and proprietary technology. The two largest FPGA providers Intel and Xilinx, both have their own closed source tools, Quartus and Vivado. Creating open
source tools for all FPGAs without the help of the FPGA providers is probably an impossible task. Project IceStorm was made possible by reverse engineering the bit stream of the Lattice iCE40 FPGA, which in and of itself is a complex task. When one also factors in that the Lattice FPGA was chosen specifically because it is one of the simpler FPGAs without a lot of custom functionality, it becomes clear that to do the same for e.g. the Xilinx UltraScale FPGA used in AWS’s F1 instances is impossible to achieve, at least in a timely fashion. Hence, the tools available with AWS are a lot more to viable to be used, especially for the industry, compared to IDE8. For student use, and to gain development experience, the IceStorm tools provided with IDE8 may be sufficient. However, as stated earlier, the goal of this thesis was to get a working prototype, and it manly focused on the core elements of the FPGA development flow, namely synthesis, place-and-route and assembling. To get a more usable solution, more tools are needed, for example behavioral- and post-synthesis simulation tools. There exist open source tools for this, which are possible to integrate into IDE8.

Another type of tool that is included with Vivado, hence AWS, is Vivado HLS. It has become clear over the last few years that High-Level Synthesis is becoming more and more popular. Several large-scale projects utilize HLS and end up saving huge amounts of time and only losing a little bit of performance. So, it is necessary to ask whether traditional HDL development will cease to exist. For many commercial applications, it is probably true that the need for verilog and VHDL programmers will be significantly reduces as HLS tools keep improving. However, there is always going to be a need for someone to understand the underlying hardware, and especially for educational purposes traditional low-level programming will still be a vital part of the curriculum in order for students to gain an understanding of how digital circuits works. Hence, especially for student users, which is IDE8 main user group at the moment, the IDE8 FPGA stack does not need to include HLS tools to be relevant. However, there does exist several open source HLS tools that could be integrated with IDE8.

It is clear that it will be hard to compete in the FPGA development market with only open source tools. Therefore, another approach entirely for IDE8, is to have the FPGA tool providers build their own stacks in the IDE8 framework. This is a possibility that is already being looked into with other stacks within IDE8. This approach is somewhat similar to the one proposed with the FPGA infrastructure solution, where one can choose between different development environments. The approach would have to be
modified, as IDE8 is web-based, while the FPGA infrastructure solution aims to provide the development environment through virtual desktops like AWS. The GUI components of the tools would have to be made compatible for web viewing, but several features of the GUI could be removed, as IDE8 already provides some of the features like an IDE and a file directory overview. How feasible a solution like this is, is unknown, but it could certainly provide a lot of benefits to the FPGA development process.

The final feature that separates the different solutions, is the ability to test the design on an actual FPGA. The closest one can get to this with AWS, are the F1 instances. However, they are not intended for testing, but for being used for computations. To utilize the F1 units one has to integrate the design with the AWS shell, found in the AWS FPGA HDK, to be able to communicate with the FPGA. For testing purposes, this is not a desired approach. One of the FPGA infrastructure solution’s major proposals was that the cloud provider should invest into an FPGA farm that is available for the users to test their design. It is proposed that multiple types of FPGAs should be available, with different sizes and from different vendors. IDE8 utilizes the board agent, that will in the near future be able to connect a remote FPGA to the IDE8 platform. This feature allows the user to both access remote FPGAs managed by IDE8, or to download the agent to a desktop, and then connect a local device to the IDE8 platform. This method allows for a solution much like what the FPGA infrastructure solution aims to provide, IDE8 can connect and manage multiple devices and allow users to access them. As shown in Figure 5.7, IDE8 provides live video feed to the devices, so that visual tests, such as LED blinking, may be conducted. Each device that is connected to the IDE8 platform and is managed by IDE8 needs a raspberry Pi or something equivalent to run the board agent and the video feed. Since the board agent can run in such a lightweight environment, the costs of scaling to multiple devices is not very large. However, it remains untested, how well the entire solution would scale if one were to add hundreds, maybe thousands of devices, not just regarding FPGAs, but all types of devices. The current IDE8 architecture does probably not support the bandwidth required to have that many devices connected to it.

As stated in section 2.2, containers are a much more lightweight way of providing virtual computer environments than virtual machines. Because the stacks in IDE8 are container-based, it is possible to scale IDE8 to more users, and use a significantly smaller amount of storage space than with AWS. In Section 5.2, it was explained that one needs at least
70 GB of storage to store a snapshot of the users development environment (VM) in AWS. This means that for each user of the FPGA developer AMI, at least 70 GB of storage is required, even though AWS might have some backend solution to dynamically adjust how much storage a user actually needs. IDE8’s web-based container solution will require much less than 70 GB. AWS’s VM solution provides a separate copy of the Vivado tools for each user, while IDE8’s container solution allows several users to share the same copy of the tools (Docker image). Even if multiple copies of the tools have to be made, the total size of the tools would still be a lot less than what is required with AWS. To estimate the storage space an additional user in IDE8 would require is difficult, as it has not been entirely decided which of the solutions from Chapter 4 that is going to be used. Furthermore, it is not clear what tools that are going to be added to the solution in the future.

To summarize, it is clear that the FPGA tools provided with the AWS FPGA developer AMI (Vivado), are a lot more powerful than the tool chain currently available in IDE8. However, in the future many of the features, such as HLS, can be offered in IDE8 with open source tools. For IDE8 to be able to keep up with the FPGA industry, proprietary closed source tools are probably needed. To achieve this, a collaboration with the FPGA vendors could be a possibility. It is clear that providing a web-based development environment for FPGAs has a lot of merit to it. It is significantly simpler for a user to get started developing than with a VM-based solution like AWS. Furthermore, IDE8’s container-based solution will probably require less resources to facilitate a user base of a given size.

6.2 Which Architecture is Best Suited for IDE8

In Chapter 4, the Project IceStorm components were installed in Docker containers in three different ways.

The results obtained from measuring and analyzing the image sizes, clearly shows that splitting the tool chain into multiple containers is beneficial. Utilizing the 3-container solution will never cost more disk space than the 1-container solution, and in most cases, the 3-container solution would take up significantly less space. Furthermore, it was clear that utilizing multi-stage builds provided even more efficient disk utilization.
Hence, in terms of overall image size, it is clear that the 3-container solution, which utilizes multi-stage, is the better choice.

One test that was executed in this thesis in order to detect any performance difference between the solutions, was the test comparing the execution time of solutions when the number of syntheses and place-and-routes was increased. This test executed an increasing amount of syntheses and place-and-routes, from 1 to 250. What this test was designed to figure out was to see if there were any difference in execution time when a container was deployed from a smaller image, compared to the monolithic image. There were however, not discovered any significant differences in the results, hence showing that the 1-container solution did not perform any worse than the Yosys container or the Arachne-pnr container. This test shows that the startup and shutdown time of the containers are very similar. Hence, this test did not provide any clear arguments for or against any of the solutions. This was not too unexpected, as containers are supposed to be lightweight and should be able to start rapidly.

To further compare the different architectures, their CPU and memory utilization was measured, or rather how fast the containers were able to perform synthesis or place-and-route, given certain memory and CPU constraints. The goal of this test was to examine if there was any significant difference between the monolithic architecture and the microservice architecture. For example, if the monolithic container, made from a larger image, would require more memory and CPU than the microservice containers. From the tests conducted here, it was concluded that this is not the case, there were no clear trends that indicated that one of the solutions were more efficient than the other.

One potential drawback of a solution consisting of multiple containers is the additional complexity to the overall FPGA development solution. With a monolithic approach, all files generated inside a container, such as a blif file from Yosys, can be instantly used by the other tools inside the container. In a microservice solution, the file must be sent from the container to the users file directory, and then sent into the new container for further processing. With larger design files this could introduce some latency in the system. One example of how the microservice architecture can be more difficult to implement is the build functionality, shown in Figure 5.4. The build option finds the Makefile of a project and uses it to build the project. When all the tools used are in different containers, the build process becomes a lot more complex since IDE8 has to find the correct container
for each instruction in the Makefile. However, during a FPGA design process, there are not done a lot of synthesis and place-and-route operations consecutively. Therefore, the overall impact this will have on a project is small. However, when more features are introduced, there might be more file transfers between containers, and if there is any noticeable latency in the file transfers, this may provide a worse user experience.

Even though there were no significant difference in the resource usage of the monolithic container compared to the other containers, there are several other benefits of utilizing a microservice approach compared to a monolithic approach. One of the main advantages is the flexibility one gets, as services can be added and removed without affecting the other services in the solution. However, it is very important to be aware of that even though the 1-container solution has been referred to as a monolithic solution, it could still be considered a microservice, as there is no strict definition of how small a microservice has to be. The 1-container solution can still have other microservices attached to it. In a more holistic view of IDE8, each stack within IDE8 can be seen as a microservice, regardless of how it is built up internally.

It is difficult to conclude which of the architectures that would be the optimal one to use in IDE8, as there were no scaling differences detected with regards to resource usage. With regards to image storage space, there is a clear benefit of utilizing a solution with multiple containers. It is furthermore, clear to see that in order for the FPGA tool chain to be usable, there has to be more features added. Hence, a microservice approach would be the best way to go, as it allows for simpler integration with other services later on. However, as mentioned previously, in a larger sense, there is no problem with defining the 1-container solution as a microservice, the service would just be a bit larger than in the case with 2 or 3 containers. This means that there are no problems with adding other microservices to the 1-container solution.
Figure 6.1 shows a simple illustration of how additional microservices can be connected to both the 1- and 3-container solution. Therefore, the question becomes whether the tool chain needs to be split up into more than 1 container. As stated previously, one benefit of utilizing microservices, is to ability to add, remove and exchange services efficiently. Splitting the tool chain into three parts would allow for IDE8 to experiment further with for example other synthesis tools like Icarus Verilog. Furthermore, if a new place-and-route tool for other FPGAs is created, it would be much easier to include it in the tool chain. Also, considering the typical use patterns of FPGA tools, referring to that synthesis, place-and-route, and bitstream generation is rarely executed in quick succession, it is unlikely that any performance improvement gained from not having to transfer files between containers would come into play very often. The advantages regarding flexibility with further development of the FPGA tool chain, combined with the improved utilization of disk space that the smaller images provide, makes it clear that the 3-container solution is the best choice going forward.
Chapter 7

Conclusion

In this thesis, it has been developed an FPGA tool chain by using Docker containers, allowing it to be integrated with the IDE8 developer framework. Three different configurations of the tool chain were built and compared with regards to image size, and execution time with different CPU and memory constraints. The results show that the solutions consisting of more containers can utilize less disk space due to how layers in Docker images are only stored once. Furthermore, by utilizing multi-stage builds, the image size of the Arachne-pnr and IceStorm containers was reduced by 73% and 51% respectively. Furthermore, the container containing both Arachne-pnr and IceStorm was reduced in size by 60%. The results obtained from testing the CPU and memory utilization of the containers however, shows that there is no significant difference in how much resources the different solutions require.

There are several other advantages of a microservice approach compared to a monolithic approach. By utilizing a microservice approach, it becomes a lot simpler to add new services. The FPGA tool chain built in this thesis is far from complete, several features needs to be added. Therefore, a microservice solution will be the preferred approach. However, as stated earlier, the 1-container solution can still be considered a microservice, so it is still not clear that dividing the tool chain built in this thesis is favorable. However, running the synthesis, place-and-route and assembling in different containers will provide increase freedom in interchanging the components. There has not been done any comparison of different open source tools in this thesis. It is therefore possible that one wishes to for example switch Yosys with Icarus Verilog at some point. This
would be a lot easier and can be done quite seamlessly if the components are run in separate containers. Therefore, it is concluded with that splitting up the tool chain into 3 containers would be the best solution going forward, as the flexibility of running the components in separate containers, combined with the improved disk space utilization, is a significant advantage.

In this thesis, it was also looked into other cloud-based FPGA tools, primarily the AWS FPGA developer AMI and F1 instances. Also, another paper [12] was discussed, as it proposed some alternative ways of offering FPGA development in the cloud. However, it is clear that IDE8 can offer a very different way of developing FPGAs in the cloud, as it is a web-based PaaS solution compared to the VM-based IaaS solution that AWS offers. The IDE8 board agent is also a good way of allowing users to utilize both their own FPGAs, as well as IDE8’s FPGAs. However, it remains to be tested how this board agent scales, if IDE8 wishes to offer a larger number of devices. It is also concluded that if IDE8 wishes to compete with the industry, open source tools are rather limited, and a cooperation with FPGA tool providers could be one way of offering better FPGA tools.

### 7.1 Future Work

There have been mentioned a few components in this thesis that can be used in the tool chain, like debugging and verification tools. These are essential tools for FPGA development. However, here we have only focused on implementing a solution with the main components: synthesis, place-and-route and assembling. To further develop this solution, and make it more of a viable product, it should be investigated further if these tools, or if there exist other tools, that could be integrated with this solution.

In this thesis, only the Ubuntu 14.04 base image was used for the different Docker configurations. With its size of approximately 220 MB it generates introduces quite a bit of overhead. On docker hub, there exist an abundance of various Linux images, some which are considerably more lightweight than the image used here. If one were to find a smaller image that still contains all the necessary components for the IceStorm tools to function, this could significantly reduce the overall image sizes.

As mentioned in Section 4.4, the tests done in this thesis has some limitations with regards to measuring the actual scalability of the architectures. Hence, conducting tests
where multiple containers are run in parallel and the memory usage and CPU usage is along with execution time is measured, would provide a much clearer view of how the different solutions scales and could possibly discover bottlenecks that has not been thought of or detected in this thesis.

Furthermore, to build a complete solution, the Board Agent should be integrated with the IceStorm Stack. This would be a very important step in providing a complete FPGA tool chain solution. However, as with most of the tool chain integration with IDE8, this is a job that probably has to be done by the IDE8 developers. Furthermore, the 1-container solution that is currently used in IDE8, should be swapped out with the 3-container solution.
Appendix A

Dockerfiles and Shell Scripts

This appendix includes all the Dockerfiles and shell scripts created and used in this thesis. The repository containing all the code is available at [2]. However, the repository is a little difficult to navigate and contains several branches, and several unused files. Therefore, the code that was actually used is included here.

Note that the variable “number of synth” in the top-level tests is also used in the tests that execute place-and-route. The variable just sets the amount of iterations, regardless of what operation is executed within the for-loop.

Monolithic Dockerfile:

```
FROM ubuntu:14.04

RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
    gawk tcl-dev libffi-dev git mercurial graphviz \
    xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR arachne-pnr
RUN make -j$(nproc)
RUN sudo make install
RUN git clone https://github.com/cliffordwolf/yosys.git yosys
```
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WORKDIR yosys
RUN make -j$(nproc)
RUN sudo make install

Yosys Dockerfile:
FROM ubuntu:14.04
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \
xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/yosys.git yosys
WORKDIR yosys
RUN make -j$(nproc)
RUN sudo make install

Arachne + IceStorm single-stage Dockerfile:
FROM ubuntu:14.04
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \
xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR arachne-pnr
RUN make -j$(nproc)
RUN sudo make install

Arachne + IceStorm multi-stage Dockerfile:
FROM ubuntu:14.04 as builder
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \

FROM ubuntu:14.04
COPY --from=builder /icestorm /icestorm
COPY --from=builder /arachne-pnr.
COPY --from=builder /usr/local/bin/i* /usr/local/bin/

Arachne single-stage Dockerfile:
FROM ubuntu:14.04

RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \    gawk tcl-dev libffi-dev git mercurial graphviz \    xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install
WORKDIR /
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR /arachne-pnr
RUN make -j$(nproc)
RUN sudo make install
WORKDIR /icestorm
RUN make uninstall
WORKDIR /.
RUN rm -f -r icestorm

Arachne multi-stage Dockerfile:

FROM ubuntu:14.04 as builder

RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \
xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install
WORKDIR /.
RUN git clone https://github.com/cseed/arachne-pnr.git arachne-pnr
WORKDIR arachne-pnr
RUN make -j$(nproc)
RUN sudo make install

FROM ubuntu:14.04
COPY --from=builder /arachne-pnr .

IceStorm single-stage Dockerfile:

FROM ubuntu:14.04

RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \
xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install

IceStorm multi-stage Dockerfile:

FROM ubuntu:14.04 as builder
RUN sudo apt-get update
RUN sudo apt-get -y install build-essential clang bison flex libreadline-dev \
gawk tcl-dev libffi-dev git mercurial graphviz \
xdot pkg-config python python3 libftdi-dev
RUN git clone https://github.com/cliffordwolf/icestorm.git icestorm
WORKDIR icestorm
RUN make -j$(nproc)
RUN sudo make install

FROM ubuntu:14.04
COPY --from=builder /icestorm .
COPY --from=builder usr/local/bin /usr/local/bin

Monolithic synthesis top-level:

#!/bin/bash
read number_of_synth cpu_limit mem_limit
cd ../monolithic_architecture/
time ./synth_test.sh $number_of_synth $cpu_limit $mem_limit

Monolithic synthesis test:

#!/bin/bash

for (( i=1; i<=$1; i++ ))
do
    echo "iteration $i"
sudo docker run -it -m $3 --cpus $2 --name monolithic monolithic \
yosys -p "synth_ice40 -blif rot.blif" /rot.v
sudo docker stop monolithic
sudo docker rm monolithic
done

Yosys top-level:

#!/bin/bash
read number_of_synth cpu_limit mem_limit
cd ../microservice_architecture/yosys/

time ./synth_test.sh $number_of_synth $cpu_limit $mem_limit

Yosys test:

#!/bin/bash

for (( i=1; i<=$1; i++ ))
do
    echo "iteration $i"
    sudo docker run -it -m $3 --cpus $2 --name yosys yosys \
        yosys -p "synth_ice40 -blif rot.blif" rot.v
    sudo docker stop yosys
    sudo docker rm yosys
done

Monolithic pnr top-level:

#!/bin/bash

read number_of_synth cpu_limit mem_limit

time ./pnr_test_3.sh $number_of_synth $cpu_limit $mem_limit

Monolithic pnr test:

#!/bin/bash

for (( i=1; i<=$1; i++ ))
do
    echo "iteration $i"
    sudo docker run -it -m $3 --cpus $2 --name monolithic monolithic \
        arachne-pnr -d 1k -p /rot.pcf /rot.blif -o rot.asc
    sudo docker stop monolithic
    sudo docker rm monolithic
done

Arachne and IceStorm top-level:

#!/bin/bash
read number_of_synth cpu_limit mem_limit
time ./pnr_test_2.sh $number_of_synth $cpu_limit $mem_limit

Arachne and IceStorm test:

#!/bin/bash

for (( i=1; i<=$1; i++ ))
do
echo "iteration $i"
sudo docker run -it -m $3 --cpus $2 --name arachne_pnr arachne_and_ice_multi \
    arachne-pnr -d 1k -p /rot.pcf /rot.blif -o rot.asc
    sudo docker stop arachne_pnr
    sudo docker rm arachne_pnr
done

Arachne top-level

#!/bin/bash
read number_of_synth cpu_limit mem_limit
time ./pnr_test_1.sh $number_of_synth $cpu_limit $mem_limit

Arachne test:

#!/bin/bash

for (( i=1; i<=$1; i++ ))
do
echo "iteration $i"
sudo docker run -it -m $3 --cpus $2 --name arachne_pnr arachne_pnr_multi \
    arachne-pnr -d 1k -p /rot.pcf /rot.blif -o rot.asc
    sudo docker stop arachne_pnr
    sudo docker rm arachne_pnr
done
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