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Abstract

Many future scenarios expect a key role for the land use sector to stabilize temperature rise to 2 °C or less. Changes in land cover can influence the climate system, and the extent and magnitude of the anthropogenic modifications at local and regional scales is still largely unexplored. In this study, we use the regional climate model COSMO-CLM v.4.8 to quantify the climate response to idealized extreme land cover changes in Europe. We simulate four idealized land use transitions involving abrupt conversion of today forestland to bare land or herbaceous vegetation, and conversion of today cropland to evergreen needle-leaf forest or deciduous broad-leaf forest. We find that deforestation to bare land and herbaceous vegetation causes an annual mean regional cooling of $-0.06 \pm 0.09$ (mean ± standard deviation) and $-0.13 \pm 0.08$, respectively. Afforestation to needle-leaf and broad-leaf forests leads to a mean warming of $0.15 \pm 0.09 \, ^\circ C$ and $0.13 \pm 0.09 \, ^\circ C$, respectively. Precipitation declines after forest clearance and increases with afforestation, but the spatial variability is high. Temperature impacts are usually more significant in the grid cells affected by land cover change and show a clear latitudinal pattern and seasonal variability. The mean temperature response to deforestation turns from positive to negative between 50 and 55° latitude, and shows the strongest cooling in spring ($>-2 \, ^\circ C$, high latitudes) but warming in summer ($>-1 \, ^\circ C$), when the average number of hot days is increased. Afforestation has the major average warming impacts in winter, where the frequency of cold temperature extremes is reduced. Overall, biophysical effects from land cover changes shape European climate in different ways, and further developments can ultimately assist decision makers to modulate land management strategies at different scales in light of climate change mitigation and adaptation.

1. Introduction

Land management plays a key role in future strategies for climate change mitigation. Many future scenarios envision extensive land use transitions, especially under stringent temperature targets [1–5]. In the different Shared Socio-economic Pathways, global forest areas are predicted to change from about $-500 \, Mha$ up to $+1000 \, Mha$ in 2100, and between 200 and 1500 million ha of land will be required to grow bioenergy crops [2]. The higher-end of this range is achieved under the most ambitious climate change mitigation targets.

A change in land cover has impacts on climate through modification of the surface energy and water budget, mediated by changes in biophysical effects like surface albedo, evapotranspiration, and surface roughness [6, 7]. The net effect on local climate is a balance of these mechanisms, and it is highly spatially heterogeneous. The partitioning of available energy into latent and sensible heat fluxes is sensitive to vegetation characteristics [8], and has a direct influence on local near-surface air temperature and water availability.
A global latitudinal pattern in the net balance of biophysical effects has been detected by both modelling [12–16] and observational studies [17–21]. In the tropics, evapotranspiration effects dominate and reinforce the climate benefits of CO2 sequestration in trees at a regional and global scale. At higher latitudes, the contribution from surface albedo is stronger, especially in areas affected by seasonal snow cover, and counteracts the carbon benefits. At mid-latitude, there are major uncertainties and spatial variability in the climate response, especially at a local scale [6, 9, 22].

Climate change impacts tend to be underestimated at a regional level, because the projected global mean temperature changes are dampened by averaging over the oceans, and are much smaller than the expected regional effects over most land areas [23–25]. This applies to both mean and extreme effects [26], as changes in regional extremes can be greater than those in global mean temperature up to a factor of three [23].

Long-term studies show that land use and land cover changes have little influence on the atmospheric circulation compared to greenhouse gas forcing [27–29], but land-atmosphere processes can affect and modify temperature and precipitation variability [30, 31], including extremes [22, 32]. Previous model-based studies of land-climate interactions are contrasting, especially at mid-latitudes. Review studies of land use change and regional climate find significant spatial heterogeneities, and results do not allow to derive conclusions that hold at different locations and across scales [6, 7, 9]. Some studies show that deforestation reduces near surface air temperature, daily temperature extremes, and the number of summer hot days [33–35], while others find increases in the occurrence of hot-dry summers [22, 36, 37].

There is thus a need for extensive quantification and better understanding of biophysical land-climate interactions and their effects on regional climate [9, 38–40]. The EURO-CORDEX & LUCID initiative recently launched the inter-model comparison LUCAS (‘Land Use and Climate Across Scales’) with the aim to assess biophysical impacts from land use changes in Europe [41]. The inclusion in future climate policy contexts of regional temperature and precipitation effects of land cover changes can maximize possible synergies of climate mitigation and adaptation policies, from the local to the global scale [9, 23]. To the best of our knowledge, no previous analyses applied a regional climate model across the entire European CORDEX domain to study the effects of extreme land cover changes on regional climate. In this work, we perform a series of experiments to test the sensitivity of the regional climate model COSMO-CLM to idealized land cover changes in Europe in terms of near-surface air temperature, precipitation, and temperature extremes. Although we acknowledge the limitations of a single model output relative to multi-model means, this analysis provides extensive quantitative findings and it is a step towards increasing the availability of information regarding the biophysical climate response to land cover changes in Europe.

2. Methodology

2.1. Model description

The regional climate model COSMO-CLM (CCLM) version 4.8 is applied in this study [42]. It is the climate version of the weather prediction model Consortium of Small-scale Modelling (COSMO) [43]. CCLM is found to be one of the best performing regional climate models of the EURO-CORDEX project with respect to temperature, precipitation, and surface fluxes assessed against observations across the European domain [40]. CCLM is a non-hydrostatic limited-area atmospheric prediction model that relies on the primitive thermodynamical equations describing compressible flow in a moist atmosphere. The model applies a split-explicit third-order Runge-Kutta time discretization [44] on an Arakawa-C horizontal grid [45]. The terrain follows height co-ordinate in the vertical level with rotated geographical co-ordinates [46]. The parameterization of precipitation is based on a four-category one-moment cloud-ice scheme that includes cloud, rainwater, snow, and ice. The physical parameterizations include a radiative transfer scheme [47], a cloud-microphysics parameterization, and a turbulent kinetic energy-based surface transfer.

To implement biophysical exchanges between the land surface, atmosphere, and soil, CCLM uses the soil-vegetation-atmosphere model TERRA-ML [48, 49]. TERRA-ML provides the lower boundary conditions for the atmospheric circulation model and gives information about surface and soil conditions by simultaneously solving the thermal and hydrological budgets. It uses a stability and roughness length-dependent surface flux formulation to model the turbulent exchange between the atmosphere and the underlying surface. The upper boundary condition is obtained by computing the energy balance at the surface. The hydrological part of TERRA_ML predicts soil water content by solving the Richards’ Equation and estimates the water content of above-ground reservoirs such as snow and interception [50]. The source of water from the atmosphere is through precipitation, dew (on both plants and soils) and rime, and the sink terms are runoff and evapotranspiration. The soil module has 10 soil layers defined down to a depth of 15 m. The variables of the hydrological cycle are calculated using the multi-soil layer concept with soil moisture diffusion, and soil heat conduction equations are used for different soil textures as well as frozen soil processes. Plant transpiration and soil evaporation are parameterized using the Biosphere-Atmosphere Transfer Scheme. Net evapotranspiration is the sum of bare soil evaporation, plant transpiration, sublimation from the snow and evaporation from the interception storage, weighted by their respective areal
coverages. Hydrological processes are described in details elsewhere [49, 51].

The roughness length over land depends on the sub-grid scale variance of orography and land-use. The model takes the dominant vegetation type and soil texture for each grid cell, which is characterized by vegetation parameters such as leaf area index (LAI), plant coverage, root depth, and roughness length (z0), which are defined for each land cover class. For LAI and plant cover, the model derives an annual cycle between minimum and maximum values using a growing and resting period according to latitude and a height correction factor [49]. Thus, phenology is influenced by seasonal variations, but there is not inter-annual variability. Forest areas are described in terms of fractions of the grid covered by deciduous or evergreen forest, and the major effects they exert in the model are through influence on snow albedo, surface roughness, and transpiration rate.

2.2. Simulations of land cover changes
Following the EURO-CORDEX framework, we set up the simulations using the initial and lateral boundary conditions from the European Centre for Medium-Range Weather Forecasts Interim reanalysis [ERA-Interim; 52]. ERA-Interim data are selected for a larger area in order to clear the noise in the lateral boundary conditions for the external part of the domain. All simulations are performed using the EURO-CORDEX configuration for CCLM, which was developed after validation of the spatiotemporal patterns of the European climate against an observational reference [53]. We consider the period 1980–2010 at a horizontal resolution of 0.44 degrees with 40 atmospheric levels. We use a time step of 300 seconds, one year of model spin up time, and the Tiedtke mass-flux convection scheme for physical parameterization [54]. The control simulation (CTRL) is based on present-day vegetation cover and soil from the global land cover database GLC2000 [55].

Changes in land cover are simulated following the approach used in previous similar studies [26, 56]. In the deforestation experiments, grid cells where forest areas are dominant are converted to bare land (FOR to BL) or herbaceous vegetation (FOR to HV). In the afforestation experiments, grid cells where cropland are dominant are converted to evergreen needle-leaf forest (CROP to ENF) or to deciduous broad-leaf forest (CROP to DBF). In the changed grids, the surface parameters are modified according to the new type of land cover and kept constant throughout the simulation period to maximize model response. Changes in plant biomass are represented by a modified roughness length, root depth, LAI, and vegetation coverage [26]. These structural changes in vegetation alter the surface and energy balance of the land surface. For example, while LAI influences the amount of intercepted water and the partitioning of energy fluxes into sensible and latent heat, the roughness length affects the turbulent mixing of heat in the atmosphere, and the rooting depth determines the amount of water extracted from the soils by vegetation.

The most affected areas by the land cover transitions are the northern and eastern part of the domain in the deforestation experiments (1527 changed grids) and the central band of Europe crossing the domain from east to west in the afforestation experiments (1835 changed grids). See supplementary figure S1 available at stacks.iop.org/ERL/13/074002/mmedia for the spatial distribution of the grids. The impacts on regional climate are then computed by the difference between the respective experiment and the control run. These idealized land use conversions are designed to study model’s response to potential maximum land modifications. Since lateral boundary conditions do not vary between experiments and control run, the resulting differences can be attributed to the simulated land cover changes and illustrate the interactions between the land surface characteristics represented in COSMO-CLM and climate at regional scales [26]. Results are investigated in terms of temperature and precipitation response over land, for both the entire domain (regional) and affected grids only (local), their spatial, seasonal and diurnal variability, and frequency of temperature extremes. The latter is estimated using the tails (5th and 95th percentile) of the temperature probability density function for each grid of the domain [57, 58]. We then count the average number of days per year in the different simulations of maximum average daily temperature above the 95th percentile (hot extremes), or minimum average daily temperature below the 5th percentile (cold extremes), relative to the control run.

3. Results and discussion
3.1. Temperature response to deforestation
Figure 1 shows the spatial distribution of the mean temperature response in Europe to the four extreme land cover changes. The annual mean regional cooling is $-0.06 \pm 0.09 \degree C$ (mean ± one standard deviation) for FOR to BL and $-0.13 \pm 0.08 \degree C$ for FOR to HV. Impacts are stronger at a local scale on the grids affected by the land cover change. There is a significant spatial gradient in the average temperature response to deforestation, with an average cooling in the northern and eastern part of the domain, and a warming effect in western and central Europe. The replacement of forests with bare land or herbaceous vegetation increases surface albedo and reduces absorbed radiation, especially during winter months in areas affected by seasonal snow cover owing to the well-known snow effect on surface albedo [59, 60]. In some northern locations, the decreased absorption of solar radiation at the surface results in annual mean cooling that can achieve annual mean values around $-1 \degree C$. On the other hand, in central and southern Europe, the relative importance
of turbulent fluxes increases and the net effect is a warming contribution that can be up to 0.8 °C for BL and 0.6 °C for HV (figures 1(a) and (b)). In these cases, changes in evapotranspiration fluxes and surface roughness dominate. Bare land and herbaceous vegetation have a different partitioning between sensible heat and latent heat than forestland. Forests have a larger latent heat flux (up to 15 W m\(^{-2}\)) and smaller sensible heat flux (up to 10 W m\(^{-2}\)), especially during summer months (see supplementary figure S2 and S3 for details on latent and sensible heat fluxes). The transition to HV generally tends to have a more cooling effect than to bare land. The reason is that bare land does not have vegetation, and has a higher energy partitioning to sensible heat than HV, which on the other hand has larger latent heat fluxes that contribute to a cooler surface.

A clear latitudinal pattern emerges from the results. At increasing latitude, the average temperature response to deforestation declines and turns to negative (i.e. cooling) from about 50°–55° N. The net impact of changes in biophysical factors on climate strongly depends on local climate and vegetation type, especially at mid-latitude areas where the opposing albedo and evapotranspiration effects are of comparable size but different sign. Depending on the location, the dominant effect can be an average annual warming or cooling, as shown by the heterogeneities of the responses in figure 1. The situation differs at high latitude, where the temperature response is clearly negative (cooling). Such a latitudinal pattern of temperature response to land cover changes is reported by other modelling and observational studies. The latitudinal threshold is found to be around 30° N (global average) using a fully coupled global circulation model [12], and the use of an earth system model of intermediate complexity achieves similar conclusions [16]. Empirical studies identify the transition from warming to cooling at higher latitudes. Using a semi-empirical
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**Figure 1.** Annual daily mean temperature (unit: °C) response to land cover change in the deforestation ((a) FOR to BL and (b) FOR to HV) and afforestation ((c) CROP to ENF and (d) CROP to DBF) experiments. The differences refer to ‘experiment minus control’. Panels on the right of each map show the land latitudinal average (normalized by the number of grids) of the average temperature change over all grids (black), only grids affected by land use change (red) and un-changed grids (blue). The black net on the maps shows the grids that passed the t-test at 0.05 level.
approach, annual mean temperature response to deforestation is found to turn to negative values around 60° N at a global level, but at appreciably lower latitudes (around 50° N) in Europe [21]. In another global site-pair analysis, the transition is found at about 50° N (global average) [18]. Using data from weather stations, the transitional latitude is found to occur between 35 and 45° N in America and eastern Asia [19, 20].

Other modelling studies, mostly based on global models, reported an average regional cooling from deforestation to grassland of \(-1.96 \pm 1.44 \, ^\circ C\) in boreal climates, and of \(-0.73 \pm 0.45 \, ^\circ C\) in temperate climates [9]. Our findings generally fall in the lower end of the range for boreal deforestation and are outside the range for mid-latitudes, for which we do not estimate a significant cooling effect. Our outcomes of \(-0.41 \pm 0.25 \) and \(-0.04 \pm 0.09 \) of regional temperature changes in FOR to HV for boreal and temperate climates are rather closer to the ranges reported from observation-based studies, i.e. \(-0.59 \pm 0.54 \, ^\circ C\) and \(+0.50 \, (-0.21/1.2) \, ^\circ C\), respectively [9]. To facilitate comparison with past and future studies, we report averages of temperature and precipitation differences for boreal and temperate climates from our analysis in supplementary table S1.

3.2. Temperature response to afforestation

Afforestation generally causes a warming effect in large areas of Europe (figures 1(c) and (d)). The annual mean regional warming is \(0.15 \pm 0.09 \, ^\circ C\) for CROP to ENF and \(0.13 \pm 0.09 \, ^\circ C\) for CROP to DBF. As in the deforestation case, impacts are stronger at a local scale on the grids affected by the land cover change (up to about 0.9 °C in some locations). The magnitude and significance of the warming gradually increases at high latitudes and in the eastern part of the domain, and the variability in the response is the highest at mid-latitudes. The lower albedo values of forestland over cropland increases the net radiation at the surface, thereby causing a net warming effect. Relative to the CTRL run, tree cover generally reduces surface albedo, thereby increasing both net radiation at the surface and latent and sensible heat fluxes. DBF has higher latent heat fluxes and lower sensible heat fluxes than ENF because of the higher water transpirations of leaves and larger LAI. ENF also has lower latent heat fluxes than CROP in summer (supplementary figure S2). Other studies found a net warming effect of tree cover at mid and high latitude [12, 14–16, 28], although the trend is not so clear in semi-empirical studies [19, 21].

The warming effect of afforestation increases at higher latitudes, and, to some extent, a longitudinal gradient can also be appreciated. In both afforestation experiments, areas towards the western part of Europe show a slight cooling effect, whereas the warming effect becomes increasingly dominating while moving towards the eastern part of the domain. A transition from cooling to warming occurs between 0 and 10° E longitude. A similar pattern, but of opposite sign, can be appreciated in the deforestation to HV, whereas the change in temperature sign occurs at higher longitudes (about 30° E) for BL in temperate climates. This trend is difficult to interpret. Empirical studies show that forests have the tendency to decrease surface temperature compared to cropland in relative proximity to oceans, mainly through larger surface evaporation and greater roughness length [18, 20]. These mechanisms are confirmed by recent remote sensing-based estimates [21, 61], and our findings generally align with other modelling experiments [16]. The latter concludes that temperature changes largely result from the specific climate conditions in which the land use change occurs and is less influenced by the magnitude of individual biophysical changes.

3.3. Precipitation response

The precipitation response to the simulated extreme land cover changes has large spatial variability (see supplementary figure S4). In the deforestation experiments, a significant dryer climate is found over the EURO-CORDEX domain, especially over the affected grids. The annual mean difference across the entire domain is \(-0.05 \pm 0.02 \, mm \, day^{-1}\) for FOR to BL, and \(-0.04 \pm 0.02 \, mm \, day^{-1}\) for FOR to HV. Local responses can be up to \(-0.4 \, mm \, day^{-1}\). Removal of trees causes a significant reduction in regional precipitation owing to reduced evapotranspiration, which is stronger in the transition to bare land than herbaceous vegetation. On the other hand, afforestation generally increases precipitation in major places of central and northern Europe, although changes are generally not significant and do not pass the t-test (0.05 level) in most of the grids. The average change across the domain is \(0.02 \pm 0.02 \, mm \, day^{-1}\) for both CROP to ENF and CROP to DBF experiments. It is generally difficult to detect the signal of vegetation cover changes on precipitation owing to the inherent variable frequency of rainfall patterns, and the presence/absence of vegetation is usually more important than the vegetation type [9]. At high latitude, evapotranspiration is constrained by net radiation, while at lower latitudes the supply of water becomes the limiting factor and spatial heterogeneities increase [62]. This can explain the more significant response observed in the deforestation experiments, as forests are largely placed in northern Europe.

3.4. Local and regional climate signals

The climate change signal for the different experiments over the entire domain and the grids affected by the change in land cover is summarized in figure 2 as a probability function based on kernel density estimation. The distribution of the climate signal is more spread at a local scale (figures 2(b) and (d)) than at a regional scale (figures 2(a) and (c)). In the deforestation experiments, the probability distribution of local temperature changes peak at around \(-0.5 \, ^\circ C\) (up to more than 2% of total grids), with the FOR to HV
case exhibiting a distribution (and average estimate) more translated towards higher temperature reductions (figure 2(b)). Afforestation experiments show two similar peaks in local temperature changes, one around $-0.1^\circ$C (for about 1.5% of the sample) and the other around $+0.5^\circ$C (for about 2% of the sample). Precipitation changes are rather similar and follow a bell-like shape curve around the mean estimate. Differences in the climate signal from the two afforestation experiments are relatively small, and the probability distributions follow a similar pattern for both temperature and precipitation changes.

3.5. Seasonality and diurnal cycle

Temperature impacts from deforestation show a cooling effect in winter and spring, but warming in summer and little differences in autumn (figure 3; see supplementary figure S5 for a spatial distribution of the seasonal temperature differences). The largest cooling occurs in spring, where average temperature changes are about $-0.42 \pm 0.16^\circ$C at a regional level, and $-1.31 \pm 0.26^\circ$C when impacts are averaged on local affected areas, where the cooling can be up to $-1.8^\circ$C (5th percentile). This strong cooling in spring is largely due to the combination of larger solar radiation with high differences in surface albedo, which drives a significant reduction in the net radiation balance. A couple of considerations supports this insight. First, there are no major differences between BL and HV in spring, meaning that the vegetation control on temperature changes is minimal, suggesting that climatic conditions act as the main driver. Second, the diurnal temperature cycle in spring shows the maximum cooling around mid-day, under the highest radiation load (figure 4(b)). The larger radiation flux in spring can also explain the stronger cooling observed in spring than winter. Temperature impacts significantly turn to positive in summer. At a local level, temperature increases up to $0.83 \pm 0.23^\circ$C for BL, and $0.28 \pm 0.23$ for HV (figure 3(c)). In summer, the incoming radiation is at a maximum but differences in surface reflectivity are small, meaning that reductions in evapotranspiration and surface roughness are the main drivers for such a warming effect. The difference between BL and HV underlines the importance of vegetation to keep a cooler climate in summer. BL has smaller values of latent heat fluxes than HV all year round, but especially during summer months, where fluxes of sensible heat are in turn larger (supplementary figures S6 and S7). The diurnal temperature cycle in summer has

Figure 2. Probability density distribution of annual daily mean temperature (unit: ºC) and precipitation (unit: mm day$^{-1}$) anomaly over the land CORDEX-Europe domain (regional, (a) and (c)) and in the changed grids (local, (b) and (d)). The differences refer to ‘experiment minus control’. The solid line shows the distribution of the values and the dashed vertical line indicates the respective mean value.

Figure 3. Seasonal changes in temperature (upper panel) and precipitation (lower panel) as box plots for the entire land CORDEX-Europe domain (regional, (a) and (b)) and changed grids only (local (c) and (d)). The differences refer to ‘experiment minus control’. The central line in each box indicates the median, and the bottom and top edges of the box are the range of one standard deviation. The whisker indicates the range of 5th and 95th percentile. MAM: March–April–May; JJA: June–July–August; SON: September–October–November; DJF: December–January–February.

3.6. Temperature extremes and correlation analysis

Occurrence of temperature extremes are summarized in table 1, where the average difference in number of hot/cold days is shown per season and at a regional or local scale (see figure S10 for their spatial distribution). Deforestation increases the number of hot days in summer, up to about 15 days for BL and more
than 4 days for HV (local scale). However, variability is large, especially for HV, where the number of hot days actually declines in many locations (no clear latitudinal or longitudinal pattern emerges). In general, a dual effect of evaporation contributes to increase hot temperature extremes. Deforestation reduces evapotranspiration rates and this effect is dominant in summer, with warmer surface. The decrease in evapotranspiration also decreases cloud cover (supplementary figures S11 and S12), which results in an increase of absorbed radiation at the surface. This effect is amplified for the hot tail of the distribution in summer because of a decrease in cloud cover and associated increase in the amount of absorbed solar radiation at the surface under high radiation loads. In winter and spring, the presence of cold days tend to increase at similar rates for BL and HV, but spatial variability is still large. These findings align with the studies that find a significant increase in summer hot days after deforestation [37].

Afforestation has an average warming effect in winter, where the occurrence of cold days is reduced (−3.61 and −3.70 days at a local level for ENF and DBF, respectively) and the number of hot days increases (4.46 and 5.54). This trend is generally consistent across the entire domain, for both ENF and DBF.

Figure 4. Mean diurnal cycle of temperature changes averaged over the entire land EURO-CORDEX domain (regional, (a)–(c)) and grids affected by the land cover changes (local, (d)–(f)) as annual and seasonal (spring and summer) mean. The solid/dashed lines indicates the diurnal mean, and the colored areas in spring and summer refer to the range of one standard deviation. The diurnal cycle in winter follows the same pattern of the annual mean, but stronger in magnitude, and the one in autumn shows minimum changes (not shown here).
Table 1. Changes in occurrence of hot and cold temperature extremes, measured as average number of days \((n)\) per season, in the different experiments at a regional and local scale. \(T_{\text{max}}\) refers to the average number of days in which the maximum average daily temperature is above the 95th percentile of the control run (hot temperature extremes). \(T_{\text{min}}\) refers to the average number of days in which the minimum average daily temperature is below the 5th percentile of the control run (cold temperature extremes). Results are left blank when \(-1 < n < 1\).

<table>
<thead>
<tr>
<th>Season</th>
<th>FOR to BL</th>
<th>FOR to HV</th>
<th>CROP to ENF</th>
<th>CROP to DBF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regional</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T_{\text{max}}) Winter (DJF)</td>
<td>1.59</td>
<td>2.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring (MAM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summer (JJA)</td>
<td>6.72</td>
<td>1.2</td>
<td>3.74</td>
<td>1.22</td>
</tr>
<tr>
<td>Autumn (SON)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T_{\text{min}}) Winter (DJF)</td>
<td>-1.49</td>
<td>-1.62</td>
<td>4.46</td>
<td>5.54</td>
</tr>
<tr>
<td>Spring (MAM)</td>
<td>-1.73</td>
<td>-1.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summer (JJA)</td>
<td>14.9</td>
<td>4.4</td>
<td>4.63</td>
<td></td>
</tr>
<tr>
<td>Autumn (SON)</td>
<td></td>
<td>1.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Local</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(T_{\text{max}}) Winter (DJF)</td>
<td>4.37</td>
<td>5.87</td>
<td>-3.61</td>
<td>-3.7</td>
</tr>
<tr>
<td>Spring (MAM)</td>
<td>6.26</td>
<td>6.71</td>
<td>-3.17</td>
<td>-3.31</td>
</tr>
<tr>
<td>Summer (JJA)</td>
<td>-1.34</td>
<td></td>
<td>-1.99</td>
<td>1.73</td>
</tr>
<tr>
<td>Autumn (SON)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Spatial variability again becomes relevant in summer. For ENF, the lower evapotranspiration rate of needle-leaf trees increases the number of hot days relative to cropland in many grids of the domain. The smallest average change in summer hot days is observed for DBF (0.22 at a local level), which is the balance of a high spatial variability without a clear latitudinal or longitudinal pattern (figure S10). In some areas, like northern Germany and France, the presence of DBF mitigates the number of hot days in summer, in line with findings from previous studies [56], but in the western part of the Mediterranean basin the number of hot days can increase. Relative to ENF, DBF also shows a stronger reduction in the number of hot days in eastern Europe.

Most of the relationships among temperature and precipitation changes and physical processes discussed above are evident from the correlation circle shown in figure 5, which is based on the principal component analysis. The results show that almost 90% of the information (variance) contained in the data is retained by the first two principal components. This analysis enlightens about the positive or negative correlations among the many variables at play. For example, precipitation is highly positively correlated to latent heat fluxes, soil water content, relative humidity and cloud cover, whereas temperature is positively correlated to absorbed short-wave radiation and sensible heat fluxes, and negatively correlated to latent heat. Minimum temperature does not significantly correlate with other variables, maybe owing to the reported underestimation of night cooling in CCLM [64]. Maximum temperature is more closely linked to sensible heat and surface evaporation.

4. Conclusions

This study offers a quantification of the regional effects on temperature and precipitation of large-scale idealized land cover changes in Europe with CCCLM. Changes in vegetation and surface moisture fluxes affect both average climate and occurrence of extreme temperatures. The temperature response to deforestation shows a clear latitudinal pattern, whose signal is stronger than the contrast of the local vs. regional impact. Forest clearance generally tends to cool annual mean temperature values at high latitudes, and warm at lower latitudes. In the entire domain, changes in latent heat fluxes dominate the regional climate response to forest clearance in summer, where both mean temperature values and hot temperature extremes are increased. Afforestation generally warms the local surface, but results are highly spatially heterogeneous at mid latitudes. Deforestation leads to increased summer temperature extremes, thereby underlining the importance of vegetation to keep a cooler climate in summer.
Figure 5. Correlation between time series of selected variables (daily means) using principal component analysis. Interpretation of the correlation among variables is robust when they are far from the center of the circle. In this case, variables are significantly positively correlated (r close to 1) if they are close to each other, they are not correlated (r close to 0) if they are orthogonal, and they are significantly negatively correlated (r close to $-1$) if they are on the opposite side of the center. When the variables are close to the center, some information is carried on other axes of the component analysis, and any interpretation might be hazardous. Units: clt: fraction; tas: °C; pr: mm day$^{-1}$; tasmin: °C; tasmax: °C; evpsbli: kg m$^{-2}$ s$^{-1}$; hurs: %; rsns: W m$^{-2}$; mrso: m; hfss: W m$^{-2}$; hfs: W m$^{-2}$.

Possible extensions of this work include the possibility to quantify the impacts of both biophysical and biochemical effects, and constraint the range of the regional climate response in Europe to more realistic land use transitions and higher-resolution simulations. As a single model can have inherent limitations in terms of generalizability, future model inter-comparison studies can explore dependencies of results on individual models and configurations, and assess the sensitivity of the climate response to the spatial extent of the land cover change and across different resolutions. Further, more advanced experiments can investigate how explicit consideration of biochemical processes and future changes in climate can affect the results and associated uncertainty, in particular the dynamic response of the land cover through changes in phenology from climate feedbacks. For example, exchanges of CO$_2$ between vegetation and the atmosphere are sensitive to local climate conditions [65, 66], and future impacts of land-cover changes on regional climate can vary under a different future background climate [67].

As decisions are frequently taken at a subnational level by regional authorities, increasing the volume of information on regional and local climate impacts from land cover changes, and their effects of scale, can ultimately facilitate the design of more climate-oriented land use policies.
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