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Abstract

Over the last decade monetary policy in Norway has gradually evolved from exchange rate targeting to flexible inflation targeting. In addition, globalization has affected the Norwegian economy substantially over the last decade. Monetary policy has increasingly been challenged on how to respond to supply side shocks, including shocks to productivity, the degree of competition both in product and labour markets, and terms of trade shocks. With all these developments came the need for new modeling tools. In this paper we document a new open-economy model for Norway named NEMO, that has been developed at Norges Bank as a tool for forecasting and policy analysis under the new monetary policy regime. In addition to a full technical account and description of the model properties, we explain the motivation and the modeling approaches that have been used, including the parameterization.
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1 Introduction

Over the past decade, monetary policy in Norway has gradually evolved from exchange rate targeting to flexible inflation targeting. The key question in the new regime is: “What should interest rates be today and in the future in order to best achieve our objectives?” To provide a good basis for answering this question, analytical tools with a number of prerequisites are needed. First and foremost, monetary policy must have a clearly defined role in a model designed to support inflation targeting. The model framework must be such that it is possible and necessary for monetary policy to act to bring inflation back to target following economic disturbances. For the model to be of practical use in the policy process, it should reflect the policymakers’ view about the workings of the economy. In particular, the role of expectations has to be taken seriously. A core policy model must reflect that agents not only take account of today’s economic policy, but also form expectations of future policy, and act accordingly. Furthermore, compared to an exchange rate peg, inflation targeting requires a more comprehensive understanding of the workings of the macroeconomy and the current economic situation. The increased importance of transparency and communication requires that the models are interpretable and well understood by the users and the policymakers. However, at the same time the model must be large enough to address the key issues and questions with which monetary policy is faced. Not the least, it must be confronted with data to avoid elements of wishful thinking.

The overriding evaluation criterion for a central bank model is how useful it proves to be in helping the policymakers conduct monetary policy. This criterion is somewhat vague, but rests on the fact that even the largest and most complex of macro models are gross simplifications of reality that can never hope to capture the “truth”. Rather, most policymakers today have a pragmatic view of the role of models in policymaking. Models are tools, not sources of definitive answers. From a central bank perspective, although the economic relationships built into a macro model must be based on careful and ongoing empirical analysis, the key advantage of using a well-formulated macroeconomic model is that it imposes structure and discipline on the forecast and policy analysis processes, by revealing and focusing attention on the relevant but perhaps non-obvious implications of what is known or assumed.

When designing and evaluating models, one must keep focus on the tasks for which they are to be used. Broadly speaking, policymaking can be divided into three interrelated tasks: identification of shocks and creation of forecasts, risk and policy analysis, and communication.

- **Identification of shocks and forecasting.** Because of the importance of expectations and the lags with which monetary policy affects the economy, an inflation-targeting central bank needs to be forward-looking and make projections of economic developments. Monetary policy is believed to have its greatest impact on inflation after some 2-3 years. However, the short-, medium- and long runs are all crucial. Creating forecasts is essentially a process of identifying
the forces that are driving current economic developments, and predicting how disequilibria will play out. The task of stabilization inherent in an inflation targeting regime also requires an active and explicit approach to defining the steady state of the economy.

- **Risk and policy analysis.** Given that the economy is subject to unforeseen shocks and will therefore almost always evolve differently than projected, it is essential that the central bank evaluates the risks around the chosen projection path. Inflation-targeting central banks must constantly deal with pervasive uncertainty regarding both the current situation and the workings of the economy and monetary policy. Yet they must make assumptions and set monetary policy such that inflation is expected to be on target within an appropriate time horizon. It is therefore very useful to set out assumptions explicitly in the context of an economic model, such that the implications of alternative assumptions, i.e. risks, can be explored and discussed in a systematic way.

- **Communication.** Since monetary policy is forward looking and operates largely through expectations, communication is an essential part of the central bank’s brief. Open communication and transparency, and a clear, well-structured story around the projections help economic agents to understand the “typical” behavior of the central bank so that they can respond to new information in a way that contributes to the achievement of the central bank’s objectives. This may enhance the effectiveness of the expectations channel of the monetary transmission mechanism.

A macro model cannot provide definitive answers. However, it can help ensure that the projections are internally consistent and that the policymakers’ judgement calls are thought through and consistent over time. Also, no single model will be superior for all purposes, given the multi-faceted aspects of the three basic tasks at hand. For example, it is unlikely that a single model would be preferred for forecasting developments in both the very near term and the medium- to long term. Thus, there are benefits to a “suite” of models approach, where the comparative advantages of different model types are exploited. In practice, current information about economic developments, various economic models and judgment are all employed in the forecasting process.

Norges Bank’s Inflation Report contains projections for developments in the Norwegian economy and presents an assessment of the monetary policy outlook, including a path for the interest rate. The interest rate path is the result of a broad assessment in which judgement plays an important role. The first chapter of the Inflation Report contains a discussion of a number of criteria that can be useful in assessing whether a future interest rate path appears reasonable compared with the monetary policy objective, see Qvigstad (2006).
At Norges Bank,\(^1\) a core model is used\(^2\) as an important tool for synthesizing information and estimating how the economy will move from the current situation towards long-term equilibrium. NEMO can be viewed as an extension of the current core model. In this paper we document and motivate these extensions and the choices made in order to meet the demands and prerequisites referred to above.

NEMO is an open economy Dynamic Stochastic General Equilibrium (DSGE) model,\(^3\) incorporating price- and wage stickiness, capital accumulation and balanced growth. It is a dynamic quarterly model. The theoretical framework of NEMO is based on the Global Economy Model developed at the International Monetary Fund, see Laxton and Pesenti (2003) and Bayoumi (2004), which again builds on the New Open-Economy Macroeconomics (NOEM) literature see for example Obstfeld and Rogoff (1995), Obstfeld and Rogoff (2000), Corsetti and Pesenti (2001) and Lane (2001), and empirical DSGE open-economy applications like Smets and Wouters (2003, 2004).

A distinct feature of a DSGE model is that the behavior of the different economic agents is modeled explicitly and founded on choice-theoretic assumptions. Households maximize expected utility given their budget constraints, and choose the optimal allocation of time between work and leisure, and the optimal allocation of income between consumption and saving. Firms set prices by maximizing expected profit given their production technology. Modeling behavior explicitly aids interpretation. Moreover, the various disturbances can be interpreted and attributed to changes in preferences, technology, market structure, policy etc.

The earlier DSGE models had new classical features, such as perfect competition and fully flexible prices, and are often denoted ‘real business cycle’ (RBC) models. These models often focused on supply side factors, such as technology shocks, as the main source of economic fluctuations. Business cycles could be explained by rational agents reacting to exogenous disturbances, and since the cycles represented optimal behavior, they should thus not be counteracted by economic policy. Since prices and wages were perfectly flexible, monetary policy could not affect the real economy in this type of models, only the general price level.

During the last ten years a new class of DSGE models has become influential, both within academic research and, more recently, as forecasting and policy tools for central banks. This class of DSGE models has two additional key features:

- **Nominal rigidities.** In NEMO we assume that there are costs, either implicit or explicit, associated with changing prices and wages. These costs imply that prices and wages change only gradually in response to shocks. The policy

---

\(^1\)For a description of the forecasting process and the tools used at Norges Bank, see Kloster and Solberg-Johansen (2006).

\(^2\)For a documentation of the core model in use currently, see Husebo, McCaw, Olsen and Røisland (2004).

\(^3\)By dynamic we mean that model solution determines dynamic paths for all endogenous variables in the system, by stochastic we mean that the dynamic path is driven by stochastic shocks and by general equilibrium we mean that all markets clear in all periods.
implication of nominal rigidities is that monetary policy now affects the real economy in the short run.

- Monopolistic competition. Firms have market power and set prices as a markup over their marginal costs. This makes it profitable to meet increased demand even if prices do not change.

These features imply traditional Keynesian effects in the short run. The long-run properties of DSGE models are, however, similar to those of the earlier RBC models. The reason is that prices and wages are assumed to adjust fully in the long run even if there are nominal rigidities in the short run. Thus, whereas monetary policy affects the real economy in the short run, in the long run monetary policy can influence only nominal variables, and is therefore neutral with respect to real variables. In the long run, production is determined by technology, preferences and the supply of inputs. The new type of DSGE models therefore have 'Keynesian' features in the short run, and new classical (RBC) features in the long run. They are therefore often referred to as 'New Classical Synthesis', or 'New Keynesian' models.

The paper is organized as follows. In section 2 we derive and describe the theoretical structure of NEMO. For readers that are interested in a brief overview of the model, we refer to the introduction in section 2.1 and section 2.2 that explains the log-linearized version of the model. Section 3 discusses the current parameterization of NEMO where we have used both calibration and estimation techniques. In section 4 we discuss model properties by examining how key variables respond to the most important shocks. An important purpose of this section is to illustrate how the shocks can be disentangled when the model is confronted with data. Section 5 offers some concluding remarks. The complete stationary model is summarized in the appendix, along with the steady state solution. The appendix also offers a description of the mnemonics used for variables and parameters.
2 The model

In this section we present and derive the model. For pedagogical reasons, we start in section 2.2 by presenting an overview of the general structure of the model in linearized form. In section 2.3 and 2.4, we take a step back and derive the model from the basic optimization problems of the households and firms in the economy. The model presented in section 2.2 is a linearized version of the model presented in section 2.4.

2.1 Main features

In NEMO, the world economy consists of two countries, home and foreign, which will be interpreted as Norway and its trading partners, respectively. Our point of departure is a two-country model, where the structure of the two countries are the same. In order to ease notation, we present the model in terms of the home economy. An identical set of equations can be used to describe the foreign economy.\footnote{Foreign variables are indexed with a star.} We adopt the small open economy assumption, implying that the foreign economy is fully exogenous from the point of view of the home country. Hence, economic developments in Norway have no effects on its trading partners. This is a reasonable description, given the relative size of the Norwegian economy.

Both economies consist of households, firms and a government sector, including the monetary authority. There are two production sectors, an \textit{intermediate goods sector} and a \textit{final goods sector}. Each intermediate good is produced by a single firm, using differentiated labor, \( l \), and capital services, \( K \), as inputs. The market for intermediate goods is characterized by monopolistic competition. The intermediate good, \( T \), can be exported or sold domestically to the final goods sector. Under the assumption of monopolistic competition, intermediate firms will set their prices as a mark-up over marginal costs. Since we abstract from the possibility of arbitrage across countries, intermediate firms can set different prices at home and abroad.\footnote{We abstract from transportation costs in this model.} Furthermore, we assume that it is costly for intermediate firms to change their prices. The specification of the price adjustment costs is consistent with Rotemberg (1982).

Each firm is assumed to make an independent investment decision each period. The capital stock is specific to each firm, and there exists no single capital good that can be rented for use in any firm. Thus, capital is firm specific and there is no rental market for capital. The level of capital services, which is the input factor relevant for production, depends both on the rate of capacity utilization and the physical capital stock. Within a given period, the capital stock is fixed, so increasing the input of capital services requires a higher rate of capacity utilization.

In the final goods sector, domestic and imported intermediate goods, \( Q \) and \( M \) respectively, are combined to produce a final retail good, \( A \). Firms in this sector are assumed to operate under perfect competition. The final good can be used
for consumption, $C$, investment, $I$, government spending, $G$, and oil investment, $IOIL$.

We assume that there are two types of households in the economy. One type, the *savers*, maximize utility subject to an intertemporal budget constraint. They optimize their consumption intertemporally by using credit markets to achieve a smooth consumption path. They also supply labor and set their wage subject to adjustment costs (nominal wage rigidities) and demand for labor by intermediate firms. The other set of households, labelled *spenders* (or liquidity constrained households), simply consume their wage income each period. We assume that spenders take the wage negotiated by the savers as given and supply the labor demanded for this given wage rate.

Government spending is financed through lump-sum tax revenues. The monetary authority controls the national short-term nominal interest rate. Monetary policy is specified either in terms of a interest rate rule, e.g. a Taylor rule, or in terms of a targeting rule where a loss function is minimized. In this paper we employ an interest rate rule, targeting expected inflation. Thus, monetary policy ensures that

---

6 We model the mainland economy, that is, the total economy excluding the oil sector. However, whereas oil production is not modeled, we include (exogenously) oil investments on the demand side, affecting mainland industries.

7 If households were all of the forward-looking optimizing type, temporary changes in income would have only a negligible effect on consumption, since it is the "permanent income" which affects consumption for such households. Empirical studies show, however, that temporary changes in income also affect consumption. This is captured by introducing "spenders". In reality, there are not two distinct types of consumers; most consumers can probably be characterized as partly forward-looking and optimizing, and partly as following simpler rules of thumb. For technical reasons it is simpler to model this as two separate groups, but this should not be interpreted too literally.
the steady state inflation rate is equal to the inflation target.

We assume that the economy evolves along a balanced growth path, driven by an exogenous productivity shock. We use the convention that capital letters refer to non-stationary variables whereas lower-case letters indicate that the variable in question is stationary.

2.2 The linearized stationary model

In this section, we present the key behavioral equations\(^8\) of the model in log-linearized form. For pedagogical purposes and in many applications, it can be useful to work with a linearized representation of the model.\(^9\) A linear model can be more transparent and, hence, make it easier to understand the important aspects of the model. However, it should be noted that the linearized model is only an approximation of the non-linear system. It is only valid if the economy is close to steady state. In the following, \(\hat{x}\) indicates that the variable \(x\) is measured as the log-deviation from its steady state\(^10\). The parameters of the log-linearized model will depend on the structural parameters from the non-linear model and steady state values of the endogenous variables. In the following, the linearized model will be represented in terms of gross parameters, \(f_j\), defined in table 3 in appendix A.5. This is done in order to keep the exposition as transparent as possible.

2.2.1 The supply side

**Intermediate goods**

Intermediate firms produce a differentiated good, \(t_t\), using labor, \(l_t\), and capital services, \(k_t\), as inputs. We assume a Constant Elasticity of Substitution (CES) production function, which in log-linear form can be expressed as:

\[
\hat{t}_t = f_1 \left( \hat{z}_L^t + \hat{l}_t \right) + (1 - f_1) \hat{k}_t, \tag{2.2.1}
\]

where \(z_L^t\) is a stationary labor augmenting productivity shock. The parameter \(f_1 \in [0, 1]\) denotes the wage income share, and depends on the share of labor in the production function and the elasticity of substitution between labor and capital.

To shed some light on how total factor productivity and labor productivity is related around the stochastic trend, we can rewrite (2.2.1) as:

\[
\text{TFP}_t \equiv f_1 \hat{z}_L^t = \frac{\hat{t}_t - \hat{l}_t}{\text{labor productivity}} - (1 - f_1) \left( \frac{\hat{k}_t - \hat{l}_t}{\text{capital intensity}} \right). \tag{2.2.2}
\]

---

\(^8\)The full linearized model is given in appendix A.4.

\(^9\)The linearized model is based on the first-order Taylor approximation to the non-linear equations, around the steady state.

\(^10\)In the case where the variable is zero in steady state, \(\hat{x}\) refers to the level deviation from steady state.
This equation states that total factor productivity is equal to labor productivity adjusted for changes in capital intensity. As is clear from (2.2.2), total factor productivity is exogenous in the model, driven by the labor-augmenting productivity shock.

Capital services, $\tilde{k}_t$, depends on the physical capital stock, $k_{t-1}$, and the utilization rate of capital, $u_t$, according to:

$$\tilde{k}_t = \hat{u}_t + \tilde{k}_{t-1} - \hat{\pi}^z_t; \quad (2.2.3)$$

where $\hat{\pi}^z_t$ is a shock to the trend growth rate.\(^{11}\)

Intermediate firms choose inputs of labor and capital, and prices for their goods, both at home and abroad, in order to maximize their discounted profits. This yields a set of first-order conditions. The optimal condition for labor input can be expressed in terms of the marginal costs, $mc_t$, according to:

$$\hat{mc}_t = \hat{w}_t - \hat{mpl}_t, \quad (2.2.4)$$

where $\hat{w}_t$ denotes the real wage and $\hat{mpl}_t$ is the marginal product of labor, defined as:

$$\hat{mpl}_t = f_2 (\hat{i}_t - \hat{l}_t) + (1 - f_2) \hat{z}_L^L.$$  

The parameter $f_2 > 0$ is the inverse of the elasticity of substitution between capital and labor. Alternatively, we can express the marginal costs as:

$$\hat{mc}_t = f_1 (\hat{w}_t - \hat{z}_L^L) + (1 - f_1) \hat{r}_t^K, \quad (2.2.5)$$

where

$$\hat{r}_t^K \equiv \hat{mc}_t + f_2 (\hat{i}_t - \hat{k}_t).$$

The motivation for making use of this definition is that $\hat{r}_t^K$ can be interpreted as a shadow rental rate of capital services. Using this interpretation, equation (2.2.5) states that marginal costs are a function of real factor prices and the labor augmenting productivity shock. Alternatively, $\hat{r}_t^K$ can be interpreted as the real return on capital. A shock to labor productivity, i.e. an increase in $z_L$, unambiguously reduces marginal costs.

As already mentioned, firms can change the input of capital services by changing the utilization rate or by adjusting the physical capital stock. In optimum, the cost of increasing the utilization rate with one unit should equal the return of doing so. Log-linearizing the first-order condition for the capital utilization rate, we obtain:

$$f_3 \hat{u}_t = \hat{r}_t^K, \quad (2.2.6)$$

where $f_3$ is a parameter measuring the costs of changing the utilization rate. Hence, the left hand side of (2.2.6) measures the marginal costs of increasing the utilization rate by one unit. This is equal to the real return on capital services, $\hat{r}_t^K$.

\(^{11}\)This term originates from the fact that real variables are measured relative to the underlying trend growth.
Intermediate firms are assumed to have some degree of market power, both in the domestic and foreign market. This implies that firms will set prices as a mark-up over marginal costs. Furthermore, we assume that there are costs, either implicitly or explicitly, to adjusting prices. Log-linearizing the expression for the optimal price of goods sold in the domestic market, yields the following linear Phillips-curve for domestic inflation, $\pi_t^Q$:

$$\hat{\pi}_t^Q = f_4 \hat{\pi}_{t-1}^Q + (1 - f_4) E_t \hat{\pi}_{t+1}^Q + f_5 \left( \hat{mc}_t - \hat{p}_t^Q \right) - f_6 \hat{\theta}_t. \quad (2.2.7)$$

This equation states that domestic inflation is a function of its own lead and lag, marginal costs relative to the price of domestic intermediates, $p_t^Q$. The term $\hat{mc}_t - \hat{p}_t^Q$ operates as an error correction term; whenever the marginal costs increase more than the current price charged by firms, there will be a tendency for nominal prices to increase. Due to the price adjustment costs, it will not be optimal for firms to increase prices one to one with marginal costs in the short run. The variable $\theta_t$ represents a shock to the degree of substitution between the different varieties of domestic intermediate goods (demanded by the final good producers). It can be interpreted as a measure of the degree of competition facing intermediate firms in the domestic market. For example, if $\theta_t$ increases, implying a loss in market power, there will be downward pressure on domestic prices. The weight on lagged inflation in the Phillips curve is determined by $f_4 \in [0.5, 1]$. The effect of current and expected changes in marginal costs on domestic inflation is governed by the parameter $f_5 \geq 0$, which is a function of structural parameters related to the degree of market competition and the cost of adjusting prices.

Domestic firms also export to foreign markets. Export prices are set in the local currency, and evolve according to:

$$\hat{\pi}_t^{M*} = f_4 \hat{\pi}_{t-1}^{M*} + (1 - f_4) E_t \hat{\pi}_{t+1}^{M*} + f_7 \left( \hat{mc}_t - \hat{s}_t - \hat{p}_t^{M*} \right) - f_8 \hat{\theta}_t^*, \quad (2.2.8)$$

where $p_t^{M*}$ is the real export price, denoted in foreign currency, $\pi_t^{M*}$ denotes percentage change in the nominal price, $s_t$ is the real exchange rate and $\theta_t^*$ measures the degree of competition in the foreign imports market. Since we assume an identical set-up for foreign intermediate firms, we have a corresponding Phillips-curve for imported inflation, $\pi_t^M$, at home:

$$\hat{\pi}_t^M = f_4 \hat{\pi}_{t-1}^M + (1 - f_4) E_t \hat{\pi}_{t+1}^M + f_9 \left( \hat{mc}_t + \hat{s}_t - \hat{p}_t^M \right) - f_{10} \hat{\theta}_t^*, \quad (2.2.9)$$

where $p_t^M$ denotes the real import price. Imported inflation is an increasing function of its own lead and lag, marginal costs abroad, the real exchange rate and shocks to market power.

**Final goods**

Domestic and imported intermediates, denoted $q_t$ and $m_t$, are used to produce an aggregate final good, $a_t$. The final good can be used for consumption, investment,
government spending and oil investment. We assume a CES production function, which in log-linearized form reads:

\[ a_t = f_{11}q_t + (1 - f_{11})m_t, \]  

(2.2.10)

where \( f_{11} \in [0, 1] \) denotes the share of domestically produced in the final goods aggregate. The optimal input of domestic and imported goods in the production of the final good depends on real prices and domestic demand, according to:

\[ \hat{q}_t = -f_{12}P^Q_t + \hat{a}_t, \]  

(2.2.11)

\[ \hat{m}_t = -f_{12}P^M_t + \hat{a}_t, \]  

(2.2.12)

where \( f_{12} > 0 \) equals the elasticity of substitution between domestic and imported goods in the final goods aggregate. From (2.2.11) and (2.2.12), it is clear that the relative input of domestic and imported intermediates is driven by relative prices. For example, if the relative price on imports increases, final good producers will increase their relative demand for domestic intermediates.

Each household supplies a differentiated type of labor. This gives households some monopoly power when setting wages. Furthermore, we assume that it is costly for households to reset their wages. This assumption introduces some sluggishness in the wage formation, consistent with what we observe in the data. Log-linearizing the first order condition for wages, yields the following wage Phillips-curve:

\[ \hat{\pi}^W_t = f_4\hat{\pi}^W_{t-1} + (1 - f_4)E_t\hat{\pi}^W_{t+1} + f_{13}(m\hat{r}s_t - \hat{w}_t) - f_{14}\hat{\psi}_t, \]  

(2.2.13)

where:

\[ m\hat{r}s_t = f_{15}\hat{c}_t + f_{16}\hat{c}_{t-1} + f_{17}\hat{l}_t - z_t^U. \]  

(2.2.14)

Equation (2.2.13) states that nominal wage inflation, \( \pi^W_t \), is a function of its own lead and lag, the marginal rate of substitution, \( m\hat{r}s_t \), and the degree of monopoly power, \( \hat{\psi}_t \). The marginal rate of substitution measures the cost in utility terms of supplying an extra hour of labor. Hence, (2.2.13) indicates that there will be a tendency for nominal wages to increase whenever the compensation households receive from working, i.e. the real wage, is lower than the ‘marginal costs’. The size of adjustment in nominal wages is governed by \( f_{13} > 0 \), which is determined by the degree of competition in the labor market and the costs of adjusting wages. Furthermore, nominal wages will fall to the extent that competition in the labor market increases (higher \( \hat{\psi}_t \)). This could be interpreted as a loss in bargaining power. \( z_t^U \) is a positive preference shock, raising the marginal utility of consumption relative to leisure. Hence, an increase in \( z_t^U \) reduces the marginal rate of substitution.

### 2.2.2 The demand side

The optimality conditions for consumption and bonds can be summarized in the consumption euler equation, which in log-linearized form is given by:

\[ \hat{c}_t = f_{18}E_t\hat{c}_{t+1} + (1 - f_{18})\hat{c}_{t-1} - f_{19}E_t(\hat{r}_t - \hat{\pi}_{t+1}) + shocks^c_t, \]  

(2.2.15)
where $c_t$ denotes consumption, $r_t$ is the nominal interest rate and and $\pi_{t+1}$ is the overall inflation. Maximizing lifetime utility implies choosing a consumption path such that the utility loss of giving up one unit of consumption in period $t$ equals the expected utility gain that can be achieved in period $t+1$, by investing in bonds and consuming the gross real return. Equation (2.2.15) could be solved forward to show that the consumption path is fully determined by expected real interest rates and lagged consumption. This does not mean that consumption is independent of wage income. Rather, the interpretation is that transitory changes in labor income have no effect on changes in consumption. This is consistent with the results emphasized by Friedman (1956) and Modigliani (1986). By combining the consumption euler equation with the household budget constraint, it is possible to derive a standard consumption function depending on initial wealth and expected income. Households are assumed to dislike changes in the consumption over time, consumption in period $t$ will therefore also depend on the level of consumption in period $t-1$. This assumption is further described in section 2.3. The parameter $f_{19} > 0$ determines how sensitive consumption demand is to changes in the real interest rate. This will, among other factors, depend on the degree of habit in consumption. If households dislike changing their consumption habits, changes in the real interest rate will only gradually affect consumption.

Investment is derived from firms’ future demand for capital. We assume that changing the rate of investment relative to the existing capital stock is costly. The first order conditions for investment, $i_t$, and capital yields the following log-linear investment Euler equation:

$$\dot{i}_t - \dot{k}_{t-1} = f_{20} (\dot{i}_{t-1} - \dot{k}_{t-2}) + f_{21} E_t (\dot{i}_{t+1} - \dot{k}_t) - f_{22} E_t (r_t - \pi_{t+1}) + f_{23} E_t \dot{K}_{t+1} + shocks^I_t. \quad (2.2.16)$$

The investment to capital ratio, is decreasing in the real interest rate and increasing in the expected real return on capital. An increase in the real interest rate reduces the discounted value of a given expected return on capital. The inclusion of the lag and lead of the investment to capital ratio is related to the capital adjustment costs.

In log-linearized form, the capital accumulation equation can be written:

$$\dot{k}_t = f_{24} (\dot{k}_{t-1} - \pi^2_t) + (1 - f_{24}) \dot{i}_t. \quad (2.2.17)$$

The trade balance, defined as export revenues minus import costs, can be sum-
marized by the following log-linear equation:

$$\hat{e}_t x_t - f_{25} \hat{m}_t t = (\hat{s}_t + \hat{p}_t M + \hat{m}_t t) - f_{25} (\hat{p}_t M + \hat{m}_t t), \quad (2.2.18)$$

where $e_t x_t$ and $i m_t t$ denote real export revenues and import costs, respectively. Correspondingly, $\hat{m}_t t$ and $\hat{m}_t t$ denote export and import (volume) demand. From the left hand side of (2.2.18), it is clear that the trade balance depends on the demand for exports and imports, relative prices and the real exchange rate.

Based on the market clearing condition for intermediate goods, which simply states that the supply of intermediates must equal the domestic and foreign demand:

$$\hat{y}_t = f_{26} \hat{q}_t + f_{27} \hat{m}_t t; \quad (2.2.19)$$

we can define an expression for GDP, $y_t$:

$$y_t = f_{28} \hat{a}_t + f_{29} (\hat{e}_t x_t - f_{25} \hat{m}_t t), \quad (2.2.20)$$

where

$$\hat{a}_t = f_{30} \hat{c}_t + f_{31} \hat{a}_t + f_{32} \hat{g}_t + f_{33} i o i l_t; \quad (2.2.21)$$

is the market clearing equation for final goods. Government spending, $g_t$, and oil investments, $i o i l_t$, are assumed to be exogenous processes.

The optimal allocation of domestic and foreign bonds gives the UIP condition:

$$\hat{s}_t = \hat{s}_{t+1} - \{(r_t - \hat{r}_{t+1}) - (\hat{r}_t - \hat{r}_{t+1})\} - f_{34} \hat{b}_{H,t} + \hat{z}_t^B; \quad (2.2.22)$$

where $b_{H,t}^t$ denotes household holdings of foreign bonds. In optimum, the return on domestic and foreign bonds must be equal. We assume that households must pay a fee to trade in the foreign bond market. This financial intermediary cost is assumed to be increasing in the level of borrowing. Hence, a high level of foreign debt, i.e. $b_{H,t}^t < 0$, implies a high premium on foreign real interest rates. The financial premium is introduced in order to ensure that consumption follows a stationary process. In addition to the endogenous risk premium, we also include an exogenous premium, denoted $\hat{z}_t^B$. This shock is described in section 4.6.

Starting from the household budget constraint, we can derive an equation for the accumulation of foreign assets. In linearized form this reads:

$$\hat{b}_{H,t}^t = f_{35} \hat{b}_{H,t-1} + f_{36} \left(\hat{e}_t x_t - f_{25} \hat{m}_t t\right). \quad (2.2.22)$$

The end of period net foreign asset position is determined by the asset position at the beginning of the period and changes in the trade balance.\footnote{In the general set-up, the change in net foreign assets is equal to the current account, i.e. interest payments on asset holdings plus the trade balance. Hence we would expect the interest rate on foreign assets to appear in (2.2.22). However, since we assume that the level of net foreign assets is zero in steady state, the first order effect of changes in the foreign interest rate on the accumulation of foreign assets is zero.}
As mentioned, monetary policy can either be specified in terms of a simple rule for the policy instrument, for example given by:

\[ r_t = \omega_r r_{t-1} + (1 - \omega_r) [r + \omega_p \hat{t}_{t+1}] + z^R_t, \]  

(2.2.23)
or in terms of a targeting rule where the central bank loss function is minimized and the optimal policy response is derived. \( z^R_t \) is a shock to the monetary policy rule, see section 4.1 for a description of how key variables respond to this shock.

Adding an equation for foreign imports, \( \hat{m}_t^* \), and 4 identities determining price and wage growth, this leaves us with 27 equations to determine an equal number of endogenous variables:

\[ \hat{y}_t, \hat{w}_t, \hat{p}_t^M, \hat{\pi}_t^M, \hat{\pi}_t^Q, \hat{\alpha}_t, \hat{\beta}_t, \hat{\gamma}_t, \hat{\hat{\alpha}}_t, \hat{\hat{\beta}}_t, \hat{\hat{\gamma}}_t, \hat{\hat{\hat{\alpha}}}_t, \hat{\hat{\hat{\beta}}}_t, \hat{\hat{\hat{\gamma}}}_t, \hat{\hat{\hat{\hat{\alpha}}}}_t, \hat{\hat{\hat{\hat{\beta}}}}_t, \hat{\hat{\hat{\hat{\gamma}}}}_t, \hat{\hat{\hat{\hat{\hat{\alpha}}}}}_t, \hat{\hat{\hat{\hat{\hat{\beta}}}}}_t, \hat{\hat{\hat{\hat{\hat{\gamma}}}}}_t, \hat{\hat{\hat{\hat{\hat{\hat{\alpha}}}}}}_t, \hat{\hat{\hat{\hat{\hat{\hat{\beta}}}}}}_t, \hat{\hat{\hat{\hat{\hat{\hat{\gamma}}}}}}_t. \]

The model includes 4 foreign variables, which are exogenous shocks from the point of view of the home economy:

\[ \hat{y}_t^s, \hat{\pi}_t^s, \hat{\pi}_t^c, \hat{\pi}_t^m. \]

In addition there are 10 domestic exogenous shocks.

### 2.3 A symmetric two-country model

In this section, we take a step back and derive the general theoretical framework underlying the linearized model discussed above. We start by assuming a symmetric two-country set-up. Each country consists of households, firms and a government sector which includes the central bank. There are two production sectors. In the intermediate sector a continuum of firms produce a differentiated good, using labor and capital as inputs. Combining domestic and imported intermediate goods, the firms in the final goods sector produce a final good that can be used for consumption, investment, government spending and oil investment. The model is derived under the assumption that the various agents in the economy maximize their respective objective functions, given a set of constraints.

#### 2.3.1 Final goods

The relative size of the home country is measured by the normalized parameter \( n \in [0, 1] \). We assume that there is a continuum of final good producers indexed by \( x \in [0, n] \) (0 ≤ \( n \) ≤ 1). The final good, \( A_t \), is produced using a composite of domestic intermediate goods, \( Q_t \), and imports, \( M_t \), as inputs. The specific technology adopted is a constant elasticity of substitution (CES) production function:

\[ A_t(x) = \left[ \eta^x Q_t(x)^{1-\frac{1}{\eta}} + (1 - \eta)^{\frac{1}{\eta}} M_t(x)^{1-\frac{1}{\eta}} \right]^{\frac{1}{\eta-1}}, \]  

(2.3.1)
where the degree of substitutability between the indices of domestic and imported goods is determined by the parameter \( \mu > 0 \), whereas \( \eta \) (\( 0 \leq \eta \leq 1 \)) measures the steady-state share of domestic intermediates in the case where relative prices are equal to 1. Hence, the latter is often interpreted as the degree of home bias.

Furthermore, the composite good \( Q(x) \) is an index of differentiated domestic intermediate goods, produced by a continuum of firms \( h \in [0, n] \):

\[
Q_t(x) = \left[ \left( \frac{1}{n} \right)^{\frac{1}{\eta_t}} \int_0^n Q_t(h, x)^{1-\frac{1}{\eta_t}} \, dh \right]^{\frac{\theta_t}{\nu_t-1}},
\tag{2.3.2}
\]

where the degree of substitution between domestic intermediates is captured by \( \theta > 1 \). We allow this parameter to be time varying according to:

\[
\ln \left( \frac{\theta_t}{\theta} \right) = \lambda^\theta \ln \left( \frac{\theta_{t-1}}{\theta} \right) + \epsilon_t^\theta,
\tag{2.3.3}
\]

where \( \theta \) is the steady state value and \( \lambda^\theta \) is the autocorrelation coefficient, determining the persistence of the shock process. The error term \( \epsilon_t^\theta \) is assumed to be white noise.

Similarly, the composite imported input is an aggregate of differentiated import goods indexed \( f \in [n, 1] \):

\[
M_t(x) = \left[ \left( \frac{1}{1-n} \right)^{\frac{1}{\eta_t}} \int_n^1 M_t(f, x)^{1-\frac{1}{\eta_t}} \, df \right]^{\frac{\theta^*_t}{\nu_t-1}},
\tag{2.3.4}
\]

where \( \theta^*_t > 1 \) is the degree of substitution between imported goods. The elasticity of substitution across differentiated imports evolves according to:

\[
\ln \left( \frac{\theta^*_t}{\theta^*} \right) = \lambda^{\theta^*} \ln \left( \frac{\theta^*_{t-1}}{\theta^*} \right) + \epsilon_t^{\theta^*}.
\tag{2.3.5}
\]

The demand for the different varieties of domestic goods, \( Q(h, x) \), is obtained by minimizing total outlays on domestic intermediate goods given (2.3.2). This yields the following demand functions:

\[
Q_t(h, x) = \left( \frac{P_t^Q(h)}{P_t^Q} \right)^{-\theta_t} Q_t(x),
\tag{2.3.6}
\]

where \( P_t^Q(h) \) denotes the price of variety \( h \) produced at home and \( P_t^Q \) is the corresponding aggregate price,\(^{15}\) given by:

\[
P_t^Q = \left[ \left( \frac{1}{n} \right)^{\frac{1}{\nu_t}} \int_0^n P_t^Q(h)^{1-\theta_t} \, dh \right]^{\frac{1}{1-\theta_t}}.
\tag{2.3.7}
\]

\(^{15}\)Defined as the minimal outlay required to produce one unit of the composite.
In a similar fashion, the demand for differentiated imports is given by:

\[ M_t(x, f) = \left( \frac{P_t^M(f)}{P_t^M} \right)^{-\theta_t} M_t(x), \tag{2.3.8} \]

where \( P_t^M(f) \) denotes the price of imported variety \( f \) and \( P_t^M \) is the aggregate import price:

\[ P_t^M = \left[ \left( \frac{1}{1-n} \right) \int_{1-n}^1 P_t^M(f)^{1-\theta_t} df \right]^{\frac{1}{1-\theta_t}}. \tag{2.3.9} \]

The optimal choice of \( Q_t(x) \) and \( M_t(x) \) can be found by minimizing \( P_t^Q Q_t(x) + P_t^M M_t(x) \) given (2.3.1). This yields the following demand functions:

\[ Q_t(x) = \eta \left( \frac{P_t^Q}{P_t} \right)^{-\mu} A_t(x), \tag{2.3.10} \]

\[ M_t(x) = (1 - \eta) \left( \frac{P_t^M}{P_t} \right)^{-\mu} A_t(x), \tag{2.3.11} \]

where \( P_t \) is the aggregate price of the final good. The final goods sector is characterized by perfect competition, implying that profits are zero:

\[ P_t A_t(x) = P_t^Q Q_t(x) + P_t^M M_t(x). \tag{2.3.12} \]

### 2.3.2 Intermediate goods

Each intermediate firm \( h \) is assumed to produce a differentiated good \( T_t(h) \) for the domestic and the foreign market using the following CES production function:

\[ T_t(h) = \left[ (1 - \alpha) \frac{1}{\xi} \left( Z_t z_t^L l_t(h) \right)^{1-\xi} + \alpha \frac{1}{\xi} \bar{K}_t(h) \right]^{\frac{1}{1-\xi}}, \tag{2.3.13} \]

where \( \alpha \in [0, 1] \) is the capital share and \( \xi \) denotes the elasticity of substitution between labor and capital. The variables \( l_t(h) \) and \( \bar{K}_t(h) \) denote, respectively, hours used and effective capital of firm \( h \) in period \( t \). There are two exogenous shocks to productivity in the model: \( Z_t \) refers to an exogenous permanent (level) technology process, which grows at the gross rate \( \pi_t^z \), whereas \( z_t^L \) denotes a temporary (stationary) shock to productivity (or labor utilization). We assume the following processes:

\[ \ln(Z_t) = \ln(Z_{t-1}) + \ln(\pi^z_t) + \ln \frac{\pi_t^z}{\pi_t^z}, \tag{2.3.14} \]

where

\[ \ln \frac{\pi_t^z}{\pi_t^z} = \lambda^z \ln \frac{\pi_{t-1}^z}{\pi_t^z} + \varepsilon_t^z, \tag{2.3.15} \]

and

\[ \ln \left( \frac{z_t^L}{z_t^L} \right) = \ln \left( \frac{z_{t-1}^L}{z_t^L} \right) + \varepsilon_t^L. \tag{2.3.16} \]
We make the following assumptions regarding the firms’ capital accumulation. First, the additional capital resulting from an investment decision becomes productive with a one period delay. We therefore define \( K_t(h) \) as firm \( h \)’s capital stock chosen in period \( t \) which becomes productive in period \( t + 1 \). Second, firm \( h \)’s effective capital in period \( t \) is related to the capital stock that was chosen in period \( t - 1 \) by
\[
\bar{K}_t(h) = u_t(h) \cdot K_{t-1}(h),
\]
where \( u_t(h) \) is the rate of capital utilization. By utilizing its capital stock the firm incurs the cost of \( \gamma_t^u(h) \) units of final goods per unit of capital. We assume the following functional form:
\[
\gamma_t^u(h) = \phi^{u1} \left( e^{\phi^{u2}(u_t(h)-1)} - 1 \right),
\]
where \( \phi^{u1} \) and \( \phi^{u2} \) are parameters determining the cost of deviating from the steady state utilization rate (normalized to one).

Third, firms face a convex capital adjustment cost. Firm \( h \)’s law of motion of physical capital reads:
\[
K_t(h) = (1 - \delta) K_{t-1}(h) + \Psi_t(h) K_{t-1}(h),
\]
where \( \delta \in [0, 1] \) is the rate of depreciation. In order to capture investment flows in a realistic way we assume convex capital adjustment costs. This is reflected in the function \( \Psi_t(h) \), which measures the rate of capital accumulation. It is given by:
\[
\kappa_t(h) = \frac{I_t(h)}{K_{t-1}(h)} - \frac{\phi^{I1}}{2} \left[ \left( \frac{I_t(h)}{K_{t-1}(h)} - \frac{I}{K} \right)^2 + \frac{\phi^{I2}}{2} \left( \frac{I_t(h)}{K_{t-1}(h)} - \frac{I_{t-1}}{K_{t-2}} \right)^2 \right],
\]
where \( I_t \) denotes investment and \( z_t^I \) is an investment shock.\(^{16}\) The parameters \( \phi^{I1} \) and \( \phi^{I2} \) determine the cost of deviating from the steady state investment to capital ratio and the cost of changing this ratio, respectively.

The labor input is an aggregate of hours supplied by the different households. We assume the following technology:
\[
l_t(h) = \left[ \frac{1}{n} \int_0^n l_t(h, j)^{\frac{1}{\psi}} \frac{\psi_l}{\psi_t} dj \right]^{\frac{\psi_l}{\psi_t-1}},
\]
where \( \psi_l \) denotes the elasticity of substitution between different types of labor, and evolves according to:
\[
\ln \left( \frac{\psi_t}{\psi} \right) = \lambda^\psi \ln \left( \frac{\psi_{t-1}}{\psi} \right) + \varepsilon_t^\psi.
\]
\(^{16}\)This shock could e.g. represent changes in the relative price of consumption and investment.
Cost-minimization by intermediate firms implies the following demand for labor type $j$:

$$l_t(h, j) = \left( \frac{W_t(j)}{W_t} \right)^{-\psi_t} l_t(h), \tag{2.3.23}$$

where $W_t(j)$ is the nominal wage chosen by household $j$ and $W_t$ is the aggregate nominal wage, defined as the unit cost of the labor input, $l_t(h)$.

Firms sell their goods under monopolistic competition. Each firm $h$ charges different prices at home and abroad: $P_t^Q(h)$ in the home market and $P_t^{M*}(h)$ abroad, where the latter is denoted in foreign currency.\(^{17}\) Following Rotemberg (1982), we assume that firms want to avoid changing their prices. When a firm changes its prices it incurs intangible costs that do not affect cash-flow but enter the maximization problem as a form of “disutility”. The intangible costs of adjusting prices in the domestic and the foreign market are, respectively:

$$\gamma_t^{PQ} (h) = \frac{1}{2} \left[ \frac{P_t^Q (h)}{P_{t-1}^Q} - 1 \right]^2, \tag{2.3.24}$$

$$\gamma_t^{PM*} (h) = \frac{1}{2} \left[ \frac{P_t^{M*} (h)}{P_{t-1}^{M*}} - 1 \right]^2, \tag{2.3.25}$$

where the cost of changing prices is governed by the parameters $\phi^{PQ}$ and $\phi^{PM*}$.

Cash-flows in a given period are immediately paid out to shareholders (savers) as dividends, $DIV_t(h)$:

$$DIV_t(h) = P_t^Q (h) \int_0^n Q_t(h, x)dx + P_t^{M*} (h) S_t \int_{1-n}^1 M_t^*(h, x^*)dx^* \tag{2.3.26}$$

$$- W_t l_t(h) - P_t I_t (h) - P_t \gamma_t^{cu} (h),$$

where $S_t$ is the nominal exchange rate.

Firms choose hours, capital, investment, the utilization rate and prices to maximize present discounted value of cash-flows, adjusted for the intangible cost of changing prices, taking into account the capital law of motion (2.3.19), and demand both at home and abroad, $T_t^D(h)$. The latter is given by:

$$T_t^D(h) = \int_0^n Q_t(h, x)dx + \int_{1-n}^1 M_t^*(h, x^*)dx^* \tag{2.3.27}$$

$$= \left( \frac{P_t^Q (h)}{P_t^{M*}} \right)^{-\theta_t} Q_t (x) + \left( \frac{P_t^{M*} (h)}{P_t^{M*}} \right)^{-\theta_t} M_t^* (x).$$

\(^{17}\)Hence, we assume "local currency pricing" explored by Devereux and Engel (2000), Corsetti and Pesenti (2001) and others.
The first order condition for optimal price setting in the domestic market can be written:

\[ Q_t - \theta_t Q_t + MC_t(h)\theta_t Q_t/P_t^Q - \phi PQ \left[ \frac{P_t^Q(h)/P_{t-1}^Q(h)}{P_t^{Q^2}/P_{t-1}^{Q^2}} - 1 \right] P_t^Q Q_t \frac{1/P_{t-1}^Q(h)}{P_t^{Q^2}/P_{t-1}^{Q^2}} \]

\[ + E_t D_{t,t+1} \left\{ \phi PQ \left[ \frac{P_{t+1}^Q(h)/P_{t+1}^{Q^2}(h)}{P_{t+1}^{Q^2}/P_{t+2}^{Q^2}} - 1 \right] \times \right\} = 0, \]

where \( MC_t \) is the nominal marginal cost and \( D_{t,t+1} \) denotes the stochastic discount factor, defined in (2.3.46).

The first-order condition for foreign price setting is given by:

\[ S_t M_t^* - \theta_t S_t M_t^* + \theta_t^F MC_t(h) M_t^*/P_t^{M^*} - \phi^{M^*} \left[ \frac{P_t^{M^*}(h)/P_{t-1}^{M^*}(h)}{P_t^{M^2}/P_{t-1}^{M^2}} - 1 \right] P_t^{M^*} S_t M_t^* \frac{1/P_{t-1}^{M^*}(h)}{P_t^{M^2}/P_{t-1}^{M^2}} \]

\[ + E_t D_{t,t+1} \left\{ \phi^{M^*} \left[ \frac{P_{t+1}^{M^*}(h)/P_{t+1}^{M^2}(h)}{P_{t+1}^{M^2}/P_{t+2}^{M^2}} - 1 \right] \times \right\} = 0. \]

Combining the first-order conditions for capital and investment we obtain:

\[ \frac{1}{\kappa_t^*} = E_t D_{t+1} \frac{P_{t+1}(h)}{P_t(h)} \left[ \frac{R_t^K(h)u(h)_{t+1}}{\hat{\gamma}_t^u(h)} \frac{1}{\kappa_t^*(h)} (1 - \delta) + \kappa_{t+1}^*(h) - \kappa_{t+1}^*(h) I_{t+1}(h) \right]. \]

where

\[ \kappa_t^*(h) = 1 - \phi^{I_1} \left( \frac{I_t(h)}{T_{t-1}(h)} - (\pi - 1 + \delta) Z_t^I \right) - \phi^{I_2} \left( \frac{I_t(h)}{T_{t-1}(h)} - \frac{I_{t-1}}{T_{t-2}} \right). \]

and \( R_t^K \) is the real shadow rental price of effective capital, defined as:

\[ R_t^K(h) = \frac{\alpha^* MC_t(h)}{u_t(h)} \left( \frac{T_t(h)}{K_{t-1}(h)} \right)^{1/2}. \]

The first order condition for optimal labor input can be written as:

\[ MC_t(h) = \frac{W_t}{(1 - \alpha)^2} \left( \frac{h_t(h)}{T_t(h)} \right)^{1/2} (Z_t^I)^{1/2} (\alpha^* - 1). \]
Finally, the first order condition for the capacity utilization can be written:
\[ u_t'(h) = \frac{R^K(h)}{P_t}, \]  
where the marginal utilization cost is given by:  
\[ u_t'(h) = \phi^{u1} \phi^{u2} \phi^{u3}(u_t(h) - 1). \]

### 2.3.3 Households

There are two types of households in the home economy, 'spenders' (or liquidity constrained householdees) and 'savers'. The spenders, comprising a share equal to \( slc \in [0, 1) \), simply consume their disposable income. We may think of this group as agents following a simple rule-of-thumb for their consumption decisions, but it also captures credit constraints in a simplified way. The remaining \( (1 - slc) \) share of households, the savers, have access to capital markets and choose a state-contingent plan to maximize expected utility given a set of restrictions. Moreover, savers own all domestic firms and receive dividends from ownership of firms. Savers also pay a lump-sum tax to cover exogenous government spending.

Each household supplies a differentiated labor input to intermediate firms. Wages are set by savers under the assumption of monopolistic competition. Spenders simply take the (average) wage rate negotiated by savers as given and supply the resulting effective labor input demanded by intermediate firms.

Savers are indexed by \( j \in [0, (1 - slc)] \). Preferences are additively separable in consumption and labor. Letting \( U_t(j) \) denote the lifetime expected utility of home agent \( j \), we have:
\[ U_t(j) = E_t \sum_{i=0}^{\infty} \beta^i \left[ z^U_{t+i} u(C^{sa}_{t+i}(j)) - v(l_{t+i}(j)) \right], \]
where \( C^{sa} \) denotes consumption by savers and \( l \) is labor. Households are assumed to live infinitely, but are impatient; they discount future utility (that is, future levels of consumption and labor) by a discount factor \( 0 < \beta < 1 \). We include a random taste shifter, \( z^U \), to allow for shocks to preferences. The consumption shock evolves according to:
\[ \ln \left( \frac{z^u_t}{z^u_{t-1}} \right) = \lambda u \ln \left( \frac{z^u_{t-1}}{z^u_{t-2}} \right) + \xi^u_t. \]

The current period utility functions for consumption and labor choices, \( u(C^{sa}_t(j)) \) and \( v(l_t(j)) \), are given by:
\[ u(C^{sa}_t(j)) = (1 - b^f/\pi^z) \ln \left( \frac{(C^{sa}_t(j) - b^f C^{sa}_{t-1})}{1 - b^f/\pi^z} \right), \]  
\[ v(l_t(j)) = \phi^{v1} \phi^{v2} \phi^{v3}(v_t(h) - 1) \]

\(^{18}\)Setting \( u = 1 \) in steady state introduces a restriction on one of the \( \phi^{u'} \)'s. In particular, we assume that:
\[ \phi^{u1} = \frac{R^K}{\phi^{u2} P}. \]
and
\[ v(l_t(j)) = \frac{1}{1 + \zeta} l_t(j)^{1+\zeta}. \] (2.3.39)

We assume external habit persistence in consumption. The degree of habit in consumption is governed by the parameter \( b^c (0 < b^c < 1) \). Thus, what generates utility is not only how much household \( j \) consumes, but also how much it consumes relative to aggregate consumption in the previous period. This type of habit persistence is sometimes referred to as “keeping up with the Joneses”. The motivation for this kind of utility is primarily to generate some sluggishness in consumption in response to shocks, which is consistent with stylized facts.\(^{19}\) The degree of disutility of supplying labor is captured by the parameter \( \phi > 0 \). The log-utility specification for consumption is chosen to ensure a balanced growth path.\(^{20}\)

Each household is the monopolistic supplier of a labor input \( j \) (i.e. possesses a particular variety of labor, which it offers to firms), and sets the nominal wage for input type \( j \), taking into account the demand for labor from firms in the intermediate sector, given by (2.3.23). Following Kim (2000), there is sluggish wage adjustment due to resource costs that are measured in terms of the total wage bill. The adjustment costs, \( \gamma^W \), are specified as:

\[ \gamma^W_t(j) = \frac{\phi^W}{2} \left[ \frac{W_t(j)}{W_{t-1}/W_{t-2}} - 1 \right]^2, \] (2.3.40)

where \( W_t \) is the nominal wage rate. As can be seen from (2.3.40), costs are related to changes in wage inflation relative to the past observed rate for the whole economy. The parameter \( \phi^W > 0 \) determines how costly it is to change the wage inflation rate.

The individual flow budget constraint for agent \( j \) is:

\[ P_t C_t^{sa}(j) + S_t B_{H,t}^*(j) + B_t(j) \leq W_t(j) l_t(j) \left[ 1 - \gamma^W_t(j) \right] \]
\[ + \left[ 1 - \gamma^B_{t-1} \right] \left( 1 + r_{t-1}^* \right) S_t B_{H,t-1}^*(j) \]
\[ + (1 + r_{t-1}) B_{t-1}(j) + \frac{1}{1 - slc} DIV_t(j) - \frac{1}{1 - slc} TAX_t(j), \] (2.3.41)

where \( B_t(j) \) is household \( j \)’s end of period \( t \) stock of domestic bonds, \( B_{H,t}^*(j) \) is end of period \( t \) portfolio of foreign bonds (held by domestic households). Furthermore, the domestic short-term nominal interest rate is denoted by \( r_t \), and the nominal return on foreign bonds is \( r_t^* \). Only foreign bonds are traded internationally, and they are in zero net supply worldwide, while the home bond is in zero net supply

\(^{19}\)The specific functional form of the subutility function, \( u(j) \), adapted here ensures that the habit parameter does not enter the steady state solution of the model.

\(^{20}\)This is equivalent to letting \( \sigma \to 1 \) in the more general specification

\[ u_t(C_t^{sa}(j)) = \frac{(C_t^{sa}(j) - b^c C_{t-1}^{sa})^{1-\sigma}}{1-\sigma} \]

where \( \sigma \) is the inverse of the intertemporal elasticity of substitution.
at the domestic level. The variable $DIV$ includes all profits and also household nominal adjustment costs, which are rebated in a lump-sum fashion. Finally, home agents pay lump-sum (non-distortionary) net taxes, $TAX$, denominated in home currency.\footnote{Since it is assumed that intermediate firms are owned by savers, they all receive a share $\frac{1}{1-slc}$ of per capita dividends. Furthermore, only savers pay tax.}

A financial friction, $\gamma^{B^*}$, is introduced to guarantee that the net asset positions follow a stationary process.\footnote{See Schmitt-Grohe and Uribe (2003) for a discussion and for alternative ways to ensure stationarity.} This cost depends on the average net foreign asset position (detrended) of the domestic economy relative to some desired net foreign asset position (which may deviate from zero). Specifically, we adopt the following functional form:

$$
\gamma_t^{B^*} = \phi^{B^1} \frac{\exp \left( \phi^{B^2} \left( (1 - slc) \frac{S_t B_t^{H*}}{P_t Z_t} \right) \right) - 1}{\exp \left( \phi^{B^2} \left( (1 - slc) \frac{S_t B_t^{H*}}{P_t Z_t} \right) \right)} + \gamma^B_t, \quad (2.3.42)
$$

where $0 \leq \phi^{B^1} \leq 1$, $\phi^{B^2} > 0$ and $B_t^{H*} \equiv \left( \frac{1}{(1-slc)} \right) \int_0^{(1-slc)} B_{H,t}^*(j) dj$ defines the home country’s holdings of foreign bonds per saver. The variable $\gamma_t^{B}$ can be interpreted as a risk premium shock. When $B_{H,t}^* = 0$, $\gamma_t^{B^*} = 0$ (when, of course, $\gamma_t^B = 0$), whereas deviating from the desired level of net foreign assets will imply a cost to households. This cost approaches $\pm \phi^{B^3}$ as the net foreign asset position goes to $\pm \infty$. The parameter $\phi^{B^2}$ controls the slope of the $\gamma_t^{B^*}$ function, and hence the speed of convergence to the steady state. Furthermore, since the financial cost depends on aggregate quantities only, agents take it as given when deciding on the optimal holdings of the foreign bond. The exogenous risk premium, $\gamma_t^B$, is given by the following AR(1) process:

$$
z_t^B = \lambda^B z_{t-1}^B + \zeta^B_t, \quad (2.3.43)
$$

Households choose consumption, labor, bond holdings, and wages to maximize the discounted utility given by (2.3.36), taking into account the budget restriction (2.3.41) and the demand for labor (2.3.23).

The intertemporal optimality conditions are given by:

$$
\frac{1}{1 + r_t} = E_tD_{t,t+1} \quad (2.3.44)
$$

$$
E_t \left( \frac{D_{t,t+1} S_{t+1}}{S_t} \right) = \frac{(1 + r_t) E_tD_{t,t+1}}{(1 + r_t^*) [1 - \gamma_t^{B^*}]}, \quad (2.3.45)
$$

where the stochastic discount factor, $D_{t,t+1}$, is defined as:

$$
D_{t,t+1} = \beta \frac{U'_{C_{t+1}}}{U'_{C_t}} \frac{P_t}{P_{t+1}} = \beta \frac{P_t}{P_{t+1}} \frac{Z_{t+1}^U C_{t+1}^s - b^c C_{t+1}^{sa}}{Z_t^U C_t^s - b^c C_t^{sa}}. \quad (2.3.46)
$$
Equation (2.3.44) is the consumption Euler equation for the savers. It states that along an optimal consumption path the marginal rate of substitution between consumption tomorrow and consumption today must equal the gross real interest rate. If this does not hold, utility could be increased by reallocating resources across time. Equation (2.3.45) is a version of the Uncovered Interest Parity (UIP). It summarizes the optimal holdings of domestic and international bonds. In equilibrium, it should not be possible to increase the portfolio return by changing the composition of domestic and foreign bonds.

The first-order condition for wage setting reads:

$$\frac{W_{s}^{a}(j)}{P_{t}} = \psi_{t} MRS_{t}(j) \left[ \frac{1 - \gamma_{t}^{W}(j)}{W_{t-1}/W_{t-2}} + \phi_{t}^{W} \frac{W_{t}(j)/W_{t-1}(j)}{W_{t-1}/W_{t-2}} - 1 \right]^{-1} \left\{ -E_{t} \left[ \frac{t_{s}^{a}(j) \phi_{t}^{W} W_{t+1}(j)/W_{t}(j)}{t_{s}^{a}(j) - W_{t}(j)/W_{t-1}(j)} \left( \frac{W_{t+1}(j)/W_{t}(j)}{W_{t}(j)/W_{t-1}(j)} - 1 \right) \right] \right\}$$

(2.3.47)

where $MRS_{t}$ measures the savers’ marginal rate of substitution of consumption for leisure:

$$MRS_{t} = -\frac{U_{t}^{L}}{U_{t}^{C}} = \frac{C_{t}^{a} - b^{C} C_{t+1}^{a}^{s}}{1 - b^{C} / \pi^{s}} (L_{t}^{a})^{s}.$$  

(2.3.48)

When setting wages, households balance their disutility from working and their utility of consumption generated from their labor income. The optimal real wage is set as a markup over $MRS$. The markup depends on how much market power households have in the labor market, governed by the time-varying parameter $\psi_{t}$ (the elasticity of substitution between differentiated labortypes). Hence, the size of $\psi_{t}$ could be interpreted as the bargaining power of the households (or labor unions) in the wage setting process. The total markup also depends on the costs of adjusting wages.

Spenders consume their disposable income. Moreover, we assume that their wage rate is equal to the savers’ (average) wage and that they supply whatever is demanded of their type of labor. This implies that $W_{t}^{sp} = W_{t}^{sa} \equiv W_{t}$ and $L_{t}^{sp} = L_{t}^{sa} \equiv L_{t}$, and (in per spender terms):

$$P_{t} C_{t}^{sp} = W_{t} L_{t},$$

(2.3.49)

where $C_{t}^{sp}$ denotes the representative spender’s period $t$ consumption.

Moreover, total per capita consumption, $C_{t}$, is given by:

$$C_{t} = (slc) C_{t}^{sp} + (1 - slc) C_{t}^{sa}.$$  

(2.3.50)

### 2.3.4 Government

The government purchases final goods financed through a lump-sum tax, $TAX$, and receives the return on an exogenously given fund invested in foreign assets, $OILR$. 
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(the oil fund):

\[ P_t G_t = TAX_t + OILR, \]  

(2.3.51)

where \( G_t \) is real per capita government spending.

The government also controls the short-term interest rate, \( r_t \). As mentioned, different frameworks can be used to represent monetary policy, summarized as instrument rules or targeting rules. For most purposes, we use the following simple forward-looking instrument rule:

\[
(1 + r_t)^4 = \omega_r (1 + r_{t-1})^4 + (1 - \omega_r) \left[ (1 + r)^4 + \omega_1 \left( \frac{P_{t+1}}{P_t} - \pi^{tar} \right) \right] + z^R_t, \tag{2.3.52}
\]

where \( \omega_r \in [0, 1] \) determines the degree of interest rate smoothing, \( r \) is the steady state nominal interest rate\(^{23} \) and \( \omega_1 > 0 \) and \( \omega_2 > 0 \) denotes the interest rate response to inflation (from the inflation target, \( \pi^{tar} \)) and the output gap respectively. \( z^R_t \) is a time-varying shock to monetary policy. We assume that this shock is white noise, that is:

\[ z^R_t = \varepsilon^R_t. \]

### 2.3.5 Market clearing

The model is closed by a set of market-clearing conditions, ensuring that demand equals supply. Supply of intermediates must equal demand. Furthermore, the supply of final goods must equal the total demand for consumption, investment and government spending:

\[
\int_0^n A_t(x)dx = \int_0^n C_t(x)dx + \int_0^n I_t(x)dx + nIOIL_t + nG_t + \int_0^n \gamma_t^u (u_t(h)) K_{t-1}(h)dh. \tag{2.3.53}
\]

The intermediate good is used both at home and exported, so after correcting for the real cost of varying the utilization rate, we have that:

\[ T_t(h) - \gamma_t^u (u_t(h)) K_{t-1}(h) = \int_0^n Q_t(x, h)dx + \int_0^1 M_t^x (x^*, h)dx^*. \tag{2.3.54} \]

Domestic bonds are assumed to be in zero net supply at the domestic level:

\[
\int_0^{1-slc} B_t(j)dj = 0. \tag{2.3.55}
\]

\(^{23} \)The nominal steady state interest rate can be found from the consumption Euler equation in steady state, as:

\[ r = \frac{\pi^{tar}}{\beta} - 1 \]
Given that we have a similar set of equations for the foreign economy, we need one more condition to close the two-country model, namely that the net holdings of foreign bonds equal zero:

\[
(1 - sc)n \int_0^1 B_t^{*H} dj + \int_1^{1-n} B_t^{*F} dj^* + OILR = 0.
\tag{2.3.56}
\]

### 2.4 The small open economy: A stationary model

In this section, we present the stationary model for a small open economy in symmetric equilibrium. Due to the permanent (unit root) productivity shock \(Z_t\), the economy will evolve along a stochastic growth path. In order to render the model stationary, we therefore need to detrend all relevant variables with \(Z_t\). Furthermore, since we assume a positive steady-state inflation rate, all nominal measures will be converted to real terms by dividing through by \(P_t\) (domestic variables) and \(P_t^*\) (foreign variables), respectively.

The small open economy model is a special case of the two-country model developed above, obtained by letting the relative size of the home economy, \(n\), approach zero. To this end, we shall make use of a re-parameterization of the home bias parameter at home and abroad, respectively. We assume that the home bias parameter is determined by both size and openness, such that:

\[
1 - \eta = (1 - n) (1 - \nu),
\tag{2.4.1}
\]

and

\[
1 - \eta^* = n (1 - \nu^*),
\tag{2.4.2}
\]

where \(1 - \nu\) \((0 \leq \nu \leq 1)\) and \(1 - \nu^*\) \((0 \leq \nu^* \leq 1)\) are measures of openness in home and foreign, respectively. The interpretation is that home bias increases with size, but decreases with openness, see Sutherland (2005). From (2.4.1) and (2.4.2), it is clear that letting \(n \to 0\), leads to the following:

\[
\eta = \nu,
\tag{2.4.3}
\]

and

\[
\eta^* = 1.
\tag{2.4.4}
\]

In section 2.3, the model variables were stated in level terms. Given the fact that we assume a positive steady state growth rate and inflation rate, these variables will not be stationary. Hence, in order to render the model stationary, all nominal variables must be deflated by a numeraire price, and real variables evolving along the balanced growth path must be detrended by the stochastic productivity shock.

\[24\] In addition, the variables are to be interpreted in per capita terms.
2.4.1 Final goods

Since all firms are identical, we can drop the index, \( x \). Dividing through by \( Z_t \) and letting \( n \to 0 \), the supply of final goods, given by (2.3.1), can be written:

\[
a_t = \left[ \nu \frac{1}{\alpha} q_{\alpha}^\frac{1}{\alpha} \frac{\mu - 1}{\mu} + (1 - \nu) \frac{1}{\beta} m_t^\frac{1}{\mu} \right] \frac{1}{\mu - 1}, \tag{2.4.5}
\]

where \( a_t = \frac{A_t}{Z_t} \), \( q_t = \frac{Q_t}{Z_t} \), and \( m_t = \frac{M_t}{Z_t} \).

The demand functions for domestic and imported goods, given in (2.3.10) and (2.3.11), are accordingly:

\[
q_t = \nu \left( p_t^Q \right)^-\mu a_t, \tag{2.4.6}
\]

\[
m_t = (1 - \nu) \left( p_t^M \right)^-\mu a_t, \tag{2.4.7}
\]

where \( p_t^Q = \frac{P_t^Q}{P_t} \) and \( p_t^M = \frac{P_t^M}{P_t} \).

2.4.2 Intermediate goods

All intermediate firms are assumed to be identical. Hence, in symmetric equilibrium, we can disregard the index, \( h \). The production function for the intermediate good is given by (2.3.13). Since hours is assumed to be a stationary variable, detrending yields:

\[
t_t = \left[ (1 - \alpha) \frac{1}{\xi} \left( z_t^L l_t \right)^{1 - \xi} + \alpha \frac{1}{\xi} k_t^{1 - \eta} \right] \frac{1}{\xi - 1}, \tag{2.4.8}
\]

where \( t_t = \frac{T_t}{Z_t} \) and \( k_t = \frac{K_t}{Z_t} \). Furthermore, effective capital is now:

\[
k_t = \frac{u_t k_{t-1}}{\pi_t^z},
\]

where \( k_t = \frac{K_t}{Z_t} \) and \( \pi_t^z = \frac{Z_t}{Z_{t-1}} \) is the one period growth in productivity.

Detrending the real shadow price of capital in (2.3.32) we get:

\[
r_t^K \equiv \alpha \frac{1}{\xi} m c_t \left( \frac{t_t}{k_t^{\theta - 1}} \right)^{\frac{1}{\xi}}. \tag{2.4.9}
\]

The first order condition for hours can now be written:

\[
mc_t = \frac{w_t}{(1 - \alpha)^{\frac{1}{\xi}}} \left( \frac{l_t}{l_t} \right)^{\frac{1}{\xi}}, \tag{2.4.10}
\]

where \( mc_t = \frac{MC_t}{Z_t} \) and \( w_t = \frac{W_t}{Z_t P_t} \).

The stationary version of the capital accumulation rate, given in (2.3.19), can be expressed as:
\[ \pi_t^Q k_t = (1 - \delta) k_{t-1} + \Psi_t k_{t-1}. \]  

(2.4.11)

The investment euler equation, given by (2.3.30), now reads:

\[ \frac{1}{\kappa_t} = E_t d_{t+1} \pi_{t+1} \left\{ \right. \]

\[ \frac{r_{t+1}^K u_{t+1} - \phi^{u1} (e^{\phi u2 (u_{t+1} - 1)} - 1)}{+ \frac{1}{\pi_{t+1}^Q} \left[ (1 - \delta) + \kappa_t - \kappa_t' \pi_{t+1}^{i+1} \right]} \right\}, \]

(2.4.12)

where \( i_t = \frac{I_t}{Z_t} \) and:

\[ \kappa_t' = 1 - \phi^{I1} \left( \frac{i_t \pi_t^z}{k_{t-1}} - (\pi^z - 1 + \delta) Z_{t}^I \right) - \phi^{I2} \left( \frac{i_t \pi_t^z}{k_{t-1}} - \frac{i_{t-1} \pi_{t-1}^z}{k_{t-2}} \right). \]

(2.4.13)

The optimal choice of the utilization rate satisfies:

\[ \phi^{u2} \phi^{u1} e^{\phi u2 (u_t - 1)} = r_t^K. \]

(2.4.14)

In a stationary symmetric equilibrium, the pricing equations (2.3.28) and (2.3.29) reduce to:

\[ p_t^Q = \theta_t m c_t \left\{ \right. \]

\[ \theta_t - 1 + \phi^{PQ} \left[ \frac{\pi_t^Q}{\pi_{t-1}^Q} - 1 \right] \frac{\pi_t^Q}{\pi_{t-1}^Q} \right\}^{-1}, \]

(2.4.15)

\[ p_t^M = \theta_t^* m c_t \left\{ \right. \]

\[ \theta_t^* - 1 + \phi^{M^*} \left( \frac{\pi_t^M}{\pi_{t-1}^M} - 1 \right) \frac{\pi_t^M}{\pi_{t-1}^M} \right\}^{-1}, \]

(2.4.16)

where \( d_{t+1} = \frac{D_{t+1}}{Z_{t+1}}, m_t^* = \frac{M_t^*}{Z_t^*} \) and \( p_t^M = \frac{P_t^M}{P_t} \) is the real price of exports, denominated in the foreign final good. The real exchange rate is defined as: \( s_t = \frac{S_t}{P_t^M} \).

Furthermore, \( \pi_t^Q = \frac{P_t^Q}{P_t^Q} \pi_t \) and \( \pi_t^M = \frac{P_t^M}{P_t^M} \) denote the one period gross change in the domestic good price and imported good price, respectively. Using the definitions of the relative prices, it follows that:

\[ \pi_t^Q = \frac{P_t^Q}{P_t^Q} \pi_t, \]

(2.4.17)

and:

\[ \pi_t^M = \frac{P_t^M}{P_t} \pi_t. \]

(2.4.18)
2.4.3 Households

All savers are assumed to be identical. This implies that in a symmetric equilibrium, we can drop the index $j$. The stationary version of the euler consumption equation given by (2.3.44), is:

$$\frac{1}{1 + r_t} = E_t d_{t,t+1},$$

(2.4.19)

where

$$d_{t,t+1} = \beta \frac{z_t}{\pi_t} \frac{1}{\pi_t} c_t^{sa} - b r c_t^{sa} \pi_t,$$

(2.4.20)

and $c_t^{sa} = \frac{C_t^{sa}}{Z_t}$.

Rearranging (2.3.45) gives the following stationary expression for the UIP equation.

$$E_t \left( d_{t,t+1} \frac{s_t \pi_{t+1}}{s_t \pi_t} \right) = \frac{(1 + r_t) E_t d_{t,t+1}}{(1 + r_t^*) [1 - \gamma^B^*]},$$

(2.4.21)

Furthermore, we have that (2.3.43) can be written as:

$$\gamma^B^*_t = \phi B^1 \exp \left( \phi B^2 \left( (1 - s_c) s_t b^*_H,t \right) \right) - 1 \exp \left( \phi B^2 \left( (1 - s_c) s_t b^*_H,t \right) \right) + z_t^B,$$

(2.4.22)

where $b^*_H,t = \frac{B_t^*}{P_t Z_t}$.

Detrending the wage equation, given by (2.3.47), yields:

$$w_t = \psi_t mrs_t^{sa} \left[ \left( \psi_t - 1 \right) \left( 1 - \gamma^W_t \right) + \frac{w_t \pi_t^W}{\pi_t^W} \left( \frac{\psi_t}{\pi_t} - 1 \right) \right]^{-1},$$

(2.4.23)

where $\pi_t^W = \frac{W_t}{w_{t-1}}$. Combined with the definition of the real wage, this implies that:

$$\pi_t^W = \frac{w_t}{w_{t-1}} \pi_t \pi_t^W.$$

(2.4.24)

In stationary form, the marginal rate of substitution reads:

$$mrs_t^{sa} = \frac{c_t^{sa} - b r c_t^{sa} \pi_t}{1 - b r (l_t)^c}.$$

(2.4.25)

Starting with the savers’ budget constraint in symmetric equilibrium, we can derive an expression for the current account:
(1 - slc) s_t b_{H,t}^* = (1 - slc) \left( 1 - r_{t-1}^* \right) \frac{s_t b_{H,t-1}^*}{\bar{\pi}_{t}^* \bar{\pi}_{t}^*} + \frac{1 - n}{n} s_t p_t^M \bar{m}_t - p_t^M m_t + oilr. \quad (2.4.26)

The correction \( \frac{1 - n}{n} \) ensures consistency with our convention that foreign variables are measured in terms of foreign per capita. Using the expression for \( m_t^* \), which is the foreign counterpart of (2.4.7), and letting \( n \to 0 \), we obtain the following current account equation for the small open economy:\(^25\)

\[
(1 - slc) s_t b_{H,t}^* = (1 - slc) \left( 1 - r_{t-1}^* \right) \frac{s_t b_{H,t-1}^*}{\bar{\pi}_{t}^* \bar{\pi}_{t}^*} + s_t (1 - \nu^*) \left( p_t^M \right)^{1 - \theta^*} y_t^* - p_t^M m_t + oilr. \quad (2.4.27)
\]

Since all spenders are identical, and they are assumed to have the same wage and supply the same number of hours as savers, we have that

\[
c_t^{sp} = w_t \bar{l}_t, \quad (2.4.28)
\]

where \( c_t^{sp} = \frac{C_t^{sp}}{a_t} \).

Detrended aggregate consumption can now be expressed as:

\[
c_t = (slc) c_t^{sp} + (1 - slc) c_t^{sa}, \quad (2.4.29)
\]

where \( c_t = \frac{C_t}{a_t} \).

### 2.4.4 Market clearing

The market clearing conditions in a stationary symmetric equilibrium can be written as follows:

\[
a_t = c_t + (1 - slc) i_t + g_t, \quad (2.4.30)
\]

\[
t_t - \gamma_t (u_t) \frac{k_{t-1}}{\bar{\pi}_t} = q_t + (1 - \nu^*) \left( p_t^M \right)^{-\theta^*} y_t^*. \quad (2.4.31)
\]

GDP, denoted by \( y_t \), can be defined as follows:

\[
y_t = c_t + i_t + g_t + ioil_t + s_t (1 - \nu^*) \left( p_t^M \right)^{1 - \theta^*} y_t^* - p_t^M m_t.
\]

\(^25\)Foreign imports (home exports) in per capita terms is given by:

\[
m_t^* = \left( 1 - \eta^* \right) p_t^M a_t^* = n(1 - \nu^*) p_t^M a_t^*.
\]

From the point of view of the foreign economy, imports per capita will equal zero when the relative size of the small economy approaches zero. This implies that the final price is equal to the intermediate price and that total production equals aggregate demand.
2.4.5 An exogenous foreign block

When \( n \to 0 \), foreign variables will be independent of domestic shocks. Hence there will be no feedback from the domestic economy to the foreign economy. This means that the foreign economy can be treated as an exogenous block in the full model. To see this, we start by writing out the equilibrium condition for the foreign economy (the foreign counterpart of (2.4.31)):

\[
t^*_t - \gamma^*_t \left( u^*_t \right) \frac{k^*_{t-1}}{\pi^*_t} = q^*_t + \frac{n}{1-n} m_t.
\]  

(2.4.32)

Letting \( n \to 0 \), this reduces to:

\[
t^*_t - \gamma^*_t \left( u^*_t \right) \frac{k^*_{t-1}}{\pi^*_t} = q^*_t.
\]  

(2.4.33)

Furthermore, we have that:

\[
m^*_t = \left( 1 - \eta^* \right) \left( p^*_{i^*} \right)^{-\mu^*} a^*_t
\]  

(2.4.34)

\[
= n \left( 1 - \nu^* \right) \left( p^*_{i^*} \right)^{-\mu^*} a^*_t
\]  

(2.4.35)

and the weight of the foreign import price in the foreign final good price will approach zero, implying that \( p^*_Q = 1 \). Hence, foreign production, relative prices and, hence, interest rates are independent of home variables.

In the current version of NEMO, we have simplified the specification of the foreign economy somewhat. The main departure from the set-up described above, is that we abstract from capital in the production function of the foreign economy. Furthermore, all foreign consumers are forward looking, i.e. there are no spenders in the foreign economy. The full representation of the current foreign block in NEMO is given in A.2.2.
3 Parameterization

The current parameterization of NEMO is based on both calibration and estimation. As a first step, all parameters that affect the steady state of the model were calibrated. Hence, these parameters were treated as given in the estimation exercise. Information from different sources and various empirical methods were used for the calibration, including stylized facts for the business cycle and great ratios, estimated single equation models, identified VAR models and other Norwegian macro models. In addition, we have compared our parameterization with models in the literature and other central bank models which have similar characteristics to NEMO. Given the set of calibrated parameters, the remaining parameters were estimated. This estimation exercise should be seen as a first step towards a full probabilistic assessment of the model. A more elaborate estimation exercise, including estimation of steady state parameters, is under way and will be documented in Brubakk, Maih, Wolden Bache and Østnor (2007).

Calibration can be a very useful step to learn about the dynamic properties of the model and to gain important qualitative insights into the model economy. It can also be a good way of ensuring concordance with the data along some dimensions of particular interest. However, in order to build confidence in the simulation output, with respect to both policy experiments and forecasting, it is desirable that most parameters are estimated using a formal approach. A common approach to estimate DSGE models is now to use Bayesian Maximum Likelihood. This requires that we specify priors for the distribution of the parameters. Hence, the calibration exercise can be seen as a way of establishing a sensible set of initial priors before estimating the model as a system.

One obvious advantage of a more formal approach is that it provides an estimate of the uncertainty attached to the chosen parameters. This is very useful, since risk assessment is an important aspect of the projection exercise. In addition, a more formal approach enables us to derive some measure of how well the model fits the data, and allow for model comparison in a systematic way.

3.1 Steady state parameters

In this section, we document the calibration of parameters that affect the steady state of the model. We start out by setting parameters that will determine inflation and interest rates in steady state. The inflation targets in Norway and the foreign economy are set to 2.5 and 2.0 per cent, respectively, on an annual basis. Based on current estimates, we assume a long-run annual real interest rate for the Norwegian economy of 2.5 per cent. The same level for the long-run annual real interest rate is assumed for the foreign economy. To match the average per capita growth rate for the Norwegian economy for the period 1990-2005, $\pi^z$, is set to 2.25 per cent on an annual basis. In steady state, the quarterly real interest rate, $r$, for both the home

\[ \text{\footnotesize See for example Smets and Wouters (2003) and Adolfson, Laséen, Lindé and Villani (2005).} \]

\[ \text{\footnotesize See Bernhardsen (2005) and In\textsuperscript{\textregistered} ation Report 2/06.} \]
and foreign economy is given by $1 + r = \pi^z/\beta$. Hence, our priors on the steady state values of the real interest rate and the long term growth rate is consistent with a discount factor, $\beta$, of $1.005^{-1/4}$. The National Account figures for the quarterly depreciation rate of capital has been stable at 1.8 per cent for the last five years. The depreciation rate, $\delta$, is set accordingly.

Figure 2 illustrates the main demand components of the National Accounts relative to GDP for the period 1990-2005. With the exception of consumption and investment, we have used rough estimates of the mean ratio for the whole period as a guidance for the calibration. Both consumption (including housing) and investment exhibit an increasing trend relative to gdp over this period. However, the low ratios at the beginning of the 90's is related to a major crisis in the banking sector. Hence, we have used the period after the banking crisis as a guidance to the steady state consumption to GDP ratio and investment to GDP ratio, respectively. For investments, this ratio has been fairly stable at around 8.5 per cent from 1995 and onwards, whereas the average consumption to gdp ratio over the same period is roughly 61 per cent.

![Figure 2: Demand components in per cent of GDP Mainland Norway. Nominal figures from 1980 to 2005. Source: Statistics Norway](image)

Estimates of the elasticity of substitution between domestically-produced and imported goods in final goods production, $\mu$, typically found in models for the US, the euro area and the UK, range from 1 to 5. The effect of an elasticity of substitution between domestic and imported goods close to one is that the import share of GDP hardly moves when relative prices between domestic and imported goods changes.
A low elasticity in Norway compared to many other countries is appropriate due to a more specialized production structure. For most imported consumption goods, for example, there are no Norwegian-produced substitutes. In Naug (2002, chapter 2), the elasticity of substitution between domestically-produced and imported goods in final goods production in Norway is estimated to be 1.5. However, this study is based on data for the industrial sector where one would expect the elasticity of substitution to be somewhat higher than for the economy-wide average. Hence, the elasticity, \( \mu \), is set to 1.1. The corresponding elasticity for trading partners, \( \mu^* \), is also set to 1.1.

In order to reproduce an historical average import share of 0.32 in steady state, the home bias parameter, \( \nu \), is set to 0.686. Given \( \mu \), this yields a steady state weight on imported goods in the final goods deflator close to 0.3, which is in line with the corresponding share found in the official consumer price index.

The wage income share ranges between 65 and 75 per cent depending on how it is measured. In order to match the the wage income share and the investment to GDP ratio in the data, the capital share in production, \( \alpha \), is set to 0.33, and the elasticity of substitution between capital and labour, \( \zeta \), is set to 0.7.

The degree of disutility of supplying an additional unit of labor, or the inverse of the Frisch elasticity of labor supply, is captured by \( \zeta \). The higher is \( \zeta \), the higher is the compensation demanded by workers to supply an additional unit of labor. Stylized facts indicate that a pro-cyclical real wage is an inherent feature of the Norwegian economy, see Husebø and Wilhelmsen (2005). Real wages seem to be more pro-cyclical in Norway than in both the US and the euro area. Hence, we set \( \zeta \) to 3, which is at the high end of what most other macro models for the US economy and the euro area use, and significantly higher than what is typically used in the real business cycle literature.

The elasticity of substitution between differentiated intermediate domestic goods can be used as a proxy for the degree of competition in the markets in question. The higher the elasticity, the closer the market is to free competition, with a correspondingly lower markup. In models for the US, the euro area and the UK estimates of this elasticity typically range from 3 to 11. In NEMO, \( \theta \) is set to 6, implying a price markup over marginal cost in steady state for domestically produced goods of 1.2 (i.e. a 20 per cent markup). This is in line with estimates for the average markup in Norway found for manufacturing sectors in Martins, Scarpetta and Pilat (1996), over the period 1980-92. The corresponding elasticity for imported goods, \( \theta^* \), is also set to 6.

The elasticity of substitution for labor services, \( \psi \), can be interpreted as the degree of market power of the workers (or unions) in the wage setting process, and reflects the deviation from free competition in the labor market. The lower is \( \psi \),

\[ \text{This parameter represents the share of domestic intermediates in the final goods aggregate that would prevail in the hypothetical case where the prices on domestic and imported goods were equal.} \]

\[ \text{For the US economy, estimates typically ranges between 2.5 and 3. For the euro area, estimates are typically around 2.} \]
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.999</td>
<td>Discount rate (quarterly)</td>
</tr>
<tr>
<td>$\pi^z$</td>
<td>1.005</td>
<td>Steady state growth rate of unit root technology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>shock (quarterly)</td>
</tr>
<tr>
<td>$\pi^{tar}$</td>
<td>0.625</td>
<td>Inflation target (quarterly)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.33</td>
<td>Capital share in intermediate goods production</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.018</td>
<td>Depreciation rate on capital (quarterly)</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>3</td>
<td>Inverse of Frisch elasticity of labor supply</td>
</tr>
<tr>
<td>$\mu$</td>
<td>1.1</td>
<td>Elast. of subst. between domestic and imported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>goods, foreign</td>
</tr>
<tr>
<td>$\mu^*$</td>
<td>1.1</td>
<td>Elast. of subst. between domestic and imported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>goods, foreign</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.686</td>
<td>Degree of home bias</td>
</tr>
<tr>
<td>$\theta$</td>
<td>6</td>
<td>Elast. of subst. between domestic intermediate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>goods</td>
</tr>
<tr>
<td>$\theta^*$</td>
<td>6</td>
<td>Elast. of subst. between imported intermediate</td>
</tr>
<tr>
<td>$\psi$</td>
<td>5.5</td>
<td>Elast. of subst. between differentiated labor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>services</td>
</tr>
<tr>
<td>$slc$</td>
<td>0</td>
<td>Share of spenders/liquidity constrained consumers</td>
</tr>
</tbody>
</table>

Table 1: Parameters that affect the steady state

the more market power the workers have in determining wages (i.e. the higher is the wage markup). Estimates for the US economy for this parameter range from 4 to 21. Estimates for the euro area are typically in the range from 2 to 4, i.e. there is a broad consensus that this number is higher in the US than in the euro area. Following Gali (1996), the degree of market power can be seen as a measure of inefficiencies in the labor market, and thereby as a measure of equilibrium, or structural, unemployment. Interpreted this way, the estimates for Norway should probably be closer to the US estimates than to the estimates for the euro area, given the higher level of structural unemployment in (continental) Europe. In the model this elasticity is set to 5.5, similar to that in the Bank of England Quarterly Model (BEQM). This seems reasonable, given the fairly similar workings of the labor market and the similar levels of (structural) unemployment in Norway and the UK.

In the current version of the calibration, the share of the spenders, $slc$, is set to zero.

### 3.2 Dynamic parameters

In this section we describe the estimation of parameters that only affect the dynamic properties of the model. The dynamic parameters were estimated conditional on the calibrated steady state parameters, using a Bayesian approach.

Based on prior distributions for the parameters and a likelihood function for the data, a posterior distribution for the parameters is derived, conditional on the observed data. The point of departure is the following statement, derived from Bayes law:
which says that the distribution of the parameters conditional on the data, named the posterior distribution $p(\eta|y)$, is proportional to the likelihood function, $\ell(y|\eta)$, times the prior distribution of the parameters, $p(\eta)$. In some sense, the posterior distribution of the parameters is an optimal weighting of our prior beliefs and what the data tell us. Given the posterior distribution, different moments of interest, such as the mean and variance, can be calculated.

Based on the solution to the linearised version of the model, and a set of observational equations linking the model variables to the observables, the Kalman filter is used to derive the likelihood function. Combined with the prior distributions, this yields an expression for the posterior distribution of the structural parameters. The posterior distribution is estimated in two steps; in the first step, the starting value for the Metropolis-Hastings algorithm is found by maximizing the posterior. Second, the algorithm is run using the Normal distribution as a proposal distribution, with moments based on the results from the first step. For the results presented in this paper 100,000 draws were made.

### 3.2.1 Data, variables, priors and identification

We have used quarterly data for the period 1990:1-2004:4. The first three years of data were used as a burn-in sample to initialise the unobserved shocks. Data were primarily taken from Statistics Norway\(^3\) and OECD. The following variables were used: GDP, consumption, investment, public expenditures, exports, imports, hours worked, nominal wage growth, imported CPI inflation, domestic CPI inflation, the real exchange rate, and the nominal interest rate. For the foreign economy we used data on GDP, inflation, the nominal interest rate and a proxy for foreign real marginal cost.\(^3\) The foreign economy is defined as a trade weighted average of Norway’s main trading partners. Representing monetary policy by a constant reaction function for the whole sample is not without problems. In order to make the reaction function as flexible as possible, we used a more general specification than the one described in 2.3.52:

\[
\begin{align*}
\frac{r_t}{r_t} &= \lambda_r r_{t-1} + (1 - \lambda_r) \left[ r + \omega^\pi \hat{\pi}_{t-1} + \omega^y \hat{g}_{p}d_{t-1} + \omega^y \hat{g}_{d}d_{t-1} + \omega^\Delta \hat{\pi}_{t-1} + \omega^\Delta \Delta \hat{\pi}_{t-1} - \hat{\pi}_{t-1} - \hat{\pi}_{t-1} - \hat{\pi}_{t-2} + \epsilon_t^r \right] (3.2.2)
\end{align*}
\]

The model assumes that GDP, consumption, investment, imports and exports grow at a constant rate in steady state. In order to render the data stationary, we used the first differences in line with Adolfson et al. (2005a) and Del Negro et al. (2005). This approach was also used for hours per capita. For the trading partner

\(^3\)The national accounts data are for mainland Norway, i.e. excluding the direct effect of oil production.

\(^3\)We used an indicator of imported price impulses denominated in foreign currency divided by aggregated foreign prices, see Røstøen (2004)
variables we used the HP-filter to detrend GDP and first differences for the proxy for foreign real marginal cost. The vector of the 15 observed variables which were used in the observation equations is given by:

\[
\begin{bmatrix}
\Delta \ln Y, \Delta \ln C, \Delta \ln G, \Delta \ln I, \Delta \ln EX, \Delta \ln IM, \Delta \ln l, \\
\bar{s}, \pi^Q, \pi^M, r, \bar{y}^*, \pi^*, r^*, \Delta \ln mc^a
\end{bmatrix}
\]

where a bar indicates that the series is HP-filtered. The inflation series used refers to quarterly inflation, and are adjusted for taxes and energy. All variables are demeaned, i.e. they have zero mean over the sample. Norwegian National Accounts data are highly volatile, partly reflecting the fact that Norway is a small economy. However, this is also partly due to measurement problems. Thus, we have removed both the seasonal and irregular components of the data using the X12 ARIMA filter.\(^{32}\)

In NEMO, all real variables are measured in units of the final good, which we have proxied by the consumer price index. To be consistent with the model, the final good price should be used as numeraire when deflating nominal variables. In order to make the National Accounts data compatible with the model definition, all nominal National Accounts data are divided by the consumer price index.

The estimated model has fourteen structural shocks, of which four originate from the foreign sector. In addition, we included two observational shocks (or measurement errors), on GDP and imports. Given that Norway is a small economy with little impact on the rest of the world, we follow the approach of Adolfson et.al. (2005a), where the foreign economy is represented by a VAR and estimated separately. In addition, the public spending shock, which is observable over history, was also estimated in advance.

Estimating large simultaneous systems may involve identification problems. Identification has to do with the ability to draw inference about the parameters of a theoretical structure from an observed sample. The basic intuition is that for a model to be identified, the objective function used in the estimation of parameters must have a unique maximum. It can be difficult to directly detect identification problems in large DSGE models. But in a Bayesian framework, a direct comparison of priors and posteriors can often provide valuable insights about the extent to which data provide information about the parameters of interest.

Some of the parameters turned out to be difficult to identify, like for example one of the parameters related to investment costs, \(\phi^{I1}\). A potential way of overcoming this problem would be to include the capital stock in the information set. Furthermore, it is not possible to identify both intermediation cost parameters \(\phi^{B1}\) and \(\phi^{B2}\), using a first order approximation of the model. For those parameters that

\(^{32}\)The seasonally adjusted data (not adjusted for irregular components) Norway is much more volatile than similar data for UK, Sweden and the US. Having to remove also the irregular part is not without its challenges, though. While hours is by far the most volatile series when not adjusting for the irregular components, they become much smoother than for instance GDP when we adjust for them.
were not estimated, we used the calibrated parameters. This can be thought of as imposing strict priors on the parameters.

The prior means for the parameters that were estimated, were taken from the calibrated version of NEMO. The Beta distribution was employed for parameters assumed to be between zero and one. The Inverse Gamma distribution was used for parameters assumed to be positive. We used the Normal distribution for the rest of the parameters. For the persistence parameters in the shock processes, we used a prior with mean of 0.75 and standard deviation of 0.1. Priors on the adjustment costs on wages, domestic prices, import prices and export prices were guided by:

- the fairly slow and muted responses of prices and wages we tend to see in VAR and other econometric analyses,
- stylized facts that indicate that domestic price inflation tends to lag the overall business cycle by some 5 quarters, and
- indications that real wages react pro-cyclically in response to, for instance, a monetary policy shock.

### 3.2.2 Estimation results

The estimation results of the posterior distribution, along with the prior assumptions can be found in the appendix, see tables 5, 6 and 7. Figures 3, 4, 5 and 6 (in the appendix) report the posterior distribution along with the prior. With the exception of one borderline case (the standard deviation of the unit root technology shock), the parameters estimated seem to be well identified, as the posterior distribution either has moved away from, or is sharper than, the prior distribution.

The empirical content of the estimated model can be assessed along several dimensions. The model fit can be gauged by comparing actual and filtered estimates of the same variables, see figures 7 and 8. The model does a very good job in tracking domestic inflation, imported inflation, wage inflation, the interest rate, consumption, investment and the real exchange rate. However, the model does not explain the observed growth in hours, imports and exports and, hence, GDP equally well. The model is unable to explain the volatility of the trade series. This also impacts the fit of GDP, although the measurement errors included on GDP and imports explain some of the mismatch between the actual and filtered series. The bad fit of hours might be due to measurement problems of hours (hours are not very well measured in the National accounts), but is also due to correlated labour utilisation shocks (the innovations), see figures 9 and 10 which show the innovations to the shock processes.

Another way to look at the empirical fit of the model is to assess how well the model does in replicating the volatility shown in the data. The theoretical moments seems fairly consistent with the empirical counterpart, see table 8.

A third way to evaluate the model is to look at the estimated processes for the shocks (the smoothed shocks, not their innovations), found in figure 11. The estimated processes seem fairly consistent with prior beliefs. The recovery in activity
from 1993-1994 is ascribed to positive technology shocks together with a normalisation of interest rates. The sharp appreciation of the real exchange rate in 2002 and 2003 translates into a risk premium shock. The downturn in the economy in the same period seems to be mainly explained by this risk premium shock, but also negative technology shocks, a negative investment shock and a downturn internationally contributed.

A fourth way of assessing the empirical performance of the model is to compare impulse responses to those coming from estimated identified VARs. Compared to the responses of a monetary policy shock in an estimated identified VAR on Norwegian data, see Bjørnland (2005), the estimated version of NEMO is by and large within the (two standard deviations) confidence bands of the identified VAR for the nominal interest rate, GDP, domestic inflation and the real exchange rate, see figure 12. The dynamic profile of the impulse responses are very similar for inflation and output. The identified VAR gives some support to the UIP condition in that the exchange rate jumps on impact, but NEMO is, however, not able to match the persistence found in the identified VAR. This is in line with the results reported by Chari et al. (2002). They argue that sticky price models are able to generate the volatility of exchange rates observed in the data, but that they cannot match the persistence. Obviously, the high persistence in the real exchange rate found in the identified VAR compared to NEMO may, in itself, explain the somewhat more muted output response in NEMO. It must also be noted that NEMO and the VAR are not directly comparable due to differences in the recursive structure in the two models. In the VAR, the monetary policy shock is identified by the restriction that output and inflation do not respond contemporaneously to the monetary policy shock, whereas the exchange rate do (taking into account the simultaneity between the interest rate and the exchange rate). We have not restricted NEMO accordingly for output and inflation. One way to do that would have been to assume that economic agents make some of their decisions before they observe the monetary policy shock also in NEMO (see for instance Christiano et al. (2005)). By construction this would have generated a zero response on impact for output, and thereby a more gradual response for this variable also in NEMO. Notwithstanding this, the responses shown for NEMO are qualitatively in line with the conclusions from the empirical literature in general on monetary policy shocks. The responses of output and inflation are 'hump-shaped' and persistent. Output contracts after a monetary policy tightening and inflation falls. The peak effect on inflation lags the peak effect on output.

---

33The high interest rates in the early 1990’s can be attributed to the exchange rate regime of the time. Up until December 1992, the krone was tied to ECU. The German unification led to high interest rates in Europe, and, due to the exchange rate regime, consequently in Norway. The extreme levels of interest rates seen in late 1992 reflects the attempt to defend the parity against the ECU during the EMU crisis.
4 Model Properties

In this section, we discuss model properties by examining how key variables respond to a range of shocks. The purpose is to explain some of the most important properties of the model. We start from steady-state and introduce the shocks one at a time. In reality, the economy is hit by multiple shocks each period, and the economy is never in a steady-state equilibrium. To study model properties, however, it is helpful to keep things as simple as possible and look at one issue at a time.

It is important to recognize the role of monetary policy in these exercises. Monetary policy will, together with other mechanisms in the model economy, endogenously counteract the effects of the initial shocks. The simple instrument rule used, ensures that monetary policy reacts sufficiently in order to anchor inflation expectations. However, the simple rule does not necessarily give an optimal response to the shocks.

4.1 A monetary policy shock

This monetary policy shock increases short term interest rates with one percentage point (annualized) at impact, see figure 13. The shock is designed to show the surprised effects of an interest rate change on the model economy.

Due to nominal rigidities, higher nominal interest rates will increase real interest rates as well. Higher real interest rates lower both consumption and investment demand. When demand for the final good falls, firms will produce less and demand less of the factor inputs. Lower demand for labor puts downward pressure on nominal wages. Expected marginal costs decrease and prices start to fall. Whether real wages fall or not, depends on the degree of rigidity in wages versus prices, as well as the degree of market power among workers and their disutility from working. In NEMO, real wages decrease as monetary policy tightens.

Firms are able to adjust their utilization of capital. In the very short run, the input of effective capital services can therefore fall even if the physical capital stock is fixed. This mechanism contributes to a more muted response in real marginal costs.

The exchange rate appreciates following the unexpected increase in the interest rates. This puts downward pressure on import prices and adds to the fall in total inflation. This will lead to substitution towards imported goods in the short run, but the scale effect from lower consumption and investment will nevertheless produce a fall in imports. The appreciation of the currency will increase export prices, and the demand for exports will fall. After the initial increase in export prices, the reduction of the marginal costs will lead to a fall in export prices. Therefore, the demand for exports will pick up again.

The responses shown are qualitatively in line with the conclusions from the empirical literature on monetary policy shocks. The responses of both real and nominal variables are all 'hump-shaped' and persistent. Output contracts after a monetary policy tightening, real wages and marginal cost fall and inflation falls.
The peak effect on inflation lags the peak effect on output. This is in line with the results from an estimated VAR on Norwegian data, see Bjørnland (2005).

4.2 A temporary positive shock to labor-augmenting productivity

In this experiment, we show the effects of a temporary, but persistent, one per cent shock to labor-augmenting productivity, see figure 14.

A positive labor-augmenting productivity shock will enable firms to produce more for a given level of inputs. This is equivalent to a reduction in marginal costs. When costs are reduced, firms will find it profitable to produce more. Due to a downward-sloping demand curve, an isolated increase in supply implies lower prices. There will therefore be pressure towards lower prices and lower inflation. But because prices are rigid, they move less in the short run than if prices had been fully flexible.

As inflation falls, the central bank reduces interest rates in order to make inflation return to the target. Nominal rates must be reduced sufficiently so that the real interest rate also falls.

Lower real interest rates will increase consumption demand. Investment will also increase as real interest rates fall. In addition, higher labor productivity will raise the expected return on capital increases, further stimulating investment.

Higher demand will lead to an increase in output. A higher level of output would normally require more labor and capital services. However, due to increased productivity, firms can now produce more with less input of labor and capital services. Hence, the demand for both labor and capital services actually falls. Since the capital stock is more or less fixed in the short run, a reduction in the input of capital services means a lower utilization rate. Furthermore, lower demand for labor will put downward pressure on nominal wages. However, the fall in nominal wages is smaller than the fall in prices. As a consequence, real wages increase. This is also consistent with the increase in productivity and profit for the firms.

Furthermore, lower interest rates will lead to a depreciation of the currency in the short run, putting upward pressure on import prices. Hence, overall inflation will fall by less than the reduction in domestic inflation. The relative price of domestic to imported goods will fall, leading to a substitution towards domestically produced goods. However, the volume effect from changes in demand will outweigh the substitution effect. Imports therefore increase in the short run.

The reduction in marginal costs will stimulate exporters to lower their price and, hence, to increase their production. A depreciation of the currency will have the same effect, so exports will unambiguously increase.
4.3 A temporary positive shock to competition in the domestic product market

Here, we temporarily increase the price elasticity of demand for domestically produced goods, \( \theta \), see figure 15. This can be interpreted as stronger competition in the domestic product market.

Stronger competition reduces firms’ pricing power, i.e. reduces firms’ price mark-up over marginal cost. Firms will find it optimal to lower their prices, thereby stimulating demand for intermediate goods. As inflation falls, the monetary authorities will reduce interest rates, stimulating consumption. Lower interest rates and higher expected return on capital will induce firms to increase investments. This will raise output, and lead to increased demand for labor and capital services, pushing up the real wage. As a consequence, marginal costs will increase.

The currency depreciation following the monetary stimulus will make imports more expensive relative to domestic goods. However, higher demand for final goods will lead to higher imports. The overall positive price effect of a currency depreciation on exports is dampened by an increase in marginal costs in the intermediate sector.

After a while, inflation starts to pick up. The negative inflation gap starts to close. To head off a future inflationary spiral, interest rates are increased. This will dampen demand and output, closing the output gap.

4.4 A temporary positive shock to the degree of competition in the labor market

Here we look at the impulse responses of a temporary increase in the degree of competition in labor market, see figure 16. This can be interpreted as a temporary reduction in the market power of the employees. Increased competition in the labor market decreases workers’ ability to exploit market power by restricting the supply of labor, putting downward pressure on wages.

On the production side, marginal costs decrease, leading intermediate firms to lower their prices. The monetary authorities will respond by reducing interest rates. Hence, households will increase consumption. Lower interest rates will also stimulate private investments. A higher expected return on capital will work in the same direction. This will stimulate aggregate demand and output, increasing input of both labor and effective capital. Since the stock of capital is more or less fixed in the short run, the initial demand for capital services is met by an increase in the utilization rate.

Lower interest rates leads to a currency depreciation. As a result, import prices increase. Higher import prices will dampen the increase in import volumes stimulated by higher domestic demand. A weaker currency has the opposite effect on export prices. Thus, exports increase.
4.5 A temporary negative shock to household preferences for consumption

This shock can be interpreted as a temporary negative shock to households preferences for consumption relative to leisure, see figure 17. As a consequence, household consumption decreases. The initial effect of lower consumption is to reduce aggregate demand and output. Hence, firms will find it optimal to reduce input of both labor and capital services. Because the capital stock is more or less fixed in the short to medium run, the capital utilization rate decreases. Lower demand for labor will put downward pressure on wages. Following the fall in marginal costs, firms will have an incentive to reduce their prices. The monetary policy authority reacts by lowering the nominal interest rate to stimulate output and production. This will partly counteract the initial fall in consumption. A lower expected return on capital will work to decrease investment demand. However, the effect of lower real interest rates will dominate, and investment increases.

A lower interest rate lead to a depreciation of the local currency. The depreciation of the exchange rate causes imported goods to become relatively more expensive. Together with the initial fall in demand, this leads to an unambiguous fall in imports. The depreciation of the currency and the fall in marginal costs will lead exporters to reduce their prices, hence, stimulating export demand.

4.6 A temporary but persistent increase in the risk premium

A positive shock to the risk premium can be interpreted as an increase in the return on foreign bonds relative to the return on domestic bonds, see figure 18. As a result, the exchange rate depreciates. This will put upward pressure on both imported and headline inflation. To fend off inflationary pressure, the central bank increase the nominal interest rate. The nominal interest rates must be increased sufficiently so that the real interest rate also increases. Higher real interest will lead to a reduction in both consumption and investment. However, the production increases in the short run due to a strong increase in net exports. Higher prices on imported goods and reduced domestic demand leads to a fall in imports. Export revenues go up due to the sharp depreciation of the currency.

In order to increase output, firms will demand more labor and capital services. This will in turn lead to an increase in the utilization rate of capital. However, even though the demand for labor increases, the real wage falls slightly. The reason for this is that the nominal wage increases less than inflation. The dip in real wages will lower marginal costs.
5 Final remarks

In this paper we have provided a technical documentation of NEMO. NEMO has already proved itself to be useful for practical purposes, both in identifying the economic forces driving the historical economic development and as a tool for policy analysis. The model has also been used for forecasting, but more experience is needed here. A thorough documentation of the empirical evaluation and real-time forecasting properties is a natural next step.

Model development is a continuous process, where improvements and extension should be envisaged, and where the model users should strive to gain experience with the models at hand. At the moment, there are several extensions and refinements to the current version of NEMO that are interesting and which will be the object for future research at Norges Bank. The challenge is to balance the degree of coherence with observed data, the degree of coherence with economic theory and the degree to which the model is useful as a tool for decision-makers. In our view we have found an appropriate balance, given the current regime for monetary policy and the environment in which the model is supposed to be used.
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## Appendix

### A.1 List of Variables and Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_t$</td>
<td>Inflation, Q-on-Q, consumer price index</td>
</tr>
<tr>
<td>$\pi_t^4$</td>
<td>Inflation, Y-on-Y, consumer price index</td>
</tr>
<tr>
<td>$\pi_t^Q$</td>
<td>Inflation, Q-on-Q, domestic intermediate goods</td>
</tr>
<tr>
<td>$\pi_t^M$</td>
<td>Inflation, Q-on-Q, imported intermediate goods</td>
</tr>
<tr>
<td>$\pi_t^{M*}$</td>
<td>Inflation, Q-on-Q, exported intermediate goods</td>
</tr>
<tr>
<td>$\pi_t^W$</td>
<td>Nominal wage inflation, Q-on-Q</td>
</tr>
<tr>
<td>$p_t^Q$</td>
<td>Real price domestic intermediate goods</td>
</tr>
<tr>
<td>$p_t^M$</td>
<td>Real price imported intermediate goods</td>
</tr>
<tr>
<td>$p_t^{M*}$</td>
<td>Real price exported intermediate goods</td>
</tr>
<tr>
<td>$w_t$</td>
<td>Real wage</td>
</tr>
<tr>
<td>$mc_t$</td>
<td>Real marginal costs</td>
</tr>
<tr>
<td>$y_t$</td>
<td>Gross domestic product, National account measure</td>
</tr>
<tr>
<td>$c_t$</td>
<td>Total consumption</td>
</tr>
<tr>
<td>$c_t^{sp}$</td>
<td>Consumption spenders</td>
</tr>
<tr>
<td>$c_t^{sa}$</td>
<td>Consumption savers</td>
</tr>
<tr>
<td>$i_t$</td>
<td>Investment</td>
</tr>
<tr>
<td>$i_t^{oil}$</td>
<td>Oil investment</td>
</tr>
<tr>
<td>$g_t$</td>
<td>Government spending</td>
</tr>
<tr>
<td>$im_t$</td>
<td>Imports, National account measure</td>
</tr>
<tr>
<td>$ex_t$</td>
<td>Exports, National account measure</td>
</tr>
<tr>
<td>$a_t$</td>
<td>Final goods</td>
</tr>
<tr>
<td>$q_t$</td>
<td>Demand for domestic intermediates</td>
</tr>
<tr>
<td>$m_t$</td>
<td>Demand for imported intermediates</td>
</tr>
<tr>
<td>$m_t^{*}$</td>
<td>Demand for exported intermediates</td>
</tr>
<tr>
<td>$t_t$</td>
<td>Intermediate production</td>
</tr>
<tr>
<td>$l_t$</td>
<td>Labor hours</td>
</tr>
<tr>
<td>$k_t$</td>
<td>Physical capital stock</td>
</tr>
<tr>
<td>$u_t$</td>
<td>Capital utilization rate</td>
</tr>
<tr>
<td>$\bar{k}_t$</td>
<td>Effective capital services</td>
</tr>
<tr>
<td>$\kappa_t$</td>
<td>Capital accumulation rate</td>
</tr>
</tbody>
</table>

Table 2: List of variables and parameters
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Controlling steady state</strong></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Capital share in intermediate goods production</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Depreciation rate fixed capital</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>Steady state growth rate of unit root technology shock</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Elasticity of substitution between domestic and imported goods</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Degree of home bias</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Elasticity of substitution between labor inputs</td>
</tr>
<tr>
<td>$r$</td>
<td>Steady state nominal interest rate</td>
</tr>
<tr>
<td>$slc$</td>
<td>Share of spenders/liquidity constrained consumers</td>
</tr>
<tr>
<td>$\pi^{tar}$</td>
<td>Inflation target</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Elasticity of substitution between domestic intermediates</td>
</tr>
<tr>
<td>$\theta^*$</td>
<td>Elasticity of substitution between imported intermediates</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Inverse of Frisch Elasticity of labor supply</td>
</tr>
<tr>
<td><strong>Adjustment costs</strong></td>
<td></td>
</tr>
<tr>
<td>$\beta^c$</td>
<td>Habit persistence in consumption</td>
</tr>
<tr>
<td>$\phi^{B1}$</td>
<td>Financial intermediation parameter ensuring that net asset position converges to its steady state level</td>
</tr>
<tr>
<td>$\phi^{B2}$</td>
<td>Financial intermediation parameter controlling speed of convergence to steady state</td>
</tr>
<tr>
<td>$\phi^{U}$</td>
<td>Capital utilization adjustment cost parameter</td>
</tr>
<tr>
<td>$\phi^{I1}$</td>
<td>Investment adjustment cost parameter relating to the deviation of the investment-capital ratio from steady-state</td>
</tr>
<tr>
<td>$\phi^{I2}$</td>
<td>Investment adjustment cost parameter relating to the change in the investment-capital ratio</td>
</tr>
<tr>
<td>$\phi^{PM}$</td>
<td>Nominal price adjustment cost parameter, imported goods</td>
</tr>
<tr>
<td>$\phi^{PQ}$</td>
<td>Nominal price adjustment cost parameter, domestic goods</td>
</tr>
<tr>
<td>$\phi^{W}$</td>
<td>Nominal wage adjustment cost parameter</td>
</tr>
<tr>
<td>Variable</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>$r_t$</td>
<td>Nominal interest rate</td>
</tr>
<tr>
<td>$r^K_t$</td>
<td>Real rental rate of capital</td>
</tr>
<tr>
<td>$s_t$</td>
<td>Real exchange rate</td>
</tr>
<tr>
<td>$S_t$</td>
<td>Nominal exchange rate</td>
</tr>
<tr>
<td>$d_t$</td>
<td>Stochastic discount rate</td>
</tr>
<tr>
<td>$b_t$</td>
<td>Domestic holdings of foreign bonds</td>
</tr>
<tr>
<td>$c_a_t$</td>
<td>Current account</td>
</tr>
<tr>
<td>$t_b_t$</td>
<td>Trade balance</td>
</tr>
<tr>
<td>$t_{boi}t$</td>
<td>Trade balance oil</td>
</tr>
</tbody>
</table>

**Adjustment Costs**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma^B_t$</td>
<td>Intermediation cost, foreign bonds</td>
</tr>
<tr>
<td>$\gamma^{PQ}_t$</td>
<td>Price adjustment cost, domestic intermediate goods</td>
</tr>
<tr>
<td>$\gamma^{PM*}_t$</td>
<td>Price adjustment cost, exported intermediate goods</td>
</tr>
<tr>
<td>$\gamma^{PM}_t$</td>
<td>Price adjustment cost, imported intermediate goods</td>
</tr>
<tr>
<td>$\gamma^U_t$</td>
<td>Adjustment cost, capital utilization</td>
</tr>
<tr>
<td>$\gamma^W_t$</td>
<td>Wage adjustment cost</td>
</tr>
<tr>
<td>$\gamma'_t$</td>
<td>Marginal adjustment cost, capital utilization</td>
</tr>
<tr>
<td>$\kappa'_t$</td>
<td>Marginal adjustment cost, investment</td>
</tr>
</tbody>
</table>

**Shock Processes**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta z_t$</td>
<td>Growth of unit root technology shock</td>
</tr>
<tr>
<td>$z^L_t$</td>
<td>Temporary labor productivity shock</td>
</tr>
<tr>
<td>$z^U_t$</td>
<td>Consumption preference shock</td>
</tr>
<tr>
<td>$z^I_t$</td>
<td>Investment shock</td>
</tr>
<tr>
<td>$z^{OIL}_t$</td>
<td>Oil investment shock</td>
</tr>
<tr>
<td>$z^B_t$</td>
<td>Risk premium shock</td>
</tr>
<tr>
<td>$z^R_t$</td>
<td>Monetary policy shock</td>
</tr>
<tr>
<td>$z^M_t$</td>
<td>Import shock, measurement error</td>
</tr>
<tr>
<td>$z^X_t$</td>
<td>Export shock, measurement error</td>
</tr>
<tr>
<td>$\theta_t$</td>
<td>Elasticity of substitution between domestic intermediates</td>
</tr>
<tr>
<td>$\theta^*_t$</td>
<td>Elasticity of substitution between imported intermediates</td>
</tr>
<tr>
<td>$\psi_t$</td>
<td>Elasticity of substitution between labor inputs</td>
</tr>
<tr>
<td>Variable</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>( \omega^r )</td>
<td>Weight on smoothing</td>
</tr>
<tr>
<td>( \omega^p )</td>
<td>Weight on inflation deviations from target</td>
</tr>
<tr>
<td>( \omega^g )</td>
<td>Weight on output gap</td>
</tr>
<tr>
<td>( \omega^s )</td>
<td>Weight on real exchange rate</td>
</tr>
<tr>
<td>( \omega^{Ay} )</td>
<td>Weight on change in output gap</td>
</tr>
</tbody>
</table>

**Monetary policy reaction function**

**Shock Processes**

- \( \lambda^{Az} \): Decay root for the temporary shock to the growth rate of the labor-augmenting technology
- \( \lambda^L \): Decay root for the temporary productivity shock
- \( \lambda^\theta^* \): Decay root for the temporary shock to the elast. of subst. between imported intermediates
- \( \lambda^\theta^d \): Decay root for the temporary shock to the elast. of subst. between domestic intermediates
- \( \lambda^\nu^p \): Decay root for the temporary shock to the elast. of subst. between differentiated labor inputs
- \( \lambda^U \): Decay root for the temporary shock to preferences
- \( \lambda^B \): Decay root for the temporary shock to bond holdings
- \( \lambda^I \): Decay root for the temporary shock to investments
- \( \lambda^{OIL} \): Decay root for the temporary shock to oil investments
- \( \lambda^{INV} \): Decay root for the temporary shock to inventories
- \( \lambda^G \): Decay root for the temporary shock to government spending
- \( \lambda^M \): Decay root for the temporary shock to imports
- \( \lambda^X \): Decay root for the temporary shock to exports
A.2 The full stationary small open economy model

A.2.1 The domestic sector

Final goods

\[ a_t = \left[ \nu^\frac{1}{\nu} q_t^{\frac{\mu-1}{\mu}} + (1 - \nu)^{\frac{1}{\nu}} m_t^{\frac{\mu-1}{\mu}} \right]^{\frac{\mu}{\mu-1}} \] (A.2.1)

\[ q_t = \nu \left( p_t^Q \right)^{-\mu} a_t, \] (A.2.2)

\[ m_t = (1 - \nu) \left( p_t^M \right)^{-\mu} a_t \] (A.2.3)

Intermediate goods

\[ t_t = \left[ (1 - \alpha)^{\frac{1}{\tau}} \left( z_t^{L} t_t \right)^{1-\frac{1}{\tau}} + \alpha^\frac{1}{\tau} k_t^{\frac{1}{\tau}} \right]^{\frac{\tau}{1-\tau}}, \] (A.2.4)

\[ k_t = u_t \frac{k_{t-1}}{\pi^z_t} \] (A.2.5)

\[ m_c_t = \frac{w_t}{(1 - \alpha)^{\frac{1}{\tau}}} \left( \frac{l_t}{l_t} \right)^{\frac{1}{\tau}} \] (A.2.6)

\[ r_t^K \equiv \alpha^\frac{1}{\tau} m_c_t \left( \frac{l_t}{k_{t-1}} \right)^{\frac{1}{\tau}} \]

\[ k_t = (1 - \delta) k_{t-1} + \frac{\kappa_t}{\pi_t^z} k_{t-1} \] (A.2.7)

\[ \frac{1}{\kappa'_t} = E_t d_{t, t+1} \pi_{t+1} + \left\{ r_{t+1}^{SK} u_{t+1} - \gamma_{t+1}^c + \frac{1}{\kappa_{t+1}} \left[ (1 - \delta) + \kappa_{t+1} - \kappa'_t \frac{\pi_{t+1}^z i_{t+1}}{k_t} \right] \right\} \] (A.2.8)

\[ \kappa_t = \left\{ \begin{array}{c}
\pi_t^z i_t / k_{t-1} - \frac{\phi^{11}}{2} \left( \left( \pi_t^z i_t / k_{t-1} - (\pi_t^z - 1 + \delta) z_t^f \right) \right)^2 \\
- \frac{\phi^{12}}{2} \left( \pi_t^z i_t / k_{t-1} - \pi_{t-1}^z i_{t-1} / k_{t-2} \right)^2 \\
\end{array} \right. \] (A.2.9)

\[ \kappa'_t = 1 - \phi^{11} \left( \frac{\pi_t^z i_t}{k_{t-1}} - (\pi_t^z - 1 + \delta) z_t^f \right) - \phi^{12} \left( \frac{\pi_t^z i_t}{k_{t-1}} - \frac{\pi_{t-1}^z i_{t-1}}{k_{t-2}} \right) \] (A.2.10)

\[ p_t^Q = \theta_t m_c_t \left[ (\theta_t - 1) + \phi^Q \left[ \pi_t^Q / \pi_{t-1}^Q - 1 \right] \pi_t^Q / \pi_{t-1}^Q \right]^{1} \] (A.2.11)
\[ p^m_t = \frac{\theta t^m c_t}{s_t} \left[ \theta_t - 1 + \phi^M \left( \frac{\pi^M}{\pi^m_{t-1}} \right) \frac{\pi^M}{\pi^m_t} \frac{s_{t+1} m_{t+1} \pi^M_{t+1}}{s_t m_t \pi^m_t} \right]^{-1} \tag{A.2.12} \]

\[ \gamma^P_t = \frac{\phi^Q}{2} \left[ \frac{\pi^Q}{\pi^m_{t-1}} - 1 \right]^2 \tag{A.2.13} \]

\[ \gamma^{PM}_t = \frac{\phi^M}{2} \left[ \frac{\pi^M}{\pi^m_{t-1}} - 1 \right]^2 \tag{A.2.14} \]

\[ \gamma^u_t = \phi^e^u \left( e^{\phi^e^u (u_t - 1)} - 1 \right) \tag{A.2.15} \]

\[ [\gamma^u_t]' \equiv r^SK_t \tag{A.2.16} \]

\[ [\gamma^u_t]' = \phi^{u^1} \phi^e^u e^{\phi^e^u (u_t - 1)} \tag{A.2.17} \]

**Households**

\[ \frac{1}{1 + r_t} = E_t d_{t, t+1} \tag{A.2.18} \]

\[ d_{t, t+1} = \beta \frac{z^U_{t+1}}{\pi_{t+1}} \frac{1}{\pi^m_t} - b^c \frac{c^e_{t+1}}{\pi^m_t} - b^c \frac{c^e_{t+1}}{\pi^m_t} \tag{A.2.19} \]

\[ E_t \left( d_{t, t+1} \frac{s_{t+1} \pi_{t+1}}{s_t \pi^m_{t+1}} \right) = \frac{(1 + r_t) E_t d_{t, t+1}}{(1 + r^*_t) [1 - \gamma^B_t]} \tag{A.2.20} \]

\[ \gamma^B_t = \phi^B_{t+1} \exp \left( \phi^B_2 \left( (1 - slc) s_t b^*_{H_t} \right) \right) - 1 \exp \left( \phi^B_2 \left( (1 - slc) s_t b^*_H \right) \right) + z^B \tag{A.2.21} \]

\[ w_t = \psi_t m r_s^a \left[ \left( \psi_t - 1 \right) \left( 1 - \frac{w^*}{b^*} \right) + \frac{w^*}{\pi^W_{t-1}} \frac{w^*}{\pi^W_{t}} \frac{\pi^W_{t}}{\pi^W_{t-1}} - 1 \right]^{-1} \tag{A.2.22} \]

\[ m r_s^a = \frac{c^e_{t+1}}{1 - b^c l^*_t} (l_t) \tag{A.2.23} \]

\[ \gamma^W_t = \phi^W \left[ \frac{\pi^W_{t-1}}{\pi^W_t} - 1 \right]^2 \tag{A.2.24} \]

\[ c^e_t = w_t l_t \tag{A.2.25} \]

\[ c_t = \left( slc \right) c^e_t + \left( 1 - slc \right) c^a_t \tag{A.2.26} \]
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\[(1 - s_l c)s_{t}b^{*}_{H,t} = (1 - s_l c)(1 - r_{t-1}^{*}) \frac{s_{t}b^{*}_{H,t-1}}{\pi_{t}^{*} \pi_{t}^{*}} + s_{t}(1 - \nu^{*})(p_{t}^{M^{*}})^{1-\nu^{*}} y_{t}^{*} - p_{t}^{M} m_{t} + oi l r^{*}\]

(A.2.27)

Market clearing

\[t_{t} - \gamma_{t}^{u} (u_{t}) \frac{k_{t-1}}{\pi_{t}^{*}} = q_{t} + (1 - \nu^{*})(p_{t}^{M^{*}})^{-\theta^{*}} y_{t}^{*}\]

(A.2.28)

\[a_{t} = c_{t} + i_{t} + io i l _{t} + g_{t}\]

(A.2.29)

\[y_{t} = c_{t} + i_{t} + g_{t} + io i l _{t} + s_{t}p_{t}^{M^{*}} m_{t}^{*} - p_{t}^{M} m_{t}\]

(A.2.30)

Monetary policy reaction function

\[(1 + r_{t})^{4} = \omega_{r}(1 + r_{t-1})^{4} + (1 - \omega_{r}) \left[ (1 + r)^{4} + \omega_{1} \left( \frac{P_{t+4}}{P_{t}} - \pi^{tar} \right) \right] + z_{t}^{R}\]

(A.2.31)

Definitions

\[\pi_{t}^{Q} \equiv \frac{P_{t}^{Q}}{P_{t-1}^{Q}} \pi_{t}\]

(A.2.32)

\[\pi_{t}^{M^{*}} \equiv \frac{P_{t}^{M^{*}}}{P_{t-1}^{M^{*}}} \pi_{t}^{*}\]

(A.2.33)

\[\pi_{t}^{W} \equiv \frac{u_{t}}{u_{t-1}^{*}} \pi_{t}^{*} \pi_{t}\]

(A.2.34)

A.2.2 The foreign sector

\[\gamma_{t}^{PM} \equiv \frac{\phi_{t}^{PM}}{2} \left[ \frac{\pi_{t}^{M}}{\pi_{t-1}^{M}} - 1 \right]^{2}\]

(A.2.35)

\[\gamma_{t}^{W^{*}} \equiv \frac{\phi_{t}^{W^{*}}}{2} \left[ \frac{\pi_{t}^{W^{*}}}{\pi_{t-1}^{W^{*}}} - 1 \right]^{2}\]

(A.2.36)

\[d_{t,t+1}^{*} = \frac{\beta}{\pi_{t+1}^{U^{*}} \pi_{t}^{*}} \frac{1}{\pi_{t}^{U^{*}}} \frac{c_{t}^{*} - b^{*} c_{t+1}^{*}}{c_{t}^{*} - b^{*} c_{t+1}^{*}}\]

(A.2.37)

\[m r s^{*} = \frac{c_{t}^{*} - b^{*} c_{t+1}^{*}}{1 - b^{*} c_{t}^{*}} (l_{t}^{*})^{c_{t}^{*}}\]

(A.2.38)

\[\pi_{t}^{W^{*}} = \frac{u_{t}^{*}}{u_{t-1}^{*}} \pi_{t}^{*} \pi_{t}^{*}\]

(A.2.39)
\[ \pi_t^M = \frac{p_t^M}{p_{t-1}^M} \pi_t \]  
(A.2.40)

\[ \frac{1}{1 + r_t^*} = E_t d_{t,t+1}^* \]  
(A.2.41)

\[ w_t^* = \psi_t^* m_r s_t^* \left[ (\psi_t - 1) (1 - \gamma_t^w) + \phi_t^w \frac{\pi_t^w}{\pi_{t-1}^w} \left( \frac{\pi_t^w}{\pi_{t-1}^w} - 1 \right) \right]^{-1} \]  
(A.2.42)

\[ y_t^* = z_t^L \]  
(A.2.43)

\[ m_c^* = \frac{w_t^*}{z_t^*} \]  
(A.2.44)

\[ 1 = \theta_t m_c^* \left[ (\theta_t - 1) + \phi_t^Q \left[ \frac{\pi_t^Q}{\pi_{t-1}^Q} - 1 \right] \frac{\pi_t^Q}{\pi_{t-1}^Q} \right]^{-1} \]  
(A.2.45)

\[ p_t^M = \theta_t (m_c^* s_t) \left[ (\theta_t - 1) + \phi_t^M \left[ \frac{\pi_t^M}{\pi_{t-1}^M} - 1 \right] \frac{\pi_t^M}{\pi_{t-1}^M} \right]^{-1} \]  
(A.2.46)

\[ (1 + r_t^*)^4 = \left\{ (1 + r_t^*)^4 + \Omega_t^*(F_t^*) + z_t^R \right\} \]  
(A.2.47)

\[ y_t^* = c_t^* + g_t^* \]  
(A.2.48)

**A.2.3 Shock processes**

\[ \log \left( \frac{\pi_t^*}{\pi^*} \right) = \lambda^* \log \left( \frac{\pi_{t-1}^*}{\pi^*} \right) + \varepsilon_{\pi_t^*} \]

\[ \log \left( \frac{z_t^L}{z^L} \right) = \lambda^L \log \left( \frac{z_{t-1}^L}{z^L} \right) + \varepsilon_{z_t^L} \]

\[ \log \left( \frac{g_t}{y_t} \right) = \lambda^G \log \left( \frac{g_{t-1}}{y_t} \right) + \varepsilon_{g_t} \]
\[
\log \left( \frac{ioil_t}{ioil} \right) = \lambda^{ioil} \log \left( \frac{ioil_{t-1}}{ioil} \right) + \varepsilon_{ioil_t}
\]
\[
\log \left( \frac{\theta_t}{\theta} \right) = \lambda^{\theta} \log \left( \frac{\theta_{t-1}}{\theta} \right) + \varepsilon_{\theta_t}
\]
\[
\log \left( \frac{\theta^*_t}{\theta^*} \right) = \lambda^{\theta^*} \log \left( \frac{\theta^*_{t-1}}{\theta^*} \right) + \varepsilon_{\theta^*_t}
\]
\[
\log \left( \frac{\psi_t}{\psi} \right) = \lambda^\psi \log \left( \frac{\psi_{t-1}}{\psi} \right) + \varepsilon_{\psi_t}
\]
\[
\log \left( \frac{z^U_t}{z^U} \right) = \lambda^U \log \left( \frac{z^U_{t-1}}{z^U} \right) + \varepsilon_{z^U_t}
\]
\[
\ln \left( \frac{z^B_t}{z^B} \right) = \lambda^B \left( \frac{z^B_{t-1}}{z^B} \right) + \varepsilon_{z^B_t}
\]
\[
\log \left( \frac{z^I_t}{z^I} \right) = \lambda^I \log \left( \frac{z^I_{t-1}}{z^I} \right) + \varepsilon_{z^I_t}
\]
\[
z^R_t = \varepsilon_{z^R_t}
\]

A.3 The steady state model

A.3.1 The domestic sector

Final goods
\[
a = \left[ \nu^\frac{1}{\mu} q^\frac{\mu-1}{\mu} + (1 - \nu)^\frac{1}{\mu} m^\frac{\mu-1}{\mu} \right]^\frac{\mu}{\mu-1} \tag{A.3.1}
\]
\[
q = \nu \left( p^Q \right)^{-\mu} a, \tag{A.3.2}
\]
\[
m = (1 - \nu) \left( p^M \right)^{-\mu} a \tag{A.3.3}
\]

Intermediate goods
\[
t = \left[ (1 - \alpha)^\frac{1}{\xi} t^{1-\frac{1}{\xi}} + \alpha^\frac{1}{\xi} k^{1-\frac{1}{\xi}} \right]^{\frac{\xi}{\xi - 1}}, \tag{A.3.4}
\]
\[
\bar{k} = \frac{k}{\pi^\xi} \tag{A.3.5}
\]
\[
u = 1
\]
\[
r^K \equiv \alpha^\frac{1}{\xi} mc \left( \frac{t}{\bar{k}} \right)^{\frac{1}{\xi}}
\]
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\[mc = \frac{w}{(1 - \alpha)^{\frac{1}{2}}} \left( \frac{l}{l} \right)^{\frac{1}{2}} \quad \text{(A.3.6)}\]

\[\pi^z = (1 - \delta) + \Psi \quad \text{(A.3.7)}\]

\[\kappa = \frac{\pi^z i}{k} \quad \text{(A.3.8)}\]

\[\kappa_i = 1 \quad \text{(A.3.9)}\]

\[\left[\gamma^u\right]' \equiv \phi^{u2}\phi^{u1} \quad \text{(A.3.10)}\]

\[r^K = \frac{r}{n} - (1 - \delta) \quad \text{(A.3.11)}\]

\[\gamma^{pq} \equiv 0 \quad \text{(A.3.12)}\]

\[\gamma^{pm} \equiv 0 \quad \text{(A.3.13)}\]

\[p^Q = \frac{\theta}{\theta - 1} mc \quad \text{(A.3.14)}\]

\[sp^{M^*} = \frac{\theta^*}{\theta^* - 1} mc \quad \text{(A.3.15)}\]

\[\gamma^n = 0 \quad \text{(A.3.16)}\]

\[\left[\gamma^u\right]' = r^K \quad \text{(A.3.16)}\]

**Households**

\[\frac{1}{1 + r} = d \quad \text{(A.3.17)}\]

\[d = \frac{\beta}{\pi} \frac{1}{\pi^z} \quad \text{(A.3.18)}\]

\[\frac{\pi}{\pi^*} = \frac{(1 + r)}{(1 + r^*)} \quad \text{(A.3.19)}\]

\[w = \frac{\psi}{(\psi - 1)} mrs^{sa} \quad \text{(A.3.20)}\]

\[mrs^{sa} = c^{sa} i^\zeta \quad \text{(A.3.21)}\]

\[\gamma^W \equiv 0 \quad \text{(A.3.22)}\]
\[ \gamma^{B^*} = 0 \quad \text{(A.3.23)} \]

\[ b^*_H = 0 \quad \text{(A.3.24)} \]

\[ c^{sp} = wI \quad \text{(A.3.25)} \]

\[ c = (sLc)c^{sp} + (1 - sLc)c^{sa} \quad \text{(A.3.26)} \]

\[ 0 = s(1 - \nu^*) \left( p^{rM} \right)^{1-\theta^*} y^* - p^M m + oilr \quad \text{(A.3.27)} \]

### A.3.2 Market clearing

\[ t = q + (1 - \nu^*) \left( p^{rM} \right)^{-\theta^*} y^* \quad \text{(A.3.28)} \]

\[ a = c + i + ioil + g \quad \text{(A.3.29)} \]

\[ y = c + i + g + ioil + s \left( 1 - \nu^* \right) \left( p^{rM} \right)^{1-\mu^*} y^* - p^M m \quad \text{(A.3.30)} \]

### Definitions

\[ \pi^W \equiv \pi^z \pi \quad \text{(A.3.31)} \]

\[ \pi^Q \equiv \pi \quad \text{(A.3.32)} \]

\[ \pi^{rM} \equiv \pi^* \quad \text{(A.3.33)} \]

\[ \pi \equiv \pi^{tar} \quad \text{(A.3.34)} \]

### A.3.3 The foreign sector

\[ \gamma^{PQ} \equiv 0 \quad \text{(A.3.35)} \]

\[ \gamma^{PM} \equiv 0 \quad \text{(A.3.36)} \]

\[ \gamma^{W^*} \equiv 0 \quad \text{(A.3.37)} \]

\[ d^* = \frac{\beta}{\pi} \frac{1}{\pi^z} \quad \text{(A.3.38)} \]
\[ mrs^* = c^*(l^*)^{c^*} \] (A.3.39)

\[ \pi^W = \pi^* - \pi^* \] (A.3.40)

\[ \pi^M = \pi \] (A.3.41)

\[ \frac{1}{1 + r^*} = d^* \] (A.3.42)

\[ w^* = \frac{\psi^*}{\psi^* - 1} mrs^* \] (A.3.43)

\[ y^* = l^* \] (A.3.44)

\[ mc^* = w^* \] (A.3.45)

\[ 1 = \frac{\theta}{\theta - 1} mc^* \] (A.3.46)

\[ p^M = \frac{\theta^*}{\theta^* - 1} mc^* s \] (A.3.47)

\[ \pi^* = \pi^{*,tar} \] (A.3.48)

\[ y^* = c^* + g^* \] (A.3.49)

### A.4 The linearized model for the domestic economy

#### A.4.1 Final goods

\[ \hat{a}_t = \nu \tilde{\pi} \left( \frac{q}{a} \right)^{\frac{-1}{\nu}} \hat{q}_t + (1 - \nu) \tilde{\pi} \left( \frac{m}{a} \right)^{\frac{-1}{\nu}} \hat{m}_t \] (A.4.1)

\[ \hat{q}_t = -\mu \hat{p}^Q_t + \hat{a}_t \]

\[ \hat{m}_t = -\mu \hat{p}^M_t + \hat{a}_t \] (A.4.2)
A.4.2 Intermediate goods

\( \hat{t}_t = (1 - \alpha)^{\frac{1}{2}} \left( \frac{z^L_l}{l} \right)^{1-\frac{1}{2}} \left( \hat{z}^L_t + \hat{t}_t \right) + \alpha^\frac{1}{2} \left( \frac{\bar{K}}{l} \right)^{1-\frac{1}{2}} \bar{k}_t \)  \hspace{1cm} (A.4.3)

\( \hat{k}_t = \hat{u}_t + \hat{k}_{t-1} - \hat{\pi}_t \)  \hspace{1cm} (A.4.4)

\( \hat{mc}_t = \hat{w}_t + \frac{1}{\xi} \left( \hat{t}_t - \hat{u}_t \right) - \left( 1 - \frac{1}{\xi} \right) \hat{z}^L_t \)  \hspace{1cm} (A.4.5)

\( \hat{r}_t^K = \hat{mc}_t - \frac{1}{\xi} \left( \bar{k}_t - \hat{t}_t \right) \)  \hspace{1cm} (A.4.6)

\( \hat{r}_t = \frac{(1 - \delta)}{\pi^z} \left( \hat{k}_{t-1} - \hat{\pi}_t \right) + \left( 1 - \frac{(1 - \delta)}{\pi^z} \right) \hat{u}_{t-1} \)  \hspace{1cm} (A.4.7)

\( \hat{m}_t^Q = \frac{1}{1 + \beta} \hat{m}_{t-1} + \frac{\beta}{1 + \beta} E_t \hat{m}_{t+1} + \frac{\theta - 1}{\phi^Q (1 + \beta)} \hat{mc}_t - \frac{1}{\phi^Q (1 + \beta)} \hat{\theta}_t \)  \hspace{1cm} (A.4.8)

\( \hat{m}_t^{M*} = \frac{1}{1 + \beta} \hat{m}_{t-1} + \frac{\beta}{1 + \beta} E_t \hat{m}_{t+1} + \frac{\theta^* - 1}{\phi^{M*} (1 + \beta)} \left( \hat{mc}_t - \hat{s}_t - \hat{\rho}_t^{M*} \right) - \frac{1}{\phi^{M*} (1 + \beta)} \hat{\theta}^* \)  \hspace{1cm} (A.4.9)

\( \hat{u}_t - \hat{k}_{t-1} = \frac{\phi^2 \xi^z}{v} \left( \hat{t}_{t-1} - \hat{k}_{t-2} \right) + \beta E_t \left( \frac{\phi^{I1} + \phi^{I2}}{v} \right) \frac{i \pi^z}{k} \left( \hat{t}_{t+1} - \hat{k}_t \right) - \frac{1}{v} E_t (r_t - \hat{\pi}_{t+1}) + \frac{\beta}{\pi^z} r^K E_t r^K + \frac{\phi^2 \xi^z}{v} \left( \frac{\phi^{I1} + \phi^{I2}}{k} \right) \frac{i \pi^z}{k} E_t \hat{z}^L_{t+1} - \hat{\pi}_t - \frac{\phi^{I2} \xi^z}{k} \hat{u}_t \)  \hspace{1cm} (A.4.10)

where:

\( v = \left( \phi^{I1} + (1 - \beta) \phi^{I2} \right) \frac{i \pi^z}{k} \)

\( \phi^{\xi \pi^2} \hat{u}_t = \hat{r}_t \)  \hspace{1cm} (A.4.11)

A.4.3 Households

\( \hat{c}^{sa}_t = \frac{\pi^z}{\pi^z + \beta^c} E_t \hat{c}^{sa}_{t+1} + \frac{\beta^c}{\pi^z + \beta^c} \hat{c}^{sa}_{t+1} - \frac{\pi^z - \beta^c}{\pi^z + \beta^c} E_t (\hat{r}_t - \hat{\pi}_{t+1}) \)

\( + \frac{\mu}{\pi^z + \beta^c} E_t \hat{z}_{t+1}^L - \frac{\beta^c}{\pi^z + \beta^c} \hat{\pi}_t - \frac{\pi^z - \beta^c}{\pi^z + \beta^c} (E_t \hat{z}_{t+1}^L - \hat{z}_t^L) \)  \hspace{1cm} (A.4.12)
\[ \hat{s}_t = \hat{s}_{t+1} - \left\{ (r_t - \hat{\pi}_{t+1}) - \left[ (\hat{r}_t^* - \hat{\pi}_{t+1}^*) - \Delta \hat{\gamma}_t^{B^*} \right] \right\} \]

where:

\[ \Delta \hat{\gamma}_t^{B^*} = \frac{\phi B_1 \phi B_2}{2} (1 - slc) \hat{b}_{H,t}^+ \hat{\pi}_t \]

\[ \hat{\pi}_t^W = \frac{1}{1 + \beta} \hat{\pi}_{t-1}^W + \frac{\beta}{1 + \beta} E_t \hat{\pi}_{t+1}^W + \frac{\psi - 1}{\phi W (1 + \beta)} (\hat{m}r \hat{s}_t - \hat{w}_t) - \frac{1}{\phi W (1 + \beta)} \hat{\psi}_t \] (A.4.13)

\[ \hat{w}_t = \hat{\pi}_t^W = \hat{c}_t + \frac{1}{\pi^z - b'} (\pi^z \hat{c}_t - b' \hat{c}_t) - \hat{\pi}_t^U \]

\[ \hat{b}_{H,t}^+ = \frac{(1 + r_t)}{\pi_t^z} \hat{b}_{H,t-1}^+ \]

\[ + \frac{p^{M^*} m^*}{1 - slc} \left[ (\hat{s}_t + \hat{p}_t^{M^*} + \hat{m}_t^*) - \frac{p^M m}{sp M^* m^*} (\hat{p}_t^M + \hat{m}_t) \right] \] (A.4.14)

\[ \hat{c}_t^{sp} = \hat{\omega}_t + \hat{\lambda}_t \] (A.4.15)

### A.4.4 Market clearing

\[ \hat{\alpha}_t = \frac{c}{a} \hat{\gamma}_t + \frac{i}{a} \hat{q}_t + \frac{g}{a} \hat{d}_t + \frac{i o i l}{a} \hat{d}_t \] (A.4.16)

\[ \hat{t}_t = \frac{q}{t} \hat{q}_t + \frac{m^*}{t} \hat{m}_t^* \] (A.4.17)

\[ \hat{c}_t = (slc) \frac{c^{sp}}{e} \hat{c}_t^{sp} + (1 - slc) \frac{e^o}{c} \hat{c}_t^o . \] (A.4.18)

\[ y_t = \frac{a}{y} \hat{\alpha}_t + \frac{sp M^* m^*}{y} \left[ (\hat{s}_t + \hat{p}_t^{M^*} + \hat{m}_t^*) - \frac{p^M m}{sp M^* m^*} (\hat{p}_t^M + \hat{m}_t) \right] \] (A.4.19)

### A.4.5 Definitions

\[ \hat{\pi}_t^Q = \hat{p}_t^Q - \hat{p}_{t-1}^Q + \hat{\pi}_t \] (A.4.20)

\[ \hat{\pi}_t^{M^*} = \hat{p}_t^{M^*} - \hat{p}_{t-1}^{M^*} + \hat{\pi}_t \] (A.4.21)

\[ \hat{\pi}_t^W = \hat{\omega}_t - \hat{w}_{t-1} + \hat{\pi}_t + \hat{\pi}_t^z \] (A.4.22)
A.4.6 Shock processes

\[ \dot{z}_t^L = \lambda^L \dot{z}_{t-1}^L + \varepsilon_t^L \]  
(A.4.23)

\[ \dot{\pi}_t^z = \lambda^z \dot{\pi}_{t-1}^z + \varepsilon_t^{\pi z} \]  
(A.4.24)

\[ \dot{\theta}_t^\theta = \lambda^\theta \dot{\theta}_{t-1}^\theta + \varepsilon_t^\theta \]  
(A.4.25)

\[ \dot{\theta}_t^{\theta^*} = \lambda^{\theta^*} \dot{\theta}_{t-1}^{\theta^*} + \varepsilon_t^{\theta^*} \]  
(A.4.26)

\[ \dot{z}_t^U = \lambda^U \dot{z}_{t-1}^U + \varepsilon_t^U \]  
(A.4.27)

\[ \dot{z}_t^I = \lambda^I \dot{z}_{t-1}^I + \varepsilon_t^I \]  
(A.4.28)

\[ \dot{z}_t^B = \lambda^B \dot{z}_{t-1}^B + \varepsilon_t^B \]  
(A.4.29)

\[ \dot{\psi}_t^\psi = \lambda^\psi \dot{\psi}_{t-1}^\psi + \varepsilon_t^\psi \]  
(A.4.30)

\[ \dot{g}_t^g = \lambda^g \dot{g}_{t-1}^g + \varepsilon_t^g \]  
(A.4.31)

\[ \dot{i}^{oil}_t = \lambda^{OIL} \dot{i}^{oil}_{t-1} + \varepsilon_t^{oil} \]  
(A.4.32)
### A.5 List of gross coefficients in the linearized model

<table>
<thead>
<tr>
<th>Description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>$(1 - \alpha) \frac{1}{\xi} \left( \frac{L_l}{t} \right)^{1-\frac{1}{\xi}}$</td>
</tr>
<tr>
<td>$f_2$</td>
<td>$\frac{1}{\xi}$</td>
</tr>
<tr>
<td>$f_3$</td>
<td>$\phi \mu_2$</td>
</tr>
<tr>
<td>$f_4$</td>
<td>$\frac{1}{1+\beta}$</td>
</tr>
<tr>
<td>$f_5$</td>
<td>$\frac{\theta-1}{\phi P Q (1+\beta)}$</td>
</tr>
<tr>
<td>$f_6$</td>
<td>$\frac{1}{\phi P Q (1+\beta)}$</td>
</tr>
<tr>
<td>$f_7$</td>
<td>$\frac{1}{\phi M^*(1+\beta)}$</td>
</tr>
<tr>
<td>$f_8$</td>
<td>$\frac{1}{\phi M^*(1+\beta)}$</td>
</tr>
<tr>
<td>$f_9$</td>
<td>$\frac{1}{\phi M(1+\beta)}$</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>$\frac{1}{\mu} \left( \frac{\psi}{a} \right)^{\mu-1}$</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>$\frac{\psi-1}{\phi W (1+\beta)}$</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>$\frac{1}{\phi W (1+\beta)}$</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>$\frac{1}{\phi W (1+\beta)}$</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>$\frac{1}{\pi z - B c}$</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>$\frac{1}{\pi z - B c}$</td>
</tr>
<tr>
<td>$f_{16}$</td>
<td>$\frac{y c}{\pi z - B c}$</td>
</tr>
<tr>
<td>$f_{17}$</td>
<td>$\frac{1}{\pi z - B c}$</td>
</tr>
<tr>
<td>$f_{18}$</td>
<td>$\frac{\pi z}{\pi z + B c}$</td>
</tr>
<tr>
<td>$f_{19}$</td>
<td>$\frac{\pi z - B c}{\pi z + B c}$</td>
</tr>
<tr>
<td>$f_{20}$</td>
<td>$\frac{\phi_1 I^2}{\phi_1 I^2 (1-\beta) \phi I^2}$</td>
</tr>
<tr>
<td>$f_{21}$</td>
<td>$\beta \frac{\phi_1 I^2}{\phi_1 I^2 (1-\beta) \phi I^2}$</td>
</tr>
<tr>
<td>$f_{22}$</td>
<td>$\frac{1}{(1-\delta)} \frac{p M^* m^*}{c_1}$</td>
</tr>
<tr>
<td>$f_{23}$</td>
<td>$\frac{p M^* m^<em>}{sp M^</em> m^*}$</td>
</tr>
<tr>
<td>$f_{24}$</td>
<td>$\frac{q}{t}$</td>
</tr>
<tr>
<td>$f_{25}$</td>
<td>$\frac{q}{t}$</td>
</tr>
<tr>
<td>$f_{26}$</td>
<td>$\frac{m^*}{t}$</td>
</tr>
<tr>
<td>$f_{27}$</td>
<td>$\frac{a}{y}$</td>
</tr>
<tr>
<td>$f_{28}$</td>
<td>$\frac{a}{y}$</td>
</tr>
<tr>
<td>$f_{29}$</td>
<td>$\frac{sp M^* m^*}{y}$</td>
</tr>
<tr>
<td>$f_{30}$</td>
<td>$\frac{c}{a}$</td>
</tr>
<tr>
<td>$f_{31}$</td>
<td>$\frac{c}{a}$</td>
</tr>
<tr>
<td>$f_{32}$</td>
<td>$\frac{q}{t}$</td>
</tr>
<tr>
<td>$f_{33}$</td>
<td>$\frac{q}{t}$</td>
</tr>
<tr>
<td>$f_{34}$</td>
<td>$\frac{1}{2} (1 - sl c)$</td>
</tr>
<tr>
<td>$f_{35}$</td>
<td>$\frac{1}{2} (1 - sl c)$</td>
</tr>
<tr>
<td>$f_{36}$</td>
<td>$\frac{p M^* m^*}{(1-\delta)}$</td>
</tr>
</tbody>
</table>

Table 3: List of gross coefficients in the linearized model
### A.6 Data description and sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^*_t$</td>
<td>Consumer Price Index Trading Partners (24 countries), trend component. Source: EcoWin and Norges Bank.</td>
</tr>
<tr>
<td>$m_{ct}^*$</td>
<td>International Price Impulses to Imported Consumer Good Prices, trend component. Source: Statistics Norway and Norges Bank.</td>
</tr>
<tr>
<td>$\hat{y}^*_t$</td>
<td>Output gap Trading Partners, seasonally adjusted. Source: OECD, Statistics Norway and Norges Bank.</td>
</tr>
<tr>
<td>$r_t$</td>
<td>3 months effective nominal money market rate. Source: Norges Bank.</td>
</tr>
<tr>
<td>$r^*_t$</td>
<td>3 month effective foreign nominal money market rate. Trade weighted (USA, EUR, SWE and GBR). Source: Reuters and Norges Bank.</td>
</tr>
<tr>
<td>$s_t$</td>
<td>Nominal Exchange Rate. Import weighted 44 Countries (I-44). Source: Norges Bank.</td>
</tr>
<tr>
<td>$l_t$</td>
<td>Total hours worked mainland Norway, trend component. Source: Statistics Norway and Norges Bank.</td>
</tr>
</tbody>
</table>

Table 4: Data description and sources
### A.7 Estimation results

<table>
<thead>
<tr>
<th>Prior distr.</th>
<th>Prior mean</th>
<th>Prior s.d.</th>
<th>Post. mean</th>
<th>HPD inf</th>
<th>HPD sup</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^F$</td>
<td>0.750</td>
<td>0.0500</td>
<td>0.8862</td>
<td>0.8592</td>
<td>0.9171</td>
</tr>
<tr>
<td>$\phi^M$</td>
<td>3.000</td>
<td>1.0000</td>
<td>2.3498</td>
<td>1.6008</td>
<td>3.1146</td>
</tr>
<tr>
<td>$\phi^{PQ}$</td>
<td>1.200</td>
<td>0.3000</td>
<td>1.4893</td>
<td>0.9543</td>
<td>1.9702</td>
</tr>
<tr>
<td>$\phi^W$</td>
<td>1.200</td>
<td>0.3000</td>
<td>1.4663</td>
<td>0.8877</td>
<td>1.9263</td>
</tr>
<tr>
<td>$\phi^{\omega^2}$</td>
<td>0.500</td>
<td>0.2000</td>
<td>0.3862</td>
<td>0.2389</td>
<td>0.5197</td>
</tr>
<tr>
<td>$\phi^{I^2}$</td>
<td>100.000</td>
<td>Inf</td>
<td>132.5627</td>
<td>84.3165</td>
<td>175.2731</td>
</tr>
<tr>
<td>$\omega^r$</td>
<td>beta</td>
<td>0.800</td>
<td>0.0500</td>
<td>0.8013</td>
<td>0.7634</td>
</tr>
<tr>
<td>$\omega^y$</td>
<td>norm</td>
<td>0.000</td>
<td>0.1000</td>
<td>0.0613</td>
<td>0.0154</td>
</tr>
<tr>
<td>$\omega^s$</td>
<td>norm</td>
<td>0.000</td>
<td>0.1000</td>
<td>0.1951</td>
<td>0.1078</td>
</tr>
<tr>
<td>$\omega^{\Delta y}$</td>
<td>norm</td>
<td>0.000</td>
<td>0.2000</td>
<td>-0.0469</td>
<td>-0.0810</td>
</tr>
<tr>
<td>$\omega^{\Delta \pi}$</td>
<td>norm</td>
<td>0.000</td>
<td>0.5000</td>
<td>0.2370</td>
<td>-0.1051</td>
</tr>
<tr>
<td>$\lambda^{\theta H}$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.5359</td>
<td>0.4043</td>
</tr>
<tr>
<td>$\lambda^{\theta F}$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.4651</td>
<td>0.3185</td>
</tr>
<tr>
<td>$\lambda^\psi$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.7330</td>
<td>0.6260</td>
</tr>
<tr>
<td>$\lambda^\ell$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.7584</td>
<td>0.6581</td>
</tr>
<tr>
<td>$\lambda^\lambda$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.8864</td>
<td>0.8370</td>
</tr>
<tr>
<td>$\lambda^\gamma$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.8600</td>
<td>0.8067</td>
</tr>
<tr>
<td>$\lambda^\Delta z$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.7359</td>
<td>0.5892</td>
</tr>
<tr>
<td>$\lambda^\Delta \lambda$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.9580</td>
<td>0.9342</td>
</tr>
<tr>
<td>$\lambda^{B}$</td>
<td>beta</td>
<td>0.750</td>
<td>0.1000</td>
<td>0.8774</td>
<td>0.8093</td>
</tr>
</tbody>
</table>

Table 5: Results from Metropolis Hastings (parameters)
<table>
<thead>
<tr>
<th>Prior distr.</th>
<th>Prior mean</th>
<th>Prior s.d.</th>
<th>Post. mean</th>
<th>HPD inf</th>
<th>HPD sup</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{t}^{\Delta z}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0008</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{x}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0196</td>
<td>0.0164</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{r}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0025</td>
<td>0.0020</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{p}$</td>
<td>invg</td>
<td>1.000</td>
<td>Inf</td>
<td>0.5988</td>
<td>0.3498</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{gH}$</td>
<td>invg</td>
<td>1.000</td>
<td>Inf</td>
<td>0.3884</td>
<td>0.2500</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{BF}$</td>
<td>invg</td>
<td>1.000</td>
<td>Inf</td>
<td>0.9149</td>
<td>0.5777</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{t}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0186</td>
<td>0.0118</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{U}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0159</td>
<td>0.0115</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{L}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0098</td>
<td>0.0082</td>
</tr>
<tr>
<td>$\varepsilon_{t}^{B}$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0026</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

Table 6: Results from Metropolis Hastings (standard deviation of structural shocks)

<table>
<thead>
<tr>
<th></th>
<th>Prior distr.</th>
<th>Prior mean</th>
<th>Prior s.d.</th>
<th>Post. mean</th>
<th>HPD inf</th>
<th>HPD sup</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta y$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0030</td>
<td>0.0025</td>
<td>0.0035</td>
</tr>
<tr>
<td>$\Delta im_t$</td>
<td>invg</td>
<td>0.001</td>
<td>Inf</td>
<td>0.0030</td>
<td>0.0025</td>
<td>0.0035</td>
</tr>
</tbody>
</table>

Table 7: Results from Metropolis Hastings (standard deviation of measurement errors)

<table>
<thead>
<tr>
<th>$y_t$</th>
<th>$c_t$</th>
<th>$i_t$</th>
<th>$x_t$</th>
<th>$m_t$</th>
<th>$\pi_t$</th>
<th>$\pi_t^Q$</th>
<th>$\pi_t^M$</th>
<th>$\pi_t^W$</th>
<th>$L_t$</th>
<th>$r_t$</th>
<th>$s_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>2.1</td>
<td>12.9</td>
<td>4.3</td>
<td>2.1</td>
<td>0.7</td>
<td>1.0</td>
<td>0.7</td>
<td>0.7</td>
<td>2.1</td>
<td>0.9</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Table 8: Standard deviations in per cent from model and data. Empirical moments in parentheses
Figure 3: Priors and posteriors for standard errors of the shock innovations
Figure 4: Priors and posteriors
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Figure 12: Impulse responses to a monetary policy shock from NEMO (solid) and VAR (dashed) estimated by Bjørnland (2005). Impulse responses for the VAR are illustrated by their 95% confidence interval.
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