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Abstract

In this thesis, we look at whether a factor-based implementation of the Markowitz (1952) framework beats the market. Different sets of factors are used in the framework, to see whether this choice affects the results. We find the optimal portfolio by using past data to invest in the future. This is implemented, with annual rebalancing, on US stock data from 1964 to 2016. Portfolios are formed on daily, weekly and monthly data to see whether the frequency of the return measurement gives different results.

Our framework begins by running factor regressions on each stock. These coefficients are used in combination with the expected returns and the covariance matrix of the factors to calculate the expected returns and covariance matrix of the stocks. Performance is evaluated by looking at the mean one/four-year ex-post Sharpe- and appraisal ratios, as well as the crash-risk of our portfolios.

Based upon the mean one-year Sharpe ratios, our factor-based portfolios formed on daily data all significantly beat the market, while there is no such significance for the portfolios formed on weekly or monthly data. However, all of our factor-based portfolios have a statistically significant one/four-year appraisal ratio when using the market as our benchmark. We also find that there does not seem to be a higher crash-risk for our portfolios than the market.

Our portfolios, when formed on the same measurement frequency, perform remarkably similar. This shows that our framework is an approximation of the standard Markowitz (1952) theory, rather than a factor-based investment strategy. The only thing not accounted for in our framework is the stock covariance explained by the residuals left in the regressions. We also find that this is a more stable implementation of the Markowitz theory, avoiding non-positive definite covariance matrices.
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1 Introduction

In this thesis, we will combine a variety of factor models, such as the Fama-French models, with the Markowitz framework. As far as we can tell, factor models have been used more as a replacement to the Markowitz method, rather than in combination with it. We therefore find it interesting to look at how these two concepts would work when combined. The analysis is based on daily, weekly and monthly US stock data from 1964 to 2016. Specifically, we look at whether investment portfolios formed on different factors using a customised Markowitz implementation beats the market. In addition to the market, we will also compare our factor-based portfolios with a $\frac{1}{N}$ portfolio.

The portfolios are based upon established factor models, such as the Fama-French (1993, 2015) models and the Carhart (1997) model, and also some modifications of these. We evaluate portfolio performances by their ex-post Sharpe- and appraisal ratios, as well as their crash-risk. Our hypothesis is that these factor-based portfolios should beat the market, as they allow for investing in stocks with positive $\alpha$’s, and can take advantage of beneficial correlations.

To create our factor-based portfolios, we use past data to invest in the future, and rebalance the portfolios annually. That is to say, for daily and weekly data, we use returns from 1995 to calculate the stock weightings in 1996. For monthly data, because of the low frequency of return observations, we use five years of previous data to calculate these weights.

We run regressions on past returns for each stock, using a set of factors as explanatory variables. For a stock to be included in that year’s portfolio, we demand a certain number of return observations in the past data, which we call the observation rate. This is done to improve the regressions, by only including stocks with a sufficient sample size, giving better coefficient estimates.

To calculate the expected returns and covariance matrix of the relevant stocks, we use the regression coefficients in combination with the expected returns and covariance matrix of the factors. The calculation of these inputs is where our framework deviates from the standard Markowitz framework. The inputs are used in the same way as they would be in a standard Markowitz implementation to calculate the stock weightings. This gives us the portfolio with the highest ex-ante Sharpe ratio. We have in this implementation included some constraints, the most significant of which, is that we do not allow shorting in our portfolios. Once the weight of each stock has been found, we invest in these stocks for the following year.

The primary performance measure is the one/four-year ex-post Sharpe ratio. One Sharpe ratio is calculated for each calendar year for the daily and weekly portfolio returns, while we use four years for the monthly data. To increase the sample size, we use the bootstrap method to produce a sample of 10,000 means of this data.
We find that our factor-based portfolios formed on daily data all perform significantly better than the market on the 5% level, while one of them also beats the $\frac{1}{N}$ portfolio on this significance level. For the weekly and monthly factor-based portfolios there are no significant differences in performance compared to the market and the $\frac{1}{N}$ portfolio.

To further evaluate our portfolios, we calculate a sample of 10,000 one/four-year ex-post appraisal ratio means. This was done in the same way as for the Sharpe ratios. We find that all of our factor-based portfolios have significant appraisal ratios by this measure, thereby beating the market on the 5% level.

To assess the most extreme risks in the portfolios we look at their risk of crashing, by analysing the worst returns and years. We also look at their skewness and kurtosis measures, and for the portfolios formed on daily and weekly data, we evaluate these measures in the worst periods. From these analyses, we find that while our factor-based portfolios sometimes do worse than the market, there does not seem to be a larger crash-risk overall.

Based on our analyses, we find that all of our factor-based portfolios have remarkably similar performances, and share many of their best and worst times. To confirm their similarity, and to explain why some of them beat the market, we look at their factor loadings. What we find, confirm their similarities, as the differences in factor loadings are insignificant. There are also significant loadings for other factors than the market, and we find that these factors have a negative correlation with the market. This helps us explain why the factor-based portfolios formed on daily data beat the market, as these beneficial correlations allows the portfolios to increase returns and/or reduce volatility.

Based upon the similarity of our factor-based portfolio performances, we more closely examine our calculations, and find that what is being done is not factor investments per se. Rather, what we end up with is a more stable approximation of the standard Markowitz framework. The only difference in inputs for our framework, is that we do not account for the share of the stock-covariances that would be explained by the residuals of the regressions we run on the stocks. While this means that it is not a perfect approximation of Markowitz, we do avoid the biggest problems, such as the risk of a non-positive definite covariance matrix. We believe the biggest reason for this is the reduction of estimates that are required.

As we never experience a non-positive definite covariance matrix in our analysis, we conclude that improving the covariance matrix is more important than further lowering estimation numbers. Therefore, we would recommend using all available factors when utilising our framework, particularly if it is used as a theoretical basis. As the basis for an investment portfolio however, there are no significant differences between the various combinations of factors.

Based on our findings, we would say that our biggest contribution to existing literature, is the fact that our framework is a more stable way of implementing the Markowitz theory. In
addition, we find that investing based on this framework gives a significantly higher Sharpe ratio than the market portfolio when using daily data. When evaluated by periodical appraisal ratio, this framework also beats the market when using weekly and monthly data. We also find that there does not seem to be a higher crash-risk for portfolios formed on our framework.

This thesis is structured as follows. Section 2 describes in detail how we create our portfolios, and the theoretical basis that we use. Section 3 describes how we evaluate the portfolio returns. Section 4 details what data we use for our thesis, and what we do with this data before we start the analysis. We then present and analyse our results in section 5. We end the thesis with concluding remarks in section 6.
2 Creating portfolios

In this section we present in detail how we create our portfolios, as well as the established theory that we use as a basis for implementing our custom Markowitz framework. We start by introducing the standard Markowitz (1952) theory. The next step is the creation of our factor-based portfolios, where the calculations of the expected returns, covariance matrices and weights of the stocks are described. We then describe the established factor models that we use as a basis for our portfolios, and continue by describing our comparison portfolios. Finally, we present the overview of the portfolios used in this thesis.

2.1 Theory of portfolio optimisation using the Markowitz framework

As we use a customised Markowitz framework in our thesis we find it useful to present the standard framework, to be able to explain where we diverge from it. The Markowitz (1952) theory of optimal portfolio assumes that an investor is risk averse, thus an investor will take on increased risk only if compensated with higher expected return. Further an investor places his funds in the security with the greatest discounted value (Markowitz, 1952). The expected return of a portfolio is shown in equation (1) where \( R_p \) is the return on the portfolio, \( R_i \) is the return on asset \( i \) and \( w_i \) is the corresponding weight of the asset.

\[
E(R_p) = \sum_{i=1}^{\infty} w_i E(R_i)
\]  

\[
\sigma^2_p = \sum_{i=1}^{\infty} w_i \sigma_i^2 + \sum_{i \neq j} w_i w_j \sigma_i \sigma_j \rho_{ij}
\]  

Equation (2) is the variance of the portfolio where \( \sigma_i \) is the sample standard deviation of the periodic returns on an asset and \( \rho_{ij} \) is the correlation coefficient between the returns on assets \( i \) and \( j \). Based on equation (2) an investor can reduce the portfolio risk (variance of returns) by holding combinations of securities that are not perfectly positively correlated, \( \rho_{ij} = 1 \) (Markowitz, 1952). Normally this calculation would be done using a matrix containing the individual variances, as well as asset covariances.

Figure 1 shows the basics behind the Markowitz theory with expected return versus standard deviation. Every possible combination of risky assets can be plotted in the model and the set of all possible portfolios defines a region, bounded by the hyperbola (Markowitz, 1952). The upper edge of this region is the efficient frontier and a portfolio lying on this line represents the combination offering the best possible expected return for a given risk level. The optimal portfolio is located where a line, often referred to as the Capital Allocation Line (CAL), from
Figure 1: Figure of the Frontier and Capital Allocation Line (CAL). The black x’s are plotted individual stocks and the blue line represents the frontier. The dashed green line is the CAL while the green x is the tangent portfolio. The figure is based on the stocks which have return observations every month in our monthly data set from 1964 through 2016. This has been calculated using excess returns, meaning that the CAL goes through the origin. To calculate the frontier and CAL we use the six-factor model, which is described in table 2 and base the optimisation on the entire data set.

The intercept defined by the risk-free rate is tangent to the efficient frontier. This is why the optimal portfolio is sometimes referred to as the tangent portfolio. In figure 1 we have used excess returns, resulting in the intercept being at the origin. This tangent portfolio will be mean-variance-efficient, and have the highest Sharpe ratio of any possible investment. The value of the Sharpe ratio is given by the slope of the CAL, and this ratio is further explained in section 3.1.1.

To calculate the expected returns of stocks, used in equation (1), one would normally use the average return over the period available. Similarly, to calculate the covariance matrix, one would normally use the standard variance and covariance calculations. Our divergence from the Markowitz theory is that we use a different way to calculate these inputs. Exactly how we do this is described in section 2.2.1.

### 2.2 Calculating portfolio return series

We create our set of factor-based portfolios using a customised Markowitz implementation in conjunction with a variety of factor models, which are described in section 2.3. By using past stock returns in this framework, we find the theoretically optimal portfolio with the highest ex-ante Sharpe ratio. The portfolios are rebalanced at the start of every year, and for this reason,
we identify the optimal portfolio for each year in our return period. We have decided to only rebalance our portfolios once a year, as we believe this will prevent transactional costs from significantly affecting our results. For daily and weekly data, we use one year of previous observations to calculate the optimal portfolio, whilst for monthly data we use 5 years of observations. We then invest in this optimal portfolio the following year. The reason for using a greater time period for monthly data is the low observation frequency. We need a significant number of observations to be able to accurately calculate the optimal portfolio.

As we use regressions as part of our portfolio weight calculations, there could still be a problem with a low number of observations. If there is not a sufficient number of observations in the relevant period, it would lead to less accurate estimates of the regression coefficients. To alleviate this, and improve the quality of the regressions, we define a parameter we call observation rate. This is defined as the number of available return observations in the period, divided by the theoretical maximum number of observations. That is to say, if the period on which we base the regression has 60 months (5 years), there are theoretically 60 possible observations. However, there might be some months for which specific stocks do not have a return observations, for example if it was only recently listed. By applying a required observation rate, we demand that the stocks have a certain number of return observations in the regression data, which should improve the regression estimates.

Given the low number of observations on which we base our regressions for the weekly (52) and monthly data (60), we have decided to require an observation rate of 75% for the portfolios formed on these frequencies. However, the daily data has a comparatively high number of observations (250), and therefore we demand an observation rate of 50% for these portfolios. By applying these requirements, we are certain that there is a sufficient number of observations to be able to run regressions on the sample, and this is likely to give better coefficient estimates. In addition, we believe it is reasonable for an investor to demand a certain number of observations before investing in an asset. A second requirement is that the stocks has to have an observed return in the last observation period of the regression data. This is done to avoid investing in delisted stocks.

We have complete data for the stocks in our data set and our factors from 1964 to 2016. From this, the portfolios formed on daily and weekly data get realised returns from 1965 to 2016, while the portfolios formed on monthly data get realised returns from 1969 to 2016.

2.2.1 Calculating covariance matrix and stock expected returns

As our portfolios are rebalanced at the start of each year, we need to identify the covariance matrix, and the expected returns of the stocks once a year. This is therefore done 52 times for the portfolios formed on daily and weekly data, and 48 times for those formed on monthly data.
This process is done in an identical fashion each year, with minor differences between the measurement frequencies and the various factor models. Therefore we will only demonstrate one calculation. The principle differences to keep in mind is that the portfolios formed on monthly data use five years of previous returns in the calculation, and that the various factor models have different sets of factors.

The first step in our estimation of the covariance matrix and expected returns is to run a regression for each of the stocks as a function of the relevant factors, using the last year of return data. The regressions take the form of equation (3), where \( i \) is the individual stocks and \( j \) refers to individual factors. \( \beta_{ij} \) refers to factor \( j \)'s coefficient on stock \( i \), while \( \varepsilon_{it} \) is the residual for stock \( i \) at time \( t \). From these regressions, we extract the \( \alpha \)'s and the factor-coefficients, as well as the variance of the residual from each regression.

\[
\mathbf{r}_{it} = \mathbf{\alpha}_{i} + \mathbf{\Sigma}\mathbf{\beta}_{ij}\mathbf{r}_{jt} + \varepsilon_{it} \tag{3}
\]

We calculate the expected return of the different stocks, using the \( \alpha \)-values, factor-coefficients and the expected return of the factors. This calculation is shown in equation (4), with \( n \) being the number of stocks, and \( m \) being the number of factors.

\[
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_n
\end{bmatrix}
= 
\begin{bmatrix}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_n
\end{bmatrix}
+ 
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_m
\end{bmatrix}
\cdot
\begin{bmatrix}
\beta_{11} & \beta_{12} & \cdots & \beta_{1n} \\
\beta_{21} & \beta_{22} & \cdots & \beta_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{n1} & \beta_{n2} & \cdots & \beta_{nm}
\end{bmatrix}
\tag{4}
\]

Using the factor covariance matrix, as well as the regression coefficients we calculate the covariance matrix of the stocks. To make the variance of the individual stocks correct in this matrix, we add the residual variance to the primary diagonal. The calculation of this covariance matrix can be seen in equations (5) and (6).

\[
\Sigma_{x} = 
\begin{bmatrix}
\beta_{11} & \beta_{12} & \cdots & \beta_{1n} \\
\beta_{21} & \beta_{22} & \cdots & \beta_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{n1} & \beta_{n2} & \cdots & \beta_{nm}
\end{bmatrix}
\times
\begin{bmatrix}
\sigma_1^2 & \sigma_{12} & \cdots & \sigma_{1m} \\
\sigma_{21} & \sigma_2^2 & \cdots & \sigma_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{m1} & \sigma_{m2} & \cdots & \sigma_m^2
\end{bmatrix}
\times
\begin{bmatrix}
\beta_{11} & \beta_{21} & \cdots & \beta_{n1} \\
\beta_{12} & \beta_{22} & \cdots & \beta_{n2} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{1m} & \beta_{2m} & \cdots & \beta_{nm}
\end{bmatrix}
= \mathbf{B} \Sigma_{f} \mathbf{B}^T 
\tag{5}
\]

\[
\text{diag}(\Sigma_{x}) = \text{diag}(\Sigma_{x}) + \sigma(\varepsilon_{i})
\tag{6}
\]

This is where our implementation of the Markowitz framework differs from the standard implementation. Because we base our calculations on estimates from the regression by using
different factors instead of stocks, we create fewer estimates than a standard Markowitz framework. These estimates are then used to calculate the covariance matrix and expected returns of the stocks. An example of the reduction in number of estimates can be seen in table I. One of the difficulties with the standard Markowitz implementation is the large amount of estimates needed. This high number of estimates can lead to errors in the calculation of the covariance matrix, which potentially produce impossible results (Bodie, Kane & Marcus, 2014). We believe that the reduced number of estimates in our modified model should reduce the problem of getting impossible results considerably because the sensitivity to errors is reduced. Having run a total of 1 520 estimations using our custom Markowitz implementation, none of these had a non-positive definite covariance matrix, while this was a big problem when attempting to run a standard Markowitz implementation.

<table>
<thead>
<tr>
<th></th>
<th>Custom Markowitz</th>
<th>Standard Markowitz</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ estimates</td>
<td>6</td>
<td>1000</td>
</tr>
<tr>
<td>Variance estimates</td>
<td>1006</td>
<td>1000</td>
</tr>
<tr>
<td>Covariance estimates</td>
<td>15</td>
<td>499500</td>
</tr>
<tr>
<td>Coefficient estimates</td>
<td>7000</td>
<td>0</td>
</tr>
<tr>
<td>Total estimates</td>
<td>8027</td>
<td>501500</td>
</tr>
</tbody>
</table>

Table 1: Difference in number of estimates between our Markowitz implementation, and the standard implementation. This example is based on a theoretical set of 1000 stocks, using 6 factors, which is the highest number of factors we use. In our implementation, we use the expected returns of the factors, multiplied by their coefficients to calculate the stock expected returns, which reduces number of µ estimates. We have a slightly higher number of variance estimates, as we use both the residual variance, and the variance of the factors in our calculations. However, as the only covariance estimates we need are the covariances of the factors \((\frac{6^2 - 6}{2} = 15)\), this is where the largest reduction in estimates is to be found. The standard Markowitz model directly estimates the covariance of each stock, resulting in a high number \((\frac{1000^2 - 1000}{2} = 499500)\). The largest number of estimations in our model comes from the α’s and factor-coefficients (7 000).

2.2.2 Calculating stock weightings

The next step in creating our portfolios, is to calculate the weights of the individual stocks. This is done identically for all portfolios at the start of each year, and we will show how it is done in one of these years. To calculate the weights we use the R-package quadprog (Turlach & Weingessel, 2013), and solve it as a quadratic programming problem.

To find the weightings that give the highest ex-ante Sharpe ratio, we use a solution than minimises variance for a specific return. At first, the solution might describe a portfolio where the sum of the weights do not equal 100%, but this solution will still be on the CAL. Because of our specifications, it finds the point on the CAL with a return of 0.5%, and thus, by dividing the individual weights by the sum of all weights, we end up with the tangent portfolio.
We have decided to make our portfolio somewhat conservative, in that we will not allow shorting. The reasons for this limitation are the difficulties and constraints that exists for shorting (Goetzmann et al., 2007). We are unable to take these constraints into account in our calculations. There is also no shorting in the market portfolio, which is the primary comparison portfolio in this study. We have also prohibited the weight of a single stock from being above 50%. While the sheer number of stocks make a weight above 50% unlikely, we decide to include this constraint because we want the overall portfolio to be somewhat diversified.

We use Quadratic Programming to implement our custom Markowitz framework, and this is also a way in which one could implement the standard framework. Therefore, what we do is the equivalent of what one would do to find the weightings in a standard Markowitz implementation, given the tools that we have decided to use. Using the `solve.QP` function in R’s `quadprog` package (Turlach & Weingessel, 2013), we find the ideal proportional weights of the different stocks in our data set.

Specifically, the quadratic programming function aims to minimise equation (7) with respect to the $x$-vector, subject to the constraints in equation (8).

\[
\text{Min}(-d^T x + \frac{1}{2} x^T D x)
\]

In equation (7) $d$ is a vector, $D$ is a matrix and $T$ denotes the transpose of a vector. In equation (8) $A$ and $b$ are, respectively, a matrix and a vector describing the constraints.

\[
A x \geq b
\]

In our problem, as we are only minimising variance, the $d$-vector is empty, reducing equation (7). By replacing $x$ with $\omega$ for the weight of each stock we end up with the following minimising problem:

\[
\text{Min} \left( \frac{1}{2} \omega^T \Sigma_s \omega \right)
\]

$\Sigma_s$ in equation (9) is the covariance matrix of the stocks. The minimising problem in equation (9) is subject to the constraints:

\[
A \omega = b
\]

Specifically, what is being minimised is:
\[
\begin{bmatrix}
\omega_1 & \omega_2 & \cdots & \omega_n
\end{bmatrix}
\begin{bmatrix}
\sigma_1^2 & \sigma_{12} & \cdots & \sigma_{1n} \\
\sigma_{21} & \sigma_2^2 & \cdots & \sigma_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{n1} & \sigma_{n2} & \cdots & \sigma_n^2
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_n
\end{bmatrix}
\] (11)

Subject to:

\[
\begin{bmatrix}
\mu_1 & \mu_2 & \cdots & \mu_n \\
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
-1 & 0 & \cdots & 0 \\
0 & -1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -1
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_n
\end{bmatrix}
\geq
\begin{bmatrix}
0.005 \\
0 \\
\vdots \\
0
\end{bmatrix}
\] (12)

Only one of the constraints in equation (12) has an equality sign, and that is the constraint above the first line, which says that the portfolio return should equal 0.5%. The constraint between the two lines says that each individual weight has to be equal to or greater than 0, and the constraints below the second line says that no individual weight can be above 50%.

Once the stock weights for the theoretically optimal portfolio have been calculated, these are used to calculate the realised returns for this portfolio. To calculate these returns, the framework runs through each row of the data set, calculating the weighted return of each stock, and summing these to find the portfolio return. The returns of the different stocks will alter their weights in the portfolio. To recalibrate the weights, to account for these stocks returns, the framework multiplies the former weights with \((1 + r_i)\), and dividing by \((1 + r_{\text{portfolio}})\). This is displayed in equation (13):

\[
\omega_{i,t+1} = \omega_{i,t} \frac{1 + r_{i,t}}{1 + r_{\text{portfolio},t}}
\] (13)
2.3 Factor models

We create a set of 10 factor-based portfolios for daily, weekly and monthly realised returns, and the combinations of factors used are largely based upon established factor models. Because of this, we will present the models that we have used in creating our portfolios and explain their theoretical basis. It is worth noting that these models are designed to explain the cross-sectional returns of the stocks, rather than being used as a strict investment strategy. In this thesis however, we want to see how well they perform as a basis for stock-picking and investing in our framework. In addition to using the factor models described throughout this section, we have included some other portfolio designs. This is done to test how different sets of factors, in some cases taken from distinct models, perform in combination with each other.

2.3.1 The Capital Asset Pricing Model

One of the first factor models developed, is the Capital Asset Pricing Model (CAPM), which was published by Sharpe (1964), Treynor (1962), Lintner (1965) and Mossin (1966). Based on the findings of Markowitz (1959) the CAPM is a set of predictions concerning equilibrium expected return on risky assets and gives a theoretical explanation for risk premiums. The model shows a linear relationship between the return of the asset and the market, with $\beta_i$ being the slope coefficient, formally expressed by equation (14).

$$ R_{it} - R_{Ft} = \beta_i(R_{Mt} - R_{Ft}) $$

Sharpe (1964) and Lintner (1965) add two key assumptions to the Markowitz (1959) theory to identify a portfolio that is mean-variance-efficient. The first assumption is complete agreement, which states that investors agree on the joint distribution of asset returns from $t-1$ to $t$. This assumption claims that the market is efficient which implies that the market portfolio is the optimal portfolio to invest in. This is why we find it interesting to use the market as the primary comparison portfolio in our thesis. The second assumption is borrowing and lending at a risk-free rate, which is the same for all investors and does not depend on the amount borrowed or lent. However, as Fama & French (2015) argue, the empirical record of the CAPM is poor. This is due to the strong simplifying assumptions which can give theoretical failings and it is difficult to implement valid tests for the model.

Based on the failure of CAPM the Arbitrage Pricing Theory (APT) was developed by Ross (1976). According to this model, asset returns are a linear combination of the returns of multiple systematic risk factors and an asset-specific return. Ross (1976) shows that the idiosyncratic risk can be diversified away by holding portfolios instead of single assets. He argues that the returns
should only incorporate the asset’s exposure to factor risk. In contrast to CAPM, APT does not require equilibrium and opens up for more explanatory factors.

2.3.2 The Single Index Model

The Single Index Model (SIM), is a single factor model which uses the market index as a proxy for the common factor (Bodie, Kane & Marcus, 2014). Equation (15) shows the formal definition of the SIM.

\[ R_{it} - R_{Ft} = \alpha_i + \beta_i (R_{Mt} - R_{Ft}) \] (15)

In equation (15) \( \alpha_i \) is the stock’s excess return when the market excess return is zero. By including a portfolio based on the SIM we are able to test whether a simple model, based on only the most common factor and allowing for \( \alpha \)’s and beneficial covariances, beats the market.

2.3.3 Fama-French three-factor model

Fama & French’s (1993) approach is based in Ross’ (1976) APT where they add more factors to the model. Fama & French (1993) argue that higher average returns on firms with small market capitalisation and firms with high book-to-market produce undiversifiable risks in returns that are not captured by the market. In support of this, Fama & French (1993) show that the returns on the stocks of firms with small market capitalisation covary more with one another than with returns on the stocks of firms with high market capitalisation. This also applies for the returns on firms with high book-to-market ratios, commonly known as value firms, when compared to firms with low book-to-market ratios, commonly known as growth firms. This is a continuation of Ball’s (1978) findings where valuation ratios help identify variation in expected returns, with higher book-to-market ratios indicating higher required rates. Fama & French (1995) further argue that there are similar size and book-to-market patterns in the covariation of fundamentals like earnings and sales. Based on their findings (1993,1996) they propose a three-factor model for expected returns, shown in equation (16).

\[ R_{it} - R_{Ft} = \alpha_i + b_i(R_{Mt} - R_{Ft}) + s_i(SMB_t) + h_i(HML_t) \] (16)

In this equation, small minus big (SMB) is the difference between returns on diversified portfolios of stocks with small market capitalisation and stocks with large market capitalisation. High minus low (HML) is the difference between the returns on diversified portfolios of stocks with high and low book-to-market ratios.
We have decided to use the Fama-French three-factor model as the basis for one of our portfolios because it is perhaps the best known multi-factor model. It is therefore interesting to see whether this can create a portfolio that is better than other established models.

2.3.4 The Carhart four-factor model

Jegadeesh & Titman (1993) show that an investment strategy defined as buying and selling stocks that have, respectively, high and low returns over the last 3-12 months give a risk-adjusted excess return. They use the US stock market to show this, but the strategy has also been shown to work in 12 European stock markets (Rouwenhorst, 1998). This strategy is called momentum and describes the tendency of a stock price to continue rising if it is going up and continue declining if it is going down.

Based on these findings the Carhart four-factor model was introduced in 1997 and is an extension of the Fama-French three-factor model, including a momentum factor (Carhart, 1997). This model is described by equation (17). The momentum-factor is calculated by subtracting the equal weighted average of the lowest performing firms from the equal weighted average of the highest performing firms, lagged one month (Carhart, 1997).

\[ R_{it} - R_{Ft} = \alpha_i + b_i(R_{Mt} - R_{Ft}) + s_i(SMB_t) + h_i(HML_t) + m_i(MOM_t) \] (17)

By including a portfolio formed on the Carhart four-factor model, we will be able to see whether the inclusion of the MOM-factor can help improve portfolio performances.

2.3.5 Fama-French five-factor model

Novy-Marx (2013) and Titman, Wei & Xie (2004) claim that the Fama-French three-factor model is an incomplete model for expected returns. They argue that its three factors miss much of the variation in average returns related to profitability and investments. Fama & French (2006) argue that higher expected earnings imply a higher expected return, and shows the effect for the US stock market. Their findings are consistent with the findings of Haugen & Baker (1996) and Cohen, Gompers & Vuolteenaho (2002). Novy-Marx (2013) shows that profitability, as measured as the company’s gross profits to its assets, has roughly the same power as the book-to-market ratio in predicting the cross section of average returns. Based on this, profitable firms should outperform unprofitable firms.

Titman, Wei & Xie (2004) argue when looking at growth in equity as investments a higher expected growth in investments give a lower expected return and vice versa. An economic intuition behind this is that managers aim to build huge empire to seem more successful and gain
bonuses, instead of focusing on what is actually best for the shareholders, commonly known as over-investment hypothesis (Titman, Wei & Xie, 2004). An alternative explanation is that an investor is willing to increase investments when equity cost of capital is low (Liu, Whited & Zhang, 2009).

Based on the findings of Novy-Marx (2013) and Titman, Wei & Xie (2004), Fama & French (2015) add profitability and investment as factors to the three-factor model, shown in equation (18).

$$R_{it} - R_{Ft} = \alpha_i + b_i(R_{Mt} - R_{Ft}) + s_i(SMB_t) + h_i(HML_t) + r_i(RMW_t) + c_i(CMA_t)$$

Robust minus weak ($RMW$) is the difference between the returns on diversified portfolios of stocks with robust and weak profitability. Conservative minus aggressive ($CMA$) is the difference between the returns on diversified portfolios of the stocks of low and high investment firms. Fama & French (2015) test whether a five-factor model improves the description of average returns compared to a four-factor model that drops $HML$ by running regression on US stock data. They find that the five-factor model performs no better than the four-factor model because the $HML$-returns are captured by the factor’s exposure to the two new factors, profitability, $RMW$, and investments, $CMA$. Based on their findings Fama & French (2015) conclude that $HML$ is a noisy proxy for expected return because the market capitalisation also responds to forecasts of earnings and investment.

The Fama-French five-factor model is an expansion of their three-factor model, and we therefore use it as a basis for one of our portfolios. We also include the four-factor model where the supposedly redundant $HML$-factor is excluded. In addition, we will add the $MOM$-factor to these two models to form two more portfolios, allowing us to further assess the impact of momentum.

### 2.3.6 Combination of value and momentum

Asness, Moskowitz & Pedersen (2013) argue that market anomalies predominantly focuses on individual US equities and often examines value and momentum separately. In the cases which value and momentum are studied outside of US equities, they are also studied separately, and separate from other markets. Asness, Moskowitz & Pedersen (2013) offer new insights into these two market anomalies by examining their joint returns across several markets and asset classes. They find consistent evidence of value and momentum return premiums across all the markets they study.

Asness, Moskowitz & Pedersen (2013) find that a three-factor model with the market and these two factors explains the data better than including only one of them. Because both strategies
have positive average returns, and yet are negatively correlated with one another, the combination of them obtain higher risk premia.

As a continuation, they show that a combination of the two factors is immune to liquidity risk and generates substantial, abnormal returns. The negative correlation between value and momentum strategies and their high positive expected returns suggests that a combination of the two is more efficient than either strategy in isolation, which is why they construct the COMBO-factor shown in equation (19).

\[ COMBO_t = 0.5(HML_t) + 0.5(MOM_t) \] (19)

We are interested in the findings of Asness, Moskowitz & Pedersen (2013) in regards to the strength of value- and momentum investing, and add their COMBO-factor to our analysis. More specifically, we will test Asness, Moskowitz & Pedersen’s (2013) three-factor model with the market, value and momentum, as well as their two-factor model of the market and the COMBO-factor. In addition we will also create a portfolio based upon the Fama-French five-factor model, but where we replace HML with the COMBO-factor. By adding these three portfolios to our analysis we are able to see if the value and momentum strategy add any significant value to the portfolios.

In contrast to the Fama & French (1993, 2015) factors, Asness, Moskowitz & Pedersen (2013), do not use value-weights to calculate the returns for their models, but rather signal-weights. However, we have, for the sake of consistency and availability, decided to use the factors supplied by Kenneth R. French (2017).

2.4 Creating comparison portfolios

To evaluate the performance of the investment strategies, beyond mutual comparisons, they will also be compared with the market portfolio, which will be our primary comparison portfolio. In addition, we wish to create a \( \frac{1}{N} \) portfolio to further assess the quality of our framework. This portfolio is based on the same stocks that were used for the factor-based portfolios. That is to say, an observation rate of 75/50% over the preceding year (5 years for monthly data), as well as an observed return on the final measurement point in the preceding year will be required. This \( \frac{1}{N} \) portfolio will have an equal weighting in each stock, and will also be rebalanced at the start of every year.

The reason for demanding the same observation rate for the \( \frac{1}{N} \) portfolio is that it should make for a more accurate comparison. While the regressions used in the factor-based portfolios require a certain observation rate to be able to run, there is also a certain conservatism in the rate we have
set. If an investor demands a certain history in the stocks he invests in, this should also hold for a simple portfolio such as this, and not just the more complicated factor-based portfolios. In addition, this requirement will allow us to check whether the difference in observation rate in the portfolios formed on different measurement frequencies has any significant effects.

Our method of creating portfolios would make a standard Markowitz implementation a natural comparison portfolio. We have decided against this because of certain problems in calculating the covariance matrix. Given the large number of stocks we are investing in, the calculation of this matrix has considerable errors. The fact that there are some return observations that are unavailable is likely to increase these problems, and we get a non-positive definite matrix. This makes it impossible to calculate the weights of the stocks by the methods we use in this thesis.

### 2.5 Overview of our portfolios

From the factor models in section 2.3 and their underlying theory, we have decided upon 10 different sets of factors on which we will base our portfolios. The different factor bases, as well as our comparison portfolios, are summarised in table 2. Throughout the rest of this thesis, we will refer to the portfolios by the model names given in the table.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>Fama-French five-factor model plus MOM</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>FF5F</td>
<td>Fama-French five-factor model</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>Mom5F</td>
<td>Fama-French five-factor minus HML, plus MOM</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>Combo5F</td>
<td>Fama-French five-factor minus HML, plus COMBO</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>FF4F</td>
<td>Fama-French five-factor minus HML</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>Carhart</td>
<td>Carhart four-factor model</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>FF3F</td>
<td>Fama-French three-factor model</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>Value-mom</td>
<td>Three-factor with market, HML and MOM</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>Combo</td>
<td>Two-factor with market and COMBO</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>SIM</td>
<td>Single Index Model</td>
<td>Factor-based portfolio</td>
</tr>
<tr>
<td>( \frac{1}{N} )</td>
<td>Investing equal share in each stock</td>
<td>Comparison portfolio</td>
</tr>
<tr>
<td>Market</td>
<td>Market portfolio</td>
<td>Comparison portfolio</td>
</tr>
</tbody>
</table>

Table 2: *Name and description of the 10 factor-based portfolios and two comparison portfolios used in this thesis.*
3 Evaluating portfolio returns

In this section, we will lay out the basis of how we evaluate the performance of our portfolios. It starts by presenting theory around the Sharpe- and appraisal ratios, and how we calculate them, before we explain the bootstrap method we use to expand our sample of these measures. We will then present skewness and kurtosis, and how these two measures are used to assess the crash-risk of our portfolios, before explaining how and why we measure the factor loadings of our portfolios.

3.1 Performance measures

3.1.1 Sharpe- and appraisal ratios

Sharpe (1966) argues that when optimising the capital allocation, the quality of a portfolio should be measured by the ratio of return to standard deviation. He claims that this best covers the importance of the trade-off between risk and reward. Based upon this, he introduced a measure called the Sharpe ratio. This measurement is defined in equation (20) where $E(r_p)$ is the expected return of a portfolio, $r_f$ is the risk-free rate and $\sigma_p$ is the standard deviation of the portfolio return. This ratio shows the excess return achieved per unit of risk the investor takes on.

$$SR_p = \left( \frac{E(r_p) - r_f}{\sigma_p} \right)$$

We use the Sharpe ratio to find our optimal portfolio in section 2.2.2. Specifically, we find the stock weightings that give the highest \textit{ex-ante} Sharpe ratio, and we therefore use the \textit{ex-post} Sharpe ratio as our primary performance measure.

Because our realised returns are based on several different frequencies of observation, and because it is customary to do so, we use the annualised Sharpe ratios. The principle of annualising the Sharpe ratio for daily data can be seen in equation (21). The same principle is applied to weekly and monthly returns.

$$SR_{daily} = \frac{\mu_{daily}}{\sigma_{daily}} \rightarrow SR_{annual} = \frac{\mu_{daily} \cdot n}{\sqrt{\sigma^2_{daily} \cdot n}} = \frac{\mu_{daily} \cdot n}{\sigma_{daily} \cdot \sqrt{n}} = \frac{\mu_{daily}}{\sigma_{daily}} \sqrt{n}$$

We calculate the Sharpe ratio for the entire period, as well as using periodic results for this measure. For daily and weekly data, we calculate one Sharpe ratio for each year of observations, while for monthly data, we calculate the Sharpe ratio for four year periods. This gives us a
sample of 52 Sharpe ratios for the portfolios formed on daily and weekly data, while we get a sample of 12 for the portfolios formed on monthly data.

We will use the Sharpe ratio as our primary performance measure, but add the ex-post appraisal ratio to strengthen our analysis. This measure is the ratio of return unexplained by the benchmark portfolio divided by the standard deviation of the residuals, as seen in equation (22) (Kritzman, 1993). In this thesis, the market is used as the benchmark portfolio.

\[ AR_p = \frac{\alpha_p}{\sigma(\epsilon_p)} \]  

(22)

In equation (22) \( \alpha_p \) is the return for each portfolio that is not explained by the market and \( \sigma(\epsilon_p) \) is the risk unexplained by the market. In other words, the appraisal ratio tells how much value is created above the exposure to the market per unit of unsystematic risk (Warwick, 2003). As with the Sharpe ratios we annualise the appraisal ratios for each measurement frequency by applying the same principle as in equation (21). This measure is also calculated both for the entire return period and for periods of data, in the same way as with the Sharpe ratio. We therefore end up with 52 periodic appraisal ratios for the portfolios formed on daily and weekly data, while we get a sample of 12 for the portfolios formed on monthly data.

3.1.2 Bootstrap for the Sharpe and appraisal ratios

Samples of 52 Sharpe- and appraisal ratios are not an ideal number for making statistical inferences, and the 12 observations for monthly data are definitely insufficient. The bootstrap method can alleviate this problem. Efron & Tibshirani (1993) describe bootstrapping as using the original sample as the “population”, and drawing samples from this population, with replacement. As many samples as necessary can be drawn from the population, and then, by taking the mean of each sample, a distribution for the mean is found. With a sufficient number of means calculated, a confidence interval can be found by using the percentiles of the mean distribution found from the sampling.

The bootstrap method used in this study takes in each set of Sharpe- and appraisal ratios found for one frequency of return observations, and creates mean samples for each series. To minimise bias, the samples are taken for the same observations of Sharpe- or appraisal ratios for each return frequency. That is to say, if we create a sample of 3 Sharpe ratios from the daily data, we would use the same 3 years for each of our portfolios, rather than different years.

In total we produce 10 000 sample means for the one/four-year Sharpe- and appraisal ratios. These samples are then used to create 90% and 95% confidence intervals for the mean periodic value of these measures.
3.2 Skewness and kurtosis as measures of crash-risk

Skewness and kurtosis are measures used to describe the shape of a distribution (Joanes & Gill, 1998). Specifically, skewness is a measure of the asymmetry of the distribution, while kurtosis describes the thickness of the distribution’s tails.

Asymmetry in returns could be problematic if it is negative. The reason for this, is that it could mean that a large share of the returns are negative, even if the mean is positive, and this could increase the risk of a portfolio crashing. If this asymmetry on the negative side is coupled with thick tails, it could be particularly problematic. According to Chen, Hong & Stein (2001) nine of the ten biggest one-day changes to the S&P 500 were negative, which suggests a negative skewness in the case of this index. This could also be the case for the market and/or our factor-based portfolios.

Because of the potential risks stemming from these measures, we have decided to use them to assess the crash-risk of our portfolios. To do this we use the R-package `fBasics`, and specifically the functions `skewness`, `kurtosis`, `colSkewness` and `colKurtosis` (Rmetrics Core Team et.al, 2014). These kurtosis functions identify excess kurtosis, where the normal distribution has a kurtosis of 0, rather than the absolute value of 3. We therefore add 3 to each kurtosis measurement to get the absolute value.

While different methods of calculating skewness and kurtosis might get different values, Joanes & Gill (1998) find that these deviations are negligible for a large sample size. As we wish to look at these measures both for the entire return series and for the worst times, it is worth noting these possible deviations when looking at the bad times. The bad times are identified by looking at the cumulative returns in calendar years. Because one year has so few return observations for monthly data, we exclude these portfolios in this analysis.

Because we want to look at skewness and kurtosis in combination, we have decided to define what we call the crash-risk measure. We define this composite measure as the product of the skewness and the kurtosis of the return distribution. Since this is not an established or tested measure, we need to be careful when using it in comparisons, particularly across different measurement frequencies.

3.3 Calculating factor loadings

We have decided to analyse factor loadings because we believe it may explain some of the performance differences between our factor-based portfolios and the market. In addition, it will help us explain similarities and differences in the returns and performances of the various factor-based portfolios.
To see how the different factors are loaded in the portfolios, we run a series of regressions on the portfolio returns as a function of the factors. The regressions will take the form of equation (23). We have decided to include every factor in these regressions, rather than just the ones used in forming the individual portfolios. The main reason for this is that it makes it easier to compare specific factor loadings between the various portfolios. Secondly, although a factor did not play a part in forming a specific portfolio, it might still be able to contribute to the explanation of its returns, because of interactions between the factors.

\[
\begin{align*}
    r_{p_t} &= \alpha_p + \beta_{p_1} (Mkt_t) + \gamma_{p_2} (SMB_t) + \delta_{p_3} (HML_t) + \epsilon_{p_4} (RMW_t) + \zeta_{p_5} (CMA_t) + \eta_{p_6} (MOM_t) + e_{pt} \\
    &\text{(23)}
\end{align*}
\]
4 Data

In this section the data used in this thesis is described. We start by presenting the stock data, and how we move from the raw data to our final data set. The creation of our weekly data set is then described, and the section is finished by presenting the factor data.

4.1 Stock returns

We have chosen to test our model on the US stock market. The stock data is downloaded from The Center for Research in Security Prices (CRSP). Specifically, we download data for all available stocks in the time-period from 30. December 1963 to 31. December 2016 for daily data. For monthly data, we use the period between January 1964 and December 2016. The variables we have chosen to include are described in table 3. Weekly data is not available from CRSP (CRSP Stocks, 2017). We therefore create this from the daily data set, once it has been processed in the manner described in section 4.1.1.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERMNO</td>
<td>PERMNO</td>
<td>Permanent company number</td>
</tr>
<tr>
<td>Date</td>
<td>Date</td>
<td>Date of the observation</td>
</tr>
<tr>
<td>SHRCD</td>
<td>Share Code</td>
<td>Two digit code describing the share traded</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The first digit describes the type of share traded</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Combination of first and second digit identify the security type</td>
</tr>
<tr>
<td>EXCHCD</td>
<td>Exchange code</td>
<td>Identify the stock exchange, 1 = NYSE, 2 = NYSE MKT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 = NASDAQ, 31 = NYSE When-issued</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31 = NYSE When-issued, 32 = NYSE MKT When-Issued</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33 = NASDAQ When-Issued</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 = Unknown, -1 = Suspended, -2 = Halted</td>
</tr>
<tr>
<td>PRC</td>
<td>Price</td>
<td>Closing price or Negative Bid/Ask Average on Calendar Date</td>
</tr>
<tr>
<td>RET</td>
<td>Return</td>
<td>Return for the stock</td>
</tr>
<tr>
<td>DLRET</td>
<td>Delisting Return</td>
<td>Return on delisting of a stock</td>
</tr>
</tbody>
</table>

Table 3: Abbreviations, names and descriptions of the different variables included in data set from CRSP

4.1.1 Data management

Most of the data management is conducted in R (R Core Team, 2016), but some minor data clean-up was done in a text editor. Specifically, there were some returns from the CRSP data that were listed with letters, which led R to read the return variable as a factor, and these were removed and set to “not available”.

We start with data from 30. December 1963 up to 31. December 2016 for US stocks (CRSP stocks, 2017). The two observations from 1963 will be used when we calculate weekly returns.
In order to get a data set with only full weeks we need the two observations from 1963 since these observations are Monday and Tuesday in the first week of our data set. However, while using daily returns we remove the two observations from 1963, as 1964 through 2016 are the only full years for which complete data is available both from CRSP stocks (2017) and all of Kenneth French’s (2017) factors.

In the data set from CRSP, there are different types of securities included, and from several exchanges (CRSP Stocks, 2017). We decide to limit our data to three stock exchanges, NYSE, NASDAQ and AMEX. This limitation is included because these exchanges are the ones used by Kenneth French when calculating the factors we use (French, 2017). The number of observations that are removed by this filter can be seen in tables 4 and 5.

Furthermore, we will only use the securities that are marked as “Common stocks which need/have not be/been further defined”. Analyses of the US stock market are normally restricted to common stocks, as US preferred stocks are closer to bonds in their nature than to stocks (Bruckner et al., 2015) and therefore have different dynamics. The factors provided by Kenneth R. French are based on only common stocks, and therefore we decide to remove the securities not used by French (French, 2017). By only including common stocks, we are able to make the data sets more manageable without affecting the significance of our analysis. The number of observations that are removed by this filter can be seen in tables 4 and 5.

Further, we will also exclude penny stocks from our data sets. Shares of very low value, commonly known as penny stocks, can distort our analysis since slight changes in stock price can give very high/low returns. This is misleading because it does not reflect the rise of a growth company but simply shows minimal price fluctuations of inconsiderable stocks. The US Securities and Exchange Commission (SEC) defines a penny stock as a security that is issued by a very small company and that trades for less than $5 per share (SEC, 2013).

According to NASDAQ stock market rules (NASDAQ Inc., 2017) penny stocks do not qualify for being listed. This implies that the studies of NASDAQ stock exchange do not contain these stocks. However, we are unable to find equivalent data for the other exchanges, meaning our data sets may contain penny stocks. This is a problem for our analysis due to potential very high/low returns. While NASDAQ Inc (2017) define the limit for penny stocks to be $4, we have decided to use the definition from the SEC (2013) and remove all observations with a price below $5. We choose this limit because we use several exchanges, and therefore prefer to use the governmental definition. The number of observations that are removed due to the penny stock filter can be seen in tables 4 and 5.

The delisting return in our data is a stock’s return on delisting from the exchange. To include this in the final data sets, we replace normal returns listed as “not available” with the corresponding delisting return. This is done to include all the returns that are realised for our portfolios.
<table>
<thead>
<tr>
<th></th>
<th>Observations</th>
<th>Stocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Difference</td>
</tr>
<tr>
<td>Raw CRSP data</td>
<td>80958729</td>
<td>30998</td>
</tr>
<tr>
<td>Stock Exchange</td>
<td>77396016</td>
<td>-3562713</td>
</tr>
<tr>
<td>Security Type</td>
<td>63588251</td>
<td>-13807765</td>
</tr>
<tr>
<td>Penny Stocks</td>
<td>39493474</td>
<td>-24094777</td>
</tr>
</tbody>
</table>

**Table 4:** Amount of observations excluded by the various data filters we apply to get from the original to the final daily data set. Also included are the number of unique stocks in the data set, as measured by number of unique PERMNOs. The single steps are described in detail throughout this section.

<table>
<thead>
<tr>
<th></th>
<th>Observations</th>
<th>Stocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Difference</td>
</tr>
<tr>
<td>Raw CRSP data</td>
<td>3909068</td>
<td>30972</td>
</tr>
<tr>
<td>Stock Exchange</td>
<td>3710859</td>
<td>-198209</td>
</tr>
<tr>
<td>Security Type</td>
<td>3048830</td>
<td>-662029</td>
</tr>
<tr>
<td>Penny Stocks</td>
<td>1889300</td>
<td>-1159530</td>
</tr>
</tbody>
</table>

**Table 5:** Amount of observations excluded by the various data filters we apply to get from the original to the final monthly data set. Also included are the number of unique stocks in the data set, as measured by number of unique PERMNOs. The single steps are described in detail throughout this section.

Once the data has been filtered according to the previous paragraphs, we reshape the data set using the *dcast*-function from R’s *data.table*-package (Dowle & Srinivasan, 2017). This changes the format of the data sets, so that the first column is the date, followed by one column for each of the stocks in the data set. This gives us a set of 13 345 observations for 18 987 stocks in the daily data set, which will be reduced by two observations once the 1963 data is removed. For the monthly data set we have 636 observation of 18 715 stocks. Because we have no need for stocks where there is not a single return observations, we calculate the observation rate for each stock, and remove the stocks where it is zero. This reduces the number of stocks by 13 to 18 974 in the daily set. In the monthly data set, this filter reduces the number of stocks by 76, to 18 639.

Because the models we use are based upon excess returns, this is the next step in our data management. For each series of stock returns, we subtract the risk-free rate, based upon the one month US Treasury bill, provided by French (2017).
4.1.2 Creating weekly data

There is no weekly data provided by CRSP, and therefore we have to create this data set ourselves. We start by defining an “auxiliary” date for each observation, which is the date of the Friday of the week in question. To calculate the weekly returns we multiply the daily returns and then subtract 1, as can be seen in equation (24). In R, this is done by using the aggregate-function for the observations with the same “auxiliary” dates.

\[
R_{\text{week}} = \left(1 + r_{\text{Mon}}\right)\left(1 + r_{\text{Tue}}\right)\left(1 + r_{\text{Wed}}\right)\left(1 + r_{\text{Thu}}\right)\left(1 + r_{\text{Fri}}\right) - 1
\]

The calculation of weekly returns is done in an identical fashion for both the stocks and the factors, and will result in some returns being reported as part of the next year. Specifically, returns seen in late December, if the corresponding Friday is in January, will be reported the following year. One example of this is the two observations from 1963 included in the first week of 1964.

4.2 Factor returns

Our source for the factor returns is the Kenneth R. French Data Library (French, 2017). From French’s library we get the daily and monthly factors from the five-factor model and momentum based on the US stock market. We download the factors for the same period as the stock data. This data set also contains the risk-free rate, which is used to calculate the excess returns. Although we considered constructing the factors ourselves, we decided not to, given the large time period for which they are readily available for the US stock market. Furthermore the purpose of this thesis is not to construct the factors, but to test whether or not our custom Markowitz implementation, using factor models, beat the market.

We download the five-factor data set, as well as the momentum returns. Based upon these, we create Asness, Moskowitz & Pedersen’s (2013) COMBO-factor in accordance with equation (19). We download both the daily and monthly factor data, and create the weekly factors in the same way as was done for the stock data. While the weekly factors included in the Fama-French three-factor model is available to download, we decide to create all of them from the daily factors for consistency. The factors downloaded from French (2017) are reported in percentage rather than absolute value, and we therefore divide these by 100.
5 Results and analysis

In our thesis we focus on 10 factor-based portfolios and two comparison portfolios, listed in table 2. It is worth noting that the return results reported here are realised excess returns, but we will just use the term returns for readability purposes. For the same reason, when discussing ex-post Sharpe- and appraisal ratios, we will only use the terms Sharpe- and appraisal ratios.

This section presents the results of our analysis. We start by analysing the portfolio returns, presenting summary statistics for the entire observation period. We then move on to analyses of the periodical Sharpe- and appraisal ratios, assessing how our portfolios perform on the basis of their mean one/four-year statistics by these measures. The next subsection will then try to analyse the crash-risk of our portfolios. This is done by looking both at their worst single observations and worst years of cumulative returns, and by estimating the skewness and kurtosis of the return distributions. Based on the findings from Sharpe- and appraisal ratios, and crash-risk we will look at the factor loadings, to see whether they can help us assess what we see in our performance measures. Finally, we discuss, and try to explain, what we have observed in the portfolio returns.

5.1 Summary of portfolio returns

Table 6 shows returns, standard deviations and annualised Sharpe- and appraisal ratios for the different portfolios after running our model on the entire return series. For daily data all the factor-based portfolios produce similar returns but the six-factor portfolio has the highest Sharpe- and appraisal ratios. The market has both the lowest return and Sharpe ratio.

For weekly data the $\frac{1}{N}$ portfolio gives the highest return but also the highest standard deviation. The six-factor portfolio again produces the highest Sharpe ratio, while the $\frac{1}{N}$ portfolio has the highest appraisal ratio. Meanwhile, the market portfolio produces the lowest Sharpe ratio, with the lowest mean return.

For the monthly data the $\frac{1}{N}$ portfolio produces the highest return and also the highest Sharpe- and appraisal ratios, while the Combo5F portfolio is the best of the factor-based portfolios. Just as in the weekly data the market produces the lowest return and Sharpe ratio, and every other portfolio has a positive appraisal ratio, with the market as a benchmark.

It is hard to conclude anything from table 6 since the returns are not normally distributed. However the table gives an overview of how the different portfolios perform. It is worth noting that the market seems to be the worst portfolio to invest in, especially for the daily returns.

The Sharpe- and appraisal ratios for the factor-based portfolios created on daily returns are unexpectedly large, with no values below 1.4. This is particularly clear when comparing their
Sharpe ratios with that of the market. One potential explanation is that the factor-based port-
folios are better at choosing stocks with favourable correlation between the stocks which will
reduce the volatility of the returns.

Looking at the correlation between the different factors in our daily data set we find that the
market has a negative correlation with all the other factors. This suggests that a positive expos-
ure to the other factors would lead to beneficial correlations when it comes to reducing volatility.
This exposure could also contribute to raising the returns of the portfolio, which means that it
could improve the Sharpe ratio further. In addition, our framework allows for $\alpha$’s in the indi-
vidual stocks, and this could help improve the Sharpe- and appraisal ratios. We will explore this
further when analysing the factor loadings of the various portfolios in section 5.5.

The market having the lowest Sharpe-ratio for all measurement frequencies goes against one
core assumption of the CAPM theory, namely that CAPM is the ideal portfolio (Sharpe, 1964).
Instead, it supports Fama & French’s (2015) findings that the CAPM model struggles empiri-
ically. By looking at daily, weekly and monthly data combined for annualised Sharpe ratios the differences are largest for the daily data. One reason for this could be the greater number of return observations, which could lead to better coefficient estimates in the regressions used to calculate the covariances. This could in turn lead to more accurate stock picking for these portfolios, which would give better results.

5.2 Periodical Sharpe ratio results

5.2.1 Daily data

To investigate the Sharpe ratio for each portfolio further, we calculate the one-year Sharpe ratio by looking at one year of daily returns and not the entire sample size as in table 6. Table 7 shows summary statistics of this measure. In this data, the highest maximum ratio is obtained by the six-factor portfolio. The SIM portfolio has the highest mean one-year Sharpe ratio, which is a bit different than what we saw in table 6 where the six-factor portfolio had the highest annualised Sharpe ratio. However, the amount of data does not allow for any solid conclusions from the statistics in table 7.

<table>
<thead>
<tr>
<th>Model</th>
<th>$SR_{\text{min}}$</th>
<th>$SR_{\text{mean}}$</th>
<th>$SR_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-3.105</td>
<td>2.017</td>
<td>6.889</td>
</tr>
<tr>
<td>FF5F</td>
<td>-3.078</td>
<td>2.027</td>
<td>6.894</td>
</tr>
<tr>
<td>Mom5F</td>
<td>-3.120</td>
<td>2.015</td>
<td>7.424</td>
</tr>
<tr>
<td>Combo5F</td>
<td>-3.111</td>
<td>2.029</td>
<td>7.109</td>
</tr>
<tr>
<td>FF4F</td>
<td>-3.099</td>
<td>2.037</td>
<td>7.522</td>
</tr>
<tr>
<td>Carhart</td>
<td>-3.108</td>
<td>2.014</td>
<td>6.921</td>
</tr>
<tr>
<td>FF3F</td>
<td>-3.107</td>
<td>2.027</td>
<td>6.925</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-3.154</td>
<td>2.036</td>
<td>6.661</td>
</tr>
<tr>
<td>Combo</td>
<td>-3.229</td>
<td>2.037</td>
<td>6.844</td>
</tr>
<tr>
<td>SIM</td>
<td>-3.204</td>
<td>2.060</td>
<td>7.101</td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-2.543</td>
<td>1.049</td>
<td>4.756</td>
</tr>
<tr>
<td>Market</td>
<td>-1.824</td>
<td>0.604</td>
<td>3.418</td>
</tr>
</tbody>
</table>

Table 7: Minimum, maximum and mean Sharpe ratios calculated for series of one-year Sharpe ratios, using daily return observations from 1965 through 2016 for our portfolios.

To increase the sample size, we run the bootstrap method on the Sharpe ratio data, and calculate 10,000 one-year Sharpe ratio means, producing 90% and 95% confidence intervals shown in figure 2. What can be concluded from the confidence intervals in this figure is that all the factor-based portfolios are significantly better than the $\frac{1}{N}$ and market portfolios on a 10% level.
On a 5% significance level all the factor-based portfolios are better than the market and the SIM portfolio is also better than the \(\frac{1}{N}\) portfolio. It is also apparent that the portfolios have higher one-year Sharpe ratios than the value they obtained for the entire period, as seen in table 6. This is however also observed for the comparison portfolios. The reason for this might be the fact that returns are autocorrelated, meaning that returns closer in time to each other will have more similar values. This would result in a lower standard deviations, which in turn would increase the Sharpe ratio. The reasons for our factor-based portfolios beating the market, are likely to be the same as those discussed in section 5.1.

![Figure 2: 95% (a) and 90% (b) confidence intervals for the mean one-year Sharpe ratio calculated from daily returns from 1965 through 2016. The confidence intervals are based on the percentiles of the 10 000 Sharpe ratio means from the bootstrap method. The marking in the middle of the confidence intervals show the mean value.](image)

5.2.2 Weekly data

Table 8 shows summary statistics for the time series of annual Sharpe ratios calculated from weekly returns. From this table it is clear that the SIM- and market portfolios have the highest and lowest mean one-year Sharpe ratios, respectively. This matches what we saw in table 6. The SIM portfolio also has the single highest Sharpe ratio observed among these portfolios, while the Combo portfolio has the lowest. The portfolios formed on weekly data also see periodical Sharpe ratios that are higher than that for the entire return period. This is again likely due to the autocorrelation of returns.

We run the bootstrap method to calculate 10000 annual Sharpe ratio means from weekly returns, producing the confidence intervals in figure 3.

As can be seen from figure 3 the SIM portfolio has the highest mean one-year Sharpe ratio, while the market retains the lowest ratio. However, when looking at the confidence intervals, we can conclude that there are no statistically significant differences between the various portfolios. This applies both on the 5% and 10% significance levels.
<table>
<thead>
<tr>
<th>Model</th>
<th>$SR_{\min}$</th>
<th>$SR_{\text{mean}}$</th>
<th>$SR_{\max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-1.950</td>
<td>1.065</td>
<td>3.620</td>
</tr>
<tr>
<td>FF5F</td>
<td>-2.034</td>
<td>1.054</td>
<td>3.656</td>
</tr>
<tr>
<td>Mom5F</td>
<td>-1.938</td>
<td>1.058</td>
<td>3.946</td>
</tr>
<tr>
<td>Combo5F</td>
<td>-2.008</td>
<td>1.060</td>
<td>3.745</td>
</tr>
<tr>
<td>FF4F</td>
<td>-2.034</td>
<td>1.050</td>
<td>4.068</td>
</tr>
<tr>
<td>Carhart</td>
<td>-1.908</td>
<td>1.053</td>
<td>3.680</td>
</tr>
<tr>
<td>FF3F</td>
<td>-2.086</td>
<td>1.052</td>
<td>3.808</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-2.537</td>
<td>1.063</td>
<td>3.978</td>
</tr>
<tr>
<td>Combo</td>
<td>-2.570</td>
<td>1.068</td>
<td>4.351</td>
</tr>
<tr>
<td>SIM</td>
<td>-2.563</td>
<td>1.070</td>
<td>4.428</td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-1.883</td>
<td>0.839</td>
<td>4.145</td>
</tr>
<tr>
<td>Market</td>
<td>-1.558</td>
<td>0.626</td>
<td>3.762</td>
</tr>
</tbody>
</table>

Table 8: Minimum, maximum and mean Sharpe ratios calculated for series of one-year Sharpe ratios, using weekly return observations from 1965 through 2016 for our portfolios.

Figure 3: 95% (a) and 90% (b) confidence intervals for the mean one-year Sharpe ratio calculated from weekly returns from 1965 through 2016. The confidence intervals are based on the percentiles of the 10 000 Sharpe ratio means from the bootstrap method. The marking in the middle of the confidence intervals show the mean value.

5.2.3 Monthly data

Table 9 shows a summary of the annualised four-year Sharpe ratios calculated for the monthly returns. For these monthly returns, the $\frac{1}{N}$ portfolio has the highest mean four-year Sharpe ratio, while the market portfolio has the lowest mean ratio. This matches what we see in table 6. The single highest Sharpe ratio is obtained by the FF3F portfolio, while the lowest Sharpe ratio is observed in the SIM portfolio. Unlike in the one-year Sharpe ratios for portfolios formed on daily and weekly data, there seems to be no increase in the periodical values. The reason for this difference is likely to be that the four year periods used to calculate these values are more...
diverse in the return observations than what we saw for the other measurement frequencies.

<table>
<thead>
<tr>
<th>Model</th>
<th>$S_{min}$</th>
<th>$S_{mean}$</th>
<th>$S_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-0.451</td>
<td>0.666</td>
<td>1.86</td>
</tr>
<tr>
<td>FF5F</td>
<td>-0.517</td>
<td>0.677</td>
<td>1.88</td>
</tr>
<tr>
<td>Mom5F</td>
<td>-0.468</td>
<td>0.666</td>
<td>1.90</td>
</tr>
<tr>
<td>Combo5F</td>
<td>-0.490</td>
<td>0.677</td>
<td>1.89</td>
</tr>
<tr>
<td>FF4F</td>
<td>-0.531</td>
<td>0.684</td>
<td>1.88</td>
</tr>
<tr>
<td>Carhart</td>
<td>-0.540</td>
<td>0.676</td>
<td>1.90</td>
</tr>
<tr>
<td>FF3F</td>
<td>-0.587</td>
<td>0.681</td>
<td>1.94</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-0.599</td>
<td>0.658</td>
<td>1.82</td>
</tr>
<tr>
<td>Combo</td>
<td>-0.605</td>
<td>0.677</td>
<td>1.83</td>
</tr>
<tr>
<td>SIM</td>
<td>-0.667</td>
<td>0.674</td>
<td>1.87</td>
</tr>
<tr>
<td>$\frac{1}{\pi}$</td>
<td>-0.245</td>
<td>0.695</td>
<td>1.48</td>
</tr>
<tr>
<td>Market</td>
<td>-0.524</td>
<td>0.429</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Table 9: Minimum, maximum and mean Sharpe ratios calculated for series of four-year Sharpe ratios, using monthly return observations from 1969 through 2016 for our portfolios.

Figure 4: 95% (a) and 90% (b) confidence intervals for the mean four-year Sharpe ratio calculated from monthly returns from 1969 through 2016. The confidence intervals are based on the percentiles of the 10 000 Sharpe ratio means from the bootstrap method. The marking in the middle of the confidence intervals show the mean value.

Using a bootstrap method on the monthly Sharpe ratio data and calculating 10 000 four-year Sharpe ratio means, we obtain the statistics that are summarised in figure [4]. From this data, we see that increasing the sample size, does not change which portfolio has the highest or lowest mean Sharpe ratio.

Unlike in the daily data, there are no significant difference in the means of the one-year Sharpe ratios for any portfolios in the monthly data on either the 10% or 5% significance levels. Of the factor-based portfolios, the FF4F portfolio has the highest mean one-year Sharpe ratio, but as
mentioned, the difference is not statistically significant.

### 5.2.4 Analysis of the Sharpe-ratio results

By looking at the confidence intervals for daily, weekly and monthly returns combined there are some differences in the results. Only the daily data has significant differences between the portfolios. Specifically, the SIM portfolio is significantly better than the market and the $\frac{1}{N}$ portfolio on a 5% level. The rest of the factor-based portfolios are all significantly better than the market on a 5% level, and better than the $\frac{1}{N}$ portfolio on a 10% level. From the monthly and weekly data there are no portfolios that are significantly better than any other. It is also clear from the tables and confidence intervals, that portfolios formed on the same measurement frequency have remarkably similar performances.

One potential reason for the differing results for the different measurement frequencies is the observation rate requirement. We demand a lower observation rate for the daily data, which might contribute to higher returns and/or lower volatility as there are more diversification possibilities. However, there is one argument against the observation rate causing these significant differences. The $\frac{1}{N}$ portfolio is based upon the same observation rate as the factor-based portfolios, which means that the difference between this and the factor-based portfolios can not be explained by the observation rate.

Another potential reason is that even though the observation rate demanded for daily data is lower, the raw number of observations demanded will still be higher. This might produce more accurate regressions, which could lead to better stock-picking, resulting in better returns.

A third factor to consider is that the one-year Sharpe ratios for daily returns is calculated on a higher number of observations than the one-year Sharpe ratios for weekly returns, or the four-year Sharpe ratios for the monthly data. This can drive down the standard deviation in the daily return series, thereby increasing the one-year Sharpe ratios. However, this should also apply to both the market and the $\frac{1}{N}$ portfolio.

The last point of note is that there is likely to be more noise in the daily data, that do not actually represent genuine changes in stock prices. This noise should however result in a higher volatility, but not higher returns, and should also apply to our comparison portfolios.

As we see it, it is therefore likely that the factor-based portfolios formed on daily data is significantly better than the market because they are more efficient in their stock-picking. The models that form the basis for our portfolios look at both the relevant factor returns, and the stock returns, and find the theoretically ideal portfolio. For the daily data this gives significantly better returns than the market.
The CAPM has struggled empirically, and that it should be beaten by factor models that take more information into account is consistent with Fama & French (2015). Although the factor models are only significantly better than the market for daily data, there does seem to be some indication that they are better for the other measurement frequencies as well. However, this cannot be concluded from our data set.

For our further analysis, we will choose a subset of our factor-based portfolios to analyse more deeply. We have done this to reduce the amount of tables and data that would need to be included, without contributing any further value. Given the similarity in performance between the various models when looking at returns and the Sharpe ratios, this should not be problematic. We wish to choose a subset that is as diverse as possible given our original set of portfolios. For this reason, we decide to include both the portfolios formed on the largest and the smallest number of factors, the six-factor and SIM portfolios. Given Asness, Moskowitz & Pedersen’s (2013) claim of robustness for the value-momentum strategy, we also include the value-mom portfolios. The Fama-French models are perhaps the best known multi-factor models, and we therefore want to include portfolios formed on one of these, namely the FF5F portfolios. Finally, we have decided to include the Carhart portfolios.

5.3 Periodical appraisal ratio results

To analyse the appraisal ratio further, in a similar way to what we did for the Sharpe ratio, we look at periodical data for this measurement as well. For daily and weekly portfolios, we calculate one-year appraisal ratios, while for the monthly portfolios, we calculate four-year appraisal ratios. For the analysis of the appraisal ratio, we use the market as our benchmark. Therefore, a statistically significant mean one/four-year appraisal ratio is an indication of the portfolio beating the market by this measure.

5.3.1 Daily data

Table 10 shows the summary statistics of the one-year appraisal ratios for the portfolios formed on daily data. There are some slight differences in the highest and lowest appraisal ratio observations, but it is clear that the factor-based portfolios are still similar by this measure.

In the same way as we calculated 10 000 Sharpe ratios, we use the bootstrap method to calculate 10 000 one-year mean appraisal ratios to find if there are any significant differences. The confidence intervals of this data can be seen in figure 5.

The fact that each of the daily factor-based portfolios, as well as the \( \frac{1}{X} \) portfolio, has a mean one-year appraisal ratio that is significantly higher than zero means that they all beat the market
Table 10: Minimum, maximum and mean appraisal ratios calculated for series of one-year appraisal ratios, using daily return observations from 1965 through 2016 for our portfolios.

<table>
<thead>
<tr>
<th>Model</th>
<th>$AR_{min}$</th>
<th>$AR_{mean}$</th>
<th>$AR_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-3.11</td>
<td>2.11</td>
<td>7.01</td>
</tr>
<tr>
<td>FFSF</td>
<td>-3.07</td>
<td>2.12</td>
<td>7.02</td>
</tr>
<tr>
<td>Carhart</td>
<td>-3.12</td>
<td>2.11</td>
<td>7.06</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-3.22</td>
<td>2.16</td>
<td>6.83</td>
</tr>
<tr>
<td>SIM</td>
<td>-3.30</td>
<td>2.19</td>
<td>7.30</td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-3.61</td>
<td>1.29</td>
<td>6.18</td>
</tr>
</tbody>
</table>

Figure 5: 95%(a) and 90%(b) confidence intervals for the mean one-year appraisal ratio calculated from daily returns from 1965 through 2016. The confidence intervals are based on the percentiles of the 10 000 appraisal ratio means from the bootstrap method. The marking in the middle of the confidence intervals show the mean value.

by this measure on a 5% level. This strengthens the findings from the Sharpe ratio analysis that our factor-based portfolios formed on daily data beat the market. Similarly to what we saw with the Sharpe ratio, we have higher periodical values than the corresponding values for the entire return series seen in table 6. Again, we believe this is likely to be due to more consistency in returns over a shorter period, leading to less volatile residuals.

5.3.2 Weekly data

Table 11 shows summary statistics of the annual appraisal ratios calculated from the weekly returns. The highest mean one-year appraisal ratio is obtained by the six-factor portfolio, while the lowest is obtained by the $\frac{1}{N}$ portfolio. However, the $\frac{1}{N}$ portfolio also has the highest maximum one-year appraisal ratio. Again we see a higher mean periodical value than what we saw for the entire return series seen in table 6. The autocorrelation of the returns is again likely to be the reason for this.
<table>
<thead>
<tr>
<th>Model</th>
<th>$AR_{\text{min}}$</th>
<th>$AR_{\text{mean}}$</th>
<th>$AR_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-2.67</td>
<td>0.95</td>
<td>3.21</td>
</tr>
<tr>
<td>FFSF</td>
<td>-2.52</td>
<td>0.93</td>
<td>3.26</td>
</tr>
<tr>
<td>Carhart</td>
<td>-3.00</td>
<td>0.93</td>
<td>3.29</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-2.94</td>
<td>0.94</td>
<td>3.72</td>
</tr>
<tr>
<td>SIM</td>
<td>-3.04</td>
<td>0.94</td>
<td>4.31</td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-2.62</td>
<td>0.73</td>
<td>4.45</td>
</tr>
</tbody>
</table>

Table 11: Minimum, maximum and mean appraisal ratios calculated for series of one-year appraisal ratios, using weekly return observations from 1965 through 2016 for our portfolios.

Figure 6: 95% (a) and 90% (b) confidence intervals for the mean one-year appraisal ratio calculated from weekly returns from 1965 through 2016. The confidence intervals are based on the percentiles of the 10,000 appraisal ratio means from the bootstrap method. The marking in the middle of the confidence intervals show the mean value.

We run the bootstrap method to calculate 10,000 annual appraisal ratios from the weekly returns producing the confidence intervals in figure 6. In contrast to the analysis of the Sharpe ratio on weekly data we find that all the selected portfolios are significantly outperforming the market both on a 5% and 10% significance level.

5.3.3 Monthly data

Table 12 shows a summary of the annual appraisal ratios calculated over a period of four years for the monthly returns. The $\frac{1}{N}$ portfolio has the highest mean four-year appraisal ratio. This is consistent with what we found in table 6 where the $\frac{1}{N}$ portfolio also had the highest annualised mean Sharpe ratio. The highest appraisal ratio for our factor-based portfolios is obtained by the FFSF portfolio, while the lowest appraisal ratio is the value-mom- and SIM portfolios.

Unlike what we saw in the periodical Sharpe ratio data, we do get an increase in the four-year appraisal ratio when compared to the equivalent value for the entire return series in table 6.
<table>
<thead>
<tr>
<th>Model</th>
<th>$AR_{\text{min}}$</th>
<th>$AR_{\text{mean}}$</th>
<th>$AR_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-0.67</td>
<td>1.07</td>
<td>2.69</td>
</tr>
<tr>
<td>FFSF</td>
<td>-0.72</td>
<td>1.08</td>
<td>2.74</td>
</tr>
<tr>
<td>Carhart</td>
<td>-0.65</td>
<td>1.06</td>
<td>2.77</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-0.61</td>
<td>0.99</td>
<td>3.10</td>
</tr>
<tr>
<td>SIM</td>
<td>-1.02</td>
<td>0.99</td>
<td>2.83</td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-1.35</td>
<td>1.65</td>
<td>4.45</td>
</tr>
</tbody>
</table>

Table 12: Minimum, maximum and mean appraisal ratios calculated for series of four-year appraisal ratios, using monthly return observations from 1969 through 2016 for our portfolios.

Figure 7: 95% (a) and 90% (b) confidence intervals for the mean four-year appraisal ratio calculated from monthly returns from 1969 through 2016. The confidence intervals are based on the percentiles of the 10,000 appraisal ratio means from the bootstrap method. The marking in the middle of the confidence intervals show the mean value.

This could be due to higher consistency in the residuals for the periods than there are in the full return series, and/or it could be that there are higher $\alpha$'s in these shorter periods.

Using the bootstrap method on the four-year appraisal ratios and calculating 10,000 annual appraisal ratio means, we obtain the statistics that are summarised in figure 7. Unlike the monthly data for Sharpe ratio we find that these portfolios outperform the market on the 5% and 10% significance levels.

5.3.4 Analysis of appraisal ratio results

All the factor-based portfolios beat the market on a 5% significance level. However, while the $\frac{1}{N}$ portfolio has the worst one-year mean appraisal ratio when formed on daily and weekly data, it has the highest four-year mean when formed on monthly data. As was the case with the Sharpe ratio data, it is clear that the factor-based portfolios formed on the same frequency are remarkably similar.
While all portfolios have a statistically significant mean one/four-year appraisal ratios, there are some differences in the actual value between the measurement frequencies. The reasons for why the portfolios formed on daily data seem to perform better than those formed on other frequencies are likely to be similar to those discussed while analysing the Sharpe ratios. Particularly the greater number of observations, both when picking stocks, and when calculating the appraisal ratio could be contributing to this.

Because of the low number of observations used to form the bootstrapped sample for the monthly portfolios, we wish to apply some caution when interpreting these results in particular. While the bootstrapped data has 10,000 data points, we base these upon only 12 actual observations. This could potentially lead to some bias in the result. While this was true also for the Sharpe ratios, the lack of any significance in those results meant that this was not as big a concern in that analysis. The fact that we see significant appraisal ratios for the portfolios formed on daily and weekly data however, does indicate that our framework beats the market.

We believe that the significant outperformance of the market by the factor-based portfolios is caused by their active stock-picking. By using a model that takes advantage of both $\alpha$’s and beneficial covariances we get a significantly higher appraisal ratio than the market. This also supports the empirical struggles of the CAPM, consistent with Fama & French (2015).
5.4 Measuring crash-risk in the portfolios

To further assess the quality of our portfolios, we analyse their crash-risk. We first look at the worst days/weeks/months that are observed for each portfolio, as well as the cumulative return in the worst year for each portfolio. By comparing this data, we get a chance to see how bad the most extreme returns are. This can help us assess how likely the portfolios are to collapse. These observations can be seen in table [13]

<table>
<thead>
<tr>
<th>Worst single return observation</th>
<th>Worst year by cumulative return</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily  Weekly  Monthly</td>
<td>Daily  Weekly  Monthly</td>
</tr>
<tr>
<td>Six-factor</td>
<td>-10.43%  -19.40%</td>
</tr>
<tr>
<td>FFSF</td>
<td>-10.56%  -19.95%</td>
</tr>
<tr>
<td>Carhart</td>
<td>-10.05%  -19.91%</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-9.61%   -22.29%</td>
</tr>
<tr>
<td>SIM</td>
<td>-9.82%   -21.58%</td>
</tr>
<tr>
<td>Market</td>
<td>-11.30%  -25.21%</td>
</tr>
</tbody>
</table>

Table 13: The single worst return observations, and the worst years by cumulative returns. Among the single worst observations, the values can not be compared between the measurement frequencies, as they are reported as daily, weekly and monthly returns, respectively. The difference between the worst year for the daily and monthly market portfolios are likely to be caused by rounding errors in the data set. The discrepancy of the worst year of the weekly market portfolio comes from the way we have created the weekly data set as described in section [4.1.2]. The returns of one week are all placed on the Friday of said week. This means that some returns that might have actually been at the end of December will be reported as early January instead.

Looking at crash-risk through these measures, it seems that our comparison portfolios, and especially the market, struggle more than our factor-based portfolios. Among the portfolios formed on daily data, the worst day for any of our factor-based portfolios had a return of $-10.56\%$, while the market, on its worst day, had a return of $-17.44\%$. Even though the equivalent difference among the portfolios formed on weekly and monthly data is smaller, it is still the case that the market performs worse than any of our factor-based portfolios. However, in the case of the portfolios formed on monthly data, it is not the market, but rather the $\frac{1}{N}$ portfolio which experiences the worst month of our portfolios, with a return of $-25.21\%$.

Looking at the worst years by cumulative return, a similar pattern is seen, although there are some noteworthy differences. The market is the worst portfolio for each of the three measurement frequencies. However, by this measure on the portfolios formed on daily data, the $\frac{1}{N}$ portfolio lies in the middle of our factor-based portfolios. For the portfolios formed on monthly data meanwhile, the $\frac{1}{N}$ portfolio has the best return in its worst year.

It is noteworthy that several factor-based portfolios share the same dates or the same years for their worst returns, when they are formed on the same frequency. This is yet another indication of how similar these portfolios are.
5.4.1 Skewness and kurtosis

Two statistical measurements that can be useful when assessing the crash-risk of the portfolios are skewness and kurtosis, which in combination tells us about the shape of the return distribution. To better compare the portfolios by these two measures, we have created a composite measure, which we have called crash-risk measure, by multiplying them. A positive skewness is desirable, while a negative skewness is bad, and a high kurtosis strengthens the skewness value. Therefore, a positive skewness along with high kurtosis is good, and a negative skewness with high kurtosis is bad. This means that a negative crash-risk measure is bad, while a positive crash-risk measure is good, and the magnitude says something about how bad/good the measure is.

<table>
<thead>
<tr>
<th></th>
<th>Daily</th>
<th></th>
<th></th>
<th>Weekly</th>
<th></th>
<th></th>
<th>Monthly</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Skewness</td>
<td>Kurtosis</td>
<td>Crash-risk</td>
<td>Skewness</td>
<td>Kurtosis</td>
<td>Crash-risk</td>
<td>Skewness</td>
<td>Kurtosis</td>
<td>Crash-risk</td>
</tr>
<tr>
<td>Six-factor</td>
<td>-0.23</td>
<td>31.22</td>
<td>-7.28</td>
<td>-0.83</td>
<td>9.00</td>
<td>-7.50</td>
<td>-0.44</td>
<td>6.60</td>
<td>-2.89</td>
</tr>
<tr>
<td>FFSF</td>
<td>-0.34</td>
<td>29.99</td>
<td>-10.25</td>
<td>-0.85</td>
<td>9.38</td>
<td>-8.01</td>
<td>-0.41</td>
<td>6.75</td>
<td>-2.79</td>
</tr>
<tr>
<td>Carhart</td>
<td>-0.33</td>
<td>28.69</td>
<td>-9.37</td>
<td>-0.82</td>
<td>9.34</td>
<td>-7.62</td>
<td>-0.40</td>
<td>6.81</td>
<td>-2.74</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-0.50</td>
<td>26.43</td>
<td>-13.24</td>
<td>-0.80</td>
<td>9.30</td>
<td>-7.49</td>
<td>-0.52</td>
<td>6.69</td>
<td>-3.45</td>
</tr>
<tr>
<td>SIM</td>
<td>-0.62</td>
<td>25.61</td>
<td>-15.90</td>
<td>-0.84</td>
<td>9.20</td>
<td>-7.74</td>
<td>-0.52</td>
<td>7.09</td>
<td>-3.66</td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-0.46</td>
<td>10.42</td>
<td>-4.83</td>
<td>-0.52</td>
<td>6.45</td>
<td>-3.34</td>
<td>-0.41</td>
<td>5.39</td>
<td>-2.22</td>
</tr>
<tr>
<td>Market</td>
<td>-0.50</td>
<td>18.25</td>
<td>-9.20</td>
<td>-0.44</td>
<td>8.14</td>
<td>-3.57</td>
<td>-0.52</td>
<td>4.79</td>
<td>-2.50</td>
</tr>
</tbody>
</table>

Table 14: The skewness and kurtosis measures of the different portfolios, measured for the entire return series. Thus, the values for the portfolios formed on daily and weekly data are based on returns from 1965-2016, while they are based on returns from 1969-2016 for the portfolios formed on monthly data. We have also included our crash-risk measure, which is the product of the skewness and the kurtosis.

Looking at the portfolios based on daily data, there are no clear patterns. Some of our factor-based portfolios have a lower skewness than our comparison portfolios, while some have the same or higher. It is however clear that the daily $\frac{1}{N}$ portfolio has the lowest kurtosis, while the factor-based portfolios have higher value for this measure than either comparison portfolio. When we look at the crash-risk measure, the $\frac{1}{N}$ portfolio has the best value. For the factor-based portfolios, meanwhile, the crash-risk measure varies, with the six-factor portfolio being better than the market, and the others worse.

The portfolios formed on weekly data show something different by these measures. Each of the factor-based portfolios has both a worse skewness and a higher kurtosis than either of our comparison portfolios. The market has the best skewness, while the $\frac{1}{N}$ portfolio has the best kurtosis measurement. By our crash-risk measure, the factor-based portfolios formed on weekly data are thus considerably worse.

Lastly, when looking at the skewness of the portfolios formed on the monthly data, there is no clear pattern. All of our portfolios have similar values for this measure, although the best value
is seen by the Carhart portfolio. The comparison portfolios do however have slightly slimmer tails as shown by their kurtosis measures. This leads to the comparison portfolios having slightly better crash-risk measures, although the difference is smaller than what we saw for the weekly portfolios.

Overall, there does seem to be some added crash-risk in our factor-based portfolios when looking at skewness and kurtosis. This is particularly seen in the portfolios formed on weekly data, and to some degree also in the monthly and daily portfolios. However, among the daily portfolios the six-factor portfolio seems to be better than the market. It is however, also worth noting that the comparison portfolios have worse returns at their worst observations. This suggests that, instead of our factor-based portfolios having longer tails when their negative skewness is higher, it is rather that the negative tail is thicker than the positive tail.

### 5.4.2 Crash-risk in the worst times

When looking at the crash-risk of our portfolios, we believe it is useful to look at the skewness and kurtosis in their worst times. To do this, we have calculated the cumulative return for each portfolio each year, and picked the worst periods. Because of low sample sizes when looking at individual years, we exclude the portfolios formed on monthly data from this analysis. We start by including the four years in which one or more of our portfolios had their worst year, which is 1969, 1973, 1974 and 2008. Since 1973 and 1974 are consecutive years, we decide to combine them into one set, to get a better sample. To get a more diverse sample of bad times, we add two other years. 1990, in which every portfolio had a relatively bad return, and 2002, in which the factor-based portfolios had a positive return, while our comparison portfolios had a negative return. We believe that this sample is relatively diverse, both in terms of being spread out chronologically, and in what the observed returns are.

<table>
<thead>
<tr>
<th></th>
<th>69</th>
<th>73/74</th>
<th>90</th>
<th>02</th>
<th>08</th>
<th>69</th>
<th>73/74</th>
<th>90</th>
<th>02</th>
<th>08</th>
<th>69</th>
<th>73/74</th>
<th>90</th>
<th>02</th>
<th>08</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six-factor</td>
<td>-0.55</td>
<td>-0.45</td>
<td>-1.50</td>
<td>-0.49</td>
<td>-0.11</td>
<td>6.09</td>
<td>10.23</td>
<td>9.77</td>
<td>5.39</td>
<td>5.63</td>
<td>-3.36</td>
<td>-4.60</td>
<td>-14.61</td>
<td>-2.65</td>
<td>-0.61</td>
</tr>
<tr>
<td>FFSF</td>
<td>-0.56</td>
<td>-0.43</td>
<td>-1.52</td>
<td>-0.49</td>
<td>0.03</td>
<td>6.15</td>
<td>10.59</td>
<td>9.91</td>
<td>5.46</td>
<td>5.89</td>
<td>-3.43</td>
<td>-4.59</td>
<td>-15.09</td>
<td>-2.65</td>
<td>0.20</td>
</tr>
<tr>
<td>Carhart</td>
<td>-0.57</td>
<td>-0.44</td>
<td>-1.52</td>
<td>-0.53</td>
<td>-0.02</td>
<td>6.09</td>
<td>10.55</td>
<td>9.74</td>
<td>5.42</td>
<td>5.71</td>
<td>-3.46</td>
<td>-4.62</td>
<td>-14.77</td>
<td>-2.90</td>
<td>-0.10</td>
</tr>
<tr>
<td>Value-mom</td>
<td>-0.65</td>
<td>-0.40</td>
<td>-1.66</td>
<td>-0.63</td>
<td>-0.02</td>
<td>6.30</td>
<td>10.90</td>
<td>9.58</td>
<td>5.22</td>
<td>5.75</td>
<td>-4.12</td>
<td>-4.38</td>
<td>-15.86</td>
<td>-3.28</td>
<td>-0.12</td>
</tr>
<tr>
<td>SIM</td>
<td>-0.62</td>
<td>-0.39</td>
<td>-1.70</td>
<td>-0.63</td>
<td>0.20</td>
<td>6.02</td>
<td>11.03</td>
<td>9.77</td>
<td>5.19</td>
<td>5.28</td>
<td>-3.75</td>
<td>-4.28</td>
<td>-16.59</td>
<td>-3.25</td>
<td>1.25</td>
</tr>
<tr>
<td>Market</td>
<td>-0.26</td>
<td>0.20</td>
<td>-0.95</td>
<td>0.20</td>
<td>-0.02</td>
<td>4.15</td>
<td>4.08</td>
<td>6.62</td>
<td>2.96</td>
<td>4.15</td>
<td>-1.11</td>
<td>0.83</td>
<td>-6.33</td>
<td>0.60</td>
<td>-0.10</td>
</tr>
<tr>
<td>Crash-risk</td>
<td>-0.01</td>
<td>0.36</td>
<td>-0.25</td>
<td>0.48</td>
<td>0.13</td>
<td>3.34</td>
<td>3.82</td>
<td>4.15</td>
<td>3.63</td>
<td>6.56</td>
<td>-0.03</td>
<td>1.38</td>
<td>-1.03</td>
<td>1.72</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 15: The skewness and kurtosis measures of the portfolios formed on daily data, measured for the bad periods we have chosen for further analysis. The periods are identified by cumulative returns in a calendar year. We have also included our crash-risk measure, which is the product of the skewness and the kurtosis.

In table[15], we present the skewness, kurtosis and our crash-risk measure in these bad periods.
for the portfolios formed on daily data. It is clear that the kurtosis measures in all of these periods are lower than what we saw for the entire return series in table 14. This is likely to be caused by these periods being relatively short, which means that there is not as big a spread in the returns as there are in the longer period. This is also supported by the fact that the factor-based portfolios have their highest kurtosis in the two-year period, 1973/74, rather than any of the single years. Another point worth noting, is that there are some portfolios that have a positive skewness in certain periods, especially the comparison portfolios. In 2008, the FF5F- and SIM portfolios have positive skewness values, which leads to the SIM portfolio having the best crash-risk measure of any portfolio in this year.

The year that most clearly sticks out among the portfolios formed on daily data is 1990. Every portfolio has its worst skewness measure, and one of its two worst kurtosis measures in this year. This results in all of the portfolios having their worst crash-risk measurement in 1990. It is however worth noting that the factor-based portfolios have a considerably worse crash-risk measure than the comparison portfolios.

Table 16: The skewness and kurtosis measures of the portfolios formed on weekly data, measured for the bad periods we have chosen for further analysis. The periods are identified by cumulative returns in a calendar year. We have also added our crash-risk measure, which is the product of the skewness and the kurtosis.

<table>
<thead>
<tr>
<th>Year</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Crash-risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>69 73/74</td>
<td>90 02 08</td>
<td>69 73/74 90 02 08</td>
</tr>
<tr>
<td>Six-factor</td>
<td>-0.49 -0.17 -1.09 -0.48 -0.36 2.66 5.68 5.79 3.96 4.72 -1.31 -0.95 -6.31 -1.91 -1.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FF5F</td>
<td>-0.43 -0.16 -1.09 -0.63 -0.41 2.64 5.68 5.76 3.86 4.60 -1.14 -0.93 -6.26 -2.44 -1.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carhart</td>
<td>-0.49 -0.19 -1.12 -0.46 -0.30 2.75 5.82 5.93 4.04 4.75 -1.35 -1.09 -6.67 -1.87 -1.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value-mom</td>
<td>-0.42 -0.11 -1.06 -0.42 -0.25 2.94 5.53 4.93 4.07 4.45 -1.23 -0.62 -5.24 -1.71 -1.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIM</td>
<td>-0.43 -0.12 -1.05 -0.64 -0.30 2.93 5.75 4.91 4.01 4.43 -1.27 -0.72 -5.18 -2.58 -1.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{N}$</td>
<td>-0.28 0.67 -0.64 -0.24 -0.18 2.88 3.81 2.87 2.69 4.07 -0.80 2.57 -1.84 -0.65 -0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market</td>
<td>-0.38 0.70 -0.20 0.04 -0.38 2.50 5.46 2.29 3.18 6.19 -0.95 3.82 -0.47 0.12 -2.36</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 16 show skewness, kurtosis and our crash-risk measure for the portfolios formed on weekly data. Again we see that the kurtosis is somewhat lower for all portfolios than what we saw for the entire return series in table 14, although the differences are smaller than what we saw for the daily portfolios. Among the weekly portfolios there are fewer instances of positive skewness than what we saw among the daily portfolios, and none of our factor-based portfolios experience any positive skewness.

For our factor-based portfolios, as well as the $\frac{1}{N}$ portfolio, formed on weekly data, 1990 is again the worst year, as measured by skewness, and the composite crash-risk measure. For the market however, 2008 was the worst of these years, and this was also its worst year measured by cumulative returns. It is also clear from the table, that although 1973/74 was a bad period for all of the portfolios, our comparison portfolios were highly resilient to crashing in this period, because of their relatively high positive skewness. This period also has the best crash-risk
5.4.3 Overall crash-risk

It should be noted that it is difficult to compare crash-risk across frequency measurements. This becomes clear when looking at the kurtosis of the market, which is substantially different between the three frequencies, although they ultimately represent the same portfolio. This will naturally extend to our composite crash-risk measure, which is the product of the skewness and kurtosis.

It is difficult to conclude which portfolio has the greatest crash-risk by the measures we have presented. The worst observations and calendar years point towards the market, while skewness and kurtosis indicate that our factor-based portfolios are in greater danger of crashing. Based on these findings, we would conclude that there is no great risk of a complete collapse of our factor-based portfolios.

5.5 Factor loadings in portfolios

In addition to our analysis of the portfolio performance we find it interesting to look at the different factor loadings for our selected sample of factor-based portfolios. We hope that this might explain why our portfolios seem to outperform the market both for Sharpe- and appraisal ratios. We also wish to check the similarity of the various portfolios, given that their performance measures are so similar.

Tables 17 and 18 show the factor loadings for our subset of portfolios formed on daily and weekly data. From these tables it is clear that the market, size and momentum factors are significantly loaded for every portfolio formed on both daily and weekly data. These factors are highly significant for every one of our portfolios, regardless of whether they played a part in forming the portfolio. Every one of these loadings are also positive. While all the portfolios are positively exposed to these factors, the portfolios formed on weekly data have higher coefficients than those formed on daily data.

Among the other factors, CMA has the most significant exposures. This factor is significantly and negatively loaded in each of the portfolios formed on daily data. The HML- and RMW-factors meanwhile, are only significantly loaded in the value-mom portfolio formed on daily data, in which they are both negatively loaded.

The significantly loaded factors also seem to have very similar loadings for every portfolio based on the same measurement frequency. This further suggests that there is not a very large

---

1 We have, for readability purposes, excluded monthly data from this part of our thesis. However, the factor loadings for the portfolios formed on monthly data largely follow the same patterns as those highlighted here.
Table 17: Factor exposures for the Six-factor, FF5F, Carhart, Value-mom and SIM portfolios formed on daily data. We run the following regression for the portfolio using daily returns from 1965 through 2016:

\[ r_{p,t} = \alpha_p + \beta_p \cdot Mkt_t + \gamma_p \cdot SMB_t + \delta_p \cdot HML_t + \epsilon_p \cdot RMW_t + \zeta_p \cdot CMA_t + \theta_p \cdot MOM_t + \epsilon_p \]

where the regression coefficients show the portfolio exposure to the different factors. T-stats are listed in parentheses. Greyed out coefficients and t-stats indicate a factor that was not used in forming the portfolio. Given that there are typically five market days in one week, we have multiplied the daily \( \alpha \)'s by five to be able to compare them with \( \alpha \)-values of the portfolios formed on weekly data.

difference between the investments of the various portfolios. This helps explain the small, insignificant differences in the Sharpe- and appraisal ratios of these portfolios. There are however some differences between the factor loadings when comparing across measurement frequencies. Specifically, among those factors significantly loaded in all portfolios, they seem to be more heavily loaded in the portfolios formed on weekly data.

The significant factor loadings could also help explain why the portfolios beat the market. When looking at the correlation matrices of the different factor sets\(^2\), the daily market factor has a negative correlation with all the other factors, while for the weekly factors, all but \( SMB \) has a negative correlation with the market. This means that our portfolios, being positively loaded in both size and momentum, have taken advantage of beneficial covariances, which are likely to lead to better performance.

As a last point of note, each of the portfolios created on daily and weekly data has a significant \( \alpha \). It is clear that the daily portfolios have a higher \( \alpha \) than the portfolios formed on weekly data. Specifically, the daily portfolios get an added weekly return between 0.2% and 0.25%, while the weekly portfolios only get an added return between 0.05% and 0.07%. However, among the

---

\(^2\)These matrices are not included in the thesis, but will be made available upon request.
Table 18: Factor exposures for the Six-factor, FF5F, Carhart, Value-mom and SIM portfolios formed on weekly data. We run the following regression for the portfolio using weekly returns from 1965 through 2016:

\[ r_{p,t} = \alpha_p + \beta_p \cdot \text{Mkt}_t + s_p \cdot \text{SMB}_t + h_p \cdot \text{HML}_t + r_p \cdot \text{RMW}_t + c_p \cdot \text{CMA}_t + m_p \cdot \text{MOM}_t + \epsilon_p \]

where the regression coefficients show the portfolio exposure to the different factors. T-stats are listed in parentheses. Greyed out coefficients and t-stats indicate a factor that was not used in forming the portfolio.

portfolios formed on the same frequency data, there does not seem to be any portfolio that has a significantly better \( \alpha \) than the others.

5.6 Why are the portfolio performances so similar?

Throughout our analysis so far, it is clear that the various factor-based portfolios have remarkably similar performances. This is apparent both when looking at their performance measures and their factor loadings. Despite being based upon different numbers and combinations of factors, our portfolios seem to pick very similar stocks. We therefore decide to look deeper at our calculation of both the vector expected returns and the covariance matrix of the stocks.

The first thing we realise, is that the vector of expected returns in our calculations should be identical to that calculated by using the average of the returns. Because all of the average returns should be included in the \( \alpha \)'s or the product of the factor coefficients and factor returns, none of the actual returns should be unaccounted for.

When looking at the covariance matrix however, there are some minor differences. The variance of the individual stocks, contained in the main diagonal of the matrix, should be exact, as we include both the variance described by the factors and the residual variance. However, when
we calculate the covariance between the different stocks, some minor discrepancies do appear. Specifically, our covariance matrix does not take into account the share of the covariance that would be explained by the residuals in our regressions.

The reason why our portfolios are so similar to each other is therefore that there are only minor differences in the covariance matrices that we calculate. What we end up with is not a portfolio that invests in a specific set of factors, but rather a different approach to calculating the covariance matrix used in the Markowitz theory. That is to say, our framework creates approximations of the standard Markowitz framework, and it seems to be a better, or at least more stable way of implementing it. The inconsistencies that appear in the standard Markowitz implementation seem to disappear, and despite running 1520 optimisations, we never experience a covariance matrix that is non-positive definite.

5.6.1 Which approximation is better?

It is impossible to conclude which of our portfolios is best as an investment strategy given the similarities in performance. However, as we seem to have identified a more stable way of implementing the Markowitz framework, we wish to compare them in that regard. Specifically, which set of factors should be considered the best in implementing our framework.

There are two elements to consider in this discussion. These are the number of estimates to be calculated, and the amount of covariance that is unaccounted for by being left in the residuals. The portfolio based on the SIM, using only one factor, will produce the lowest number of estimates, while the six-factor model will produce the greatest number. Returning to table[1] in section[2.2.1] the six-factor model produces 8027 estimates for 1000 stocks, while using the SIM would, by the same calculations, produce only 3002.

On the other hand, the six-factor model, using more explanatory variables, should have smaller residuals, thereby including more relevant information in the covariance matrix. By this measure, the SIM should produce a worse estimate of the covariance matrix, as it only includes one explanatory variable.

We believe that, since all of our models produce stable Markowitz implementations, the calculation of the covariance matrix should be the primary concern. We therefore conclude that all the available factors should be included in the estimation of this matrix, and the six-factor model should be preferred.
6 Conclusion

We create a framework which combines the traditional Markowitz (1952) theory of portfolio optimisation with established factor models. This framework calculates the expected returns and the covariance matrix of the stocks by using factor regression coefficients, and the expected returns and covariance matrix of the factors. It calculates the stock weights in the same way as the standard Markowitz framework, finding the combination with the highest ex-ante Sharpe ratio.

We find that, by investing in a portfolio based upon our framework, using daily data allows an investor to beat the market, as measured by its ex-post Sharpe ratio. This improvement in performance over the market portfolio is significant on the 5% level. While the Sharpe ratio is not significantly better than the market when the portfolios are formed on weekly or monthly data, there are some indications that our framework is better. The main indication that all the portfolios formed on our framework beat the market comes from the appraisal ratio, for which all of them have a significant mean one/four-year value.

What is most surprising in our results is the magnitude of the Sharpe- and appraisal ratios obtained for our portfolios formed on daily data. The values observed are all considered very high, and might be cause for some concern as to the validity of our results. However, we believe that our methodology is solid, and these ratios are based upon the realised returns of the portfolios, rather than the expected values.

We would however recommend more caution when looking at the periodical Sharpe- and appraisal ratios of the portfolios formed on monthly data. Because of the comparatively low number of return observations, the sample of four-year measures was only 12. Even though we applied the bootstrap method to this data, creating 10,000 sample means of these values, the low number is still some cause for concern. However, the mean of the Sharpe ratio was not significantly better than that of the market, and results of that analysis are, at any rate, inconclusive. However, the mean values of the appraisal ratios were found to be significant, and so, the conclusions based upon this should be handled with care.

While there are strong indications of our framework producing better results than the market, there are no differences between the various portfolios based on it. We found that what our framework truly creates, is not a factor-based investment portfolio as such, but rather a more stable approximation of the Markowitz framework. While the standard framework often experiences problems with a non-positive definite covariance matrix, which could lead to a negative expected variance, this problem did not occur in our implementation. Over the course of creating our factor-based portfolios on this framework, 1,520 covariance matrices were calculated, and all of them were positive definite.
Based upon our results, we find a couple of areas that we believe would be interesting to expand upon in further research:

1. The inclusion of shorting might help show significant improvements over the market for weekly and/or monthly data. While it is difficult to account for the constraints and costs involved in shorting, a significantly better result than ours might be an indication that it is better nonetheless.

2. To further see whether it is possible to get significant results for weekly and monthly data, a longer time period might be used. While the full set of factors is not available further back than mid-1963, some are. Specifically, the factors from the Fama-French three-factor model, plus the momentum factor, is available as far back as 1926. Alternatively, if the necessary accounting data is available, the factors could be created for a greater time period.

3. It could be interesting to find a way to implement both our framework and the standard Markowitz framework, to see how they compare as investment strategies. While our framework is more stable in terms of avoiding problematic covariance matrices, it does not mean that the resulting investment is necessarily better.

4. Checking our framework in a different market could potentially strengthen the conclusions we have reached. This would be particularly interesting if done in conjunction with the previous point of implementing a standard Markowitz framework. We believe our framework would have its greatest advantage over the standard in a big market, so a test on two markets of different size would be interesting.
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