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ABSTRACT

Due to the increasing demands on higher qualities of thin martensitic steel strips, a great attention needs to be paid to the dimension quality of the finished product within the hardening line. The temperature distribution within the strip during the process influences the flatness of the finished product. Therefore, a FEM model was developed based on physical theories. Specifically, the temperature for the section before martensitic transformation was predicted by using a steady state approach. In addition, the results of the numerical predictions were compared to measured temperature performed in industry by using infrared thermal imaging. The results showed that a significant temperature difference exists across the width of the strip. This difference was 41°C and 48°C at the position close to the bath interface according to the thermal imaging and modelling results, respectively. Furthermore, the temperature measurements showed that the temperature of the strip decreased by 245°C from the furnace temperature within the gas box beyond the hardening furnace. The measurements were performed at a position about 21 mm away from the molten metal bath interface. Overall, the results of this study can be seen as initial fundamental knowledge of the modelling of the hardening process. Thereby, this knowledge can be used to modify the current hardening process as well as be used as input to study the stress in strip in future investigations.

Keywords: Process industries, Hardening process, Martempering, Heat transfer, Numerical modelling, Strip.

NOMENCLATURE

Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>Mass density, [kg/m(^3)].</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Dynamic viscosity, [Pa.s].</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>Emissivity.</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Specific heat ratio.</td>
</tr>
<tr>
<td>(\sigma_b)</td>
<td>Stefan–Boltzmann constant, [W/ (m(^2).K(^4)].</td>
</tr>
<tr>
<td>(k)</td>
<td>Thermal conductivity, [W/ (m.K)].</td>
</tr>
<tr>
<td>(p)</td>
<td>Pressure, [Pa].</td>
</tr>
<tr>
<td>(T)</td>
<td>Temperature, [K] unless otherwise stated.</td>
</tr>
<tr>
<td>(u)</td>
<td>Velocity, [m/s].</td>
</tr>
</tbody>
</table>

Sub/superscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^t)</td>
<td>Transpose matrix.</td>
</tr>
</tbody>
</table>
He showed that wavy edges can be removed by using a numerical method to predict the temperature and thermal stresses in the strip. Yoshida (1984) analysed the edge wave of a hot rolled strip after cooling. He established a numerical method to establish a numerical method to calculate the amount of thermal stresses that are produced. A schematic view of the specific hardening process, before the martensitic transformation step, is illustrated in Figure 1. The so called gas box, is a sealing box in which the strip is transported from the muffle of the furnace into the LBE bath. The reducing hydrogen atmosphere of the furnace is provided from the gas inlet located inside the gas box.

Despite all advantages of using LBE as a media in the hardening process, geometrical and flatness defects are still found in the produced strip. In order to investigate how these may form, a better comprehension of the process is required with a focus on the temperature distribution in the strip.

Many researchers referred to the uneven temperature difference as one of the main reasons for the cause of flatness defects. Dimensional changes during case hardening were discussed by Thelning (1984) and he showed that thermal stresses; created during cooling, are the main causes of dimensional changes. In addition, Yoshida (1984) analysed the edge wave of a hot rolled strip after cooling. He established a numerical method to predict the temperature and thermal stresses in the strip. He showed that wavy edges can be removed by using a uniform transverse temperature difference. Wang et al. (1996) studied the deflection problems of the thermomechanical controlled process (TMCP) plates manufactured by the accelerated cooling process. Specifically, the correlation between the temperature variation resulted in thermal stresses and deflections were studied. Different types of flatness deflections, based on the non-uniform cooling in the different directions, were found. Also, Zhou et al. (2007) proved that cooling of a hot rolled strip on the run-out table caused an increased transverse temperature difference between the centre and edges of the strip. This led to an increased buckling tendency. In addition, Wang et al. (2008) showed that uneven transverse temperature distributions in strips are the main reason for flatness defects during a run-out table cooling during rolling of hot steel strips. Furthermore, they developed a numerical model to calculate the amount of thermal stresses that developed during the cooling period. Here, thermal image measurement data across the transverse direction at the exit of the rolling mill were used as the initial conditions in the finite element model (FEM) simulations. Furthermore, model including both thermal and mechanical investigations to predict the flatness of steel strips during the quenching after the last mill stand during hot strip rolling was carried out by Wang et al. (2012). The results by Wang et al. (2013), showed that uneven transverse temperature difference and microstructure differences were the main causes for an edge wave formation of steel strips during the run-out cooling procedure. Moreover, personal communications with experts in the industry (2012), has indicated that the quenching in the molten metal bath has an essential influence on the dimensional attributes of the stainless steel strip.

In spite of all studies regarding the importance of the nature of the temperature on the steel strip quality, very little focus has been put on the temperature distribution of the strip after it leaves the hardening furnace. Therefore, a numerical model was developed which considers the heat transfer of the strip after it leaves the furnace and goes in to the molten metal quenching area. In addition, an infrared thermal imaging camera was used to obtain data to enable validations of the model predictions and to better understand the process. Thus, this study aims to give a better insight into the quenching step in the hardening process as well as to determine the temperature distribution pattern during the cooling of the strip. The results of this study will be used as a base for the investigation of flatness defects in real industrial processes.

**MODEL DESCRIPTION**

The numerical model was based on the conditions of the hardening process at voestalpine in Munkfors, Sweden. The thermal analysis model was carried out by using Comsol Multiphysics, COMSOL (2015). The focus of the modelling was to study the temperature pattern within the strip as well as in the gas box and the LBE quenching bath.

**Mathematical Formulation**

The computational model focused on predicting the cooling process of the stainless steel strip and with a specific aim to predict the temperature distribution in the strip. The following assumptions were used in the definition of the numerical model:

1. The laminar Navier-Stokes equation combined with the energy balance and Navier-Stokes equation were solved numerically for the hydrogen filled gas box domain, where thermal interactions between the strip and the hydrogen gas flow take place.
II. A non-isothermal laminar flow was employed for the hydrogen flow, due to the low Reynolds number of around 485.

III. The Mach number was about 0.00093. Thus, a weak compressibility for the flow was also considered.

IV. Only heat transfer by conduction was considered for the thermal interaction between the strip and the LBE bath.

V. Transient effects (time dependency) were neglected and a steady state solution was chosen for the model simulations.

VI. The gravitational force was neglected. Based on these assumptions, the following governing equations were solved:

- Continuity equation:
  \[ \nabla \cdot ( \rho \mathbf{u} ) = 0 \] (1)

- Momentum equation:
  \[ \rho \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nabla \cdot \left( \mu (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) - \frac{2}{3} \mu \right) \] (2)

- Energy balance equation:
  \[ \rho c_p \mathbf{u} \cdot \nabla T = \nabla \cdot ( k T \nabla ) \] (3)

Mesh and the Geometry used in the Numerical Simulation

The geometry of the numerical model was designed based upon the real process conditions. A heated stainless steel strip with a thickness of 0.2mm and a width of 310mm enters the gas box after passing through the hardenining furnace. The latter is filled with hydrogen to achieve a reducing atmosphere. Thereafter, a further quenching is provided by the Lead-Bismuth eutectic bath. A schematic view of the three-dimensional solution domain, for which the governing equations were solved, is shown in Figure 2. Furthermore, a complete list of the dimensions used in the mathematical model is given in Table 1.

![Figure 2: View of computational domains. Length are found in Table 1: (a) three-dimensional solution domains, (b) Stainless steel strip, (c) Gliding material](image)

### Table 1: Geometry specifications of the model [mm]. The distances are defined in Figure 2.

<table>
<thead>
<tr>
<th>Strip (Figure 2b)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBE bath</td>
<td>310.0 × 23.5</td>
<td>310.0 × 61.3</td>
<td>310.0 × 97.0</td>
<td>310.0 × 500.0</td>
</tr>
<tr>
<td>Gas box</td>
<td>129.8</td>
<td>222.6</td>
<td>317.6</td>
<td>10</td>
</tr>
<tr>
<td>Gliding material</td>
<td>15.8</td>
<td>49.0</td>
<td>25.0</td>
<td>59.9</td>
</tr>
</tbody>
</table>

*R: radius

The gas box and LBE bath domain correspond to the extrusion of the surfaces of a – d and f – i by the length of ãe and fj in the y-direction respectively. The thickness of the gas box walls is 10mm. The gliding material defines the extrusion of k – n by the dimension of k\(\bar{o}\) in

### Table 2: Boundary conditions used in the model

<table>
<thead>
<tr>
<th>Surface(s)</th>
<th>Boundary conditions</th>
<th>Expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner side of the ceiling of the gas box</td>
<td>No - slip</td>
<td>( \mathbf{u} = 0 )</td>
</tr>
<tr>
<td>Segments 1-3 of the strip (Figure 2b)</td>
<td>Moving wall</td>
<td>( \mathbf{u}<em>{a.d} = \mathbf{u}</em>{\text{strip}} (&lt;0.17 \text{ m/s}) )</td>
</tr>
<tr>
<td>Gas inlet, surface A (Figure 2a)</td>
<td>Velocity inlet</td>
<td>( u_{a,d} : \uparrow, \downarrow )</td>
</tr>
<tr>
<td>Surface B and its connected surfaces (Figure 2a)</td>
<td>A furnace temperature</td>
<td>( T = 10000 \text{ °C} )</td>
</tr>
<tr>
<td>Surface B (Figure 2a)</td>
<td>Pressure outlet (backflow is allowed)</td>
<td>( P_0 = P_{\text{furnace}} )</td>
</tr>
<tr>
<td>Outside of the ceiling of the gas box</td>
<td>Convective heat flux to air (assumed h)</td>
<td>( -k \nabla T = h. (T_{\text{external}} - T) )</td>
</tr>
<tr>
<td>Inner side of the ceiling of the gas box, Surface B (Figure 2a), top surface of segments 1, 2 (Figure 2b), both sides of segment 3 (Figure 2b) of the strip, the surface of the LBE bath in the gas box</td>
<td>Surface to Surface radiation</td>
<td>( -k \nabla T \sim \varepsilon (G - aT^4) )</td>
</tr>
<tr>
<td>Bottom surface of the bath</td>
<td>Setpoint temperature</td>
<td>( T_{\text{bath}} = 300 \text{ °C} )</td>
</tr>
<tr>
<td>Top surface of the bath, outside of the gas box</td>
<td>Convective heat flux to air (Low value of h was assumed due to the surface oxidation)</td>
<td>( -k \nabla T = h. (T_{\text{external}} - T) )</td>
</tr>
</tbody>
</table>
a mentioned direction as well. The stainless steel strip is shown by the four transverse segments 1 – 4 to simplify the adjustment of the boundary conditions, so that they are similar to the industrial process. In addition, the strip was assumed to be a shell due to its thickness. The required hydrogen flow for the hardening furnace is provided from surface A in the gas box (dA = 40mm) and where surface B (Area = 31780mm²) is specified as an outlet.

According to the complexity of the model, various grid sizes were tested in the model simulations. Specifically the numerical modelling was carried out with three different numbers of elements, i.e. 82310, 289517 and 525884. This was done to improve the calculation time and to achieve mesh-independent results. These meshes contain various amount of grids in the shape of tetrahedral, pyramid, prism, triangular, edge and vertex elements.

**Method of solution and boundary conditions**

The temperature calculation was based on the consideration of the following statements

I. A heat conduction in the strip.
II. A convective heat transfer within the gas box, i.e. a heat convection between the strip – fluid, fluid – walls of the gas box and the wall of the gas box – the surroundings.
III. A heat radiation, (surface to surface radiation) in the gas box between the surface of the strip, the inner side of the ceiling, and the surface of the LBE bath.
IV. A conduction of heat transfer between the strip and the liquid bath.

The boundary conditions and the initial values used for the numerical model are shown in Table 2, which contains some process-defined values as well as some assumed values. The labels from Figure 2 are used for a clarification of the given values.

**Physical parameters used in the model**

A chromium stainless steel, uddeholmstrip SS716, was the main target of this study. Its physical parameters used in the model are based on the data sheets of the nearest equivalent steel grade, EN 1.4034 or AISI 420 (Spittel and Spittel (2009)). Also, the physical parameters of the LBE used in the model were based on data from the literature (OECD (2007)) as well as from data from the production of strips. The physical parameters which typically vary with the temperature have an essential influence on the results of the numerical model. Table 3 shows linear relationship of the physical parameters as well as a summary of the material physical parameters for each domain, which are being used in the model. Surface emissivity values of 0.5 and 0.4 were assumed for those parts of the strip that contain higher and lower temperatures, i.e. segments 1 and 2 in Figure 2b, respectively. These values were taken from the literature (Wen (2010)), where it was shown that the value of the surface emissivity increased with an increased temperature for an AISI 420 alloy. In addition, these high emisivities were chosen due to the bright surface of the strip resulting from the reducing atmosphere of the furnace. Also, accurate values of the physical properties for hydrogen were taken from NIST (National Institute of Standard and Technology), which extracted their data from Kunz et al. (2007), Leachman et al. (2009) and McCarty et al. (1981). A regression of the data was made and it is shown for the physical parameters of the hydrogen and the thermal conductivity of gliding material and strip.

**Table 3: Physical properties of materials used in the model**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strip</td>
<td>k 10^{-7} \cdot T^2 + 0.0024 \cdot T + 24.817</td>
</tr>
<tr>
<td></td>
<td>ε 0.5, 0.4</td>
</tr>
<tr>
<td>Wall of the gas box</td>
<td>k 44.5</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>k 0.0014 \cdot T^{0.8501}</td>
</tr>
<tr>
<td>LBE</td>
<td>ρ 11096 – 1.3236 \cdot T</td>
</tr>
<tr>
<td>Gliding material</td>
<td>k 10^{-7} \cdot T^2 + 7 \cdot 10^{-6} \cdot T + 0.0253</td>
</tr>
</tbody>
</table>

In this study, the wall of the gas box and the gliding material were estimated to be equivalent to those of an AISI 4340 alloy and for a typical high temperature board used in this application, respectively. In addition, a surface emissivity of 0.35 was introduced for a bright surface of molten lead according Trinks et al. (2007). Therefore, this value was assumed for the surface emissivity of the molten metal bath. According to a study by Wen (2010), the surface emissivity of steel varies between 0.4 to 0.7, based on the type of steel and the temperature. In this study, a surface emissivity of 0.6 was assumed for the surface which was defined as an outlet or interface of the gas box and the furnace that, which implies an incoming radiated heat from the furnace. This assumed value is based on the fact that the steel muffle is located inside the furnace, where the strip is hardened. For the inner side of the ceiling with a lower temperature, a value of 0.4 was assumed for the surface emissivity.

**TEMPERATURE MEASUREMENT IN THE HARDENING PROCESS**

Real process temperature measurements were performed by using a DIAS Infrared thermal imaging camera in order to investigate the accuracy of the finite element model and to achieve a better insight about the temperature distribution across the strip. Measurements were carried out in the temperature range of 300 to 1200°C and using 320×256 pixels. The temperature measurements were performed when the process reached its steady state situation in order to gain consistent results. Also, the measurements were carried out on the segment of the strip, just before it entered the LBE bath. This was due to the limited accessibility at the gas box and the installation limitations of the camera such as its...
working temperature. The schematic view of the temporary setup of the process for the measurement is shown by Figure 3. A surface emissivity of 0.4 was set for the camera, which is the same value as was used for the initial condition of the strip in the numerical model within this area.

**RESULTS**

**Model verification**

Three numbers of mesh elements were applied into the FEM model in order to study if mesh-independent results as well as an improved convergence time could be obtained. Also, the temperature distribution across a line in a y-direction (strip’s width) with different meshes was investigated and the results are illustrated in Figure 4.

![Figure 4: The influence of mesh size on the temperature predictions across the width of strip.](image)

This comparison was done for a line located 63mm before the interface of strip and the bath. The results show that the maximum temperature deviation of the model, meshed with 82310 elements in comparison with the model meshed with 525884 elements is around 1.4%. Furthermore, that this difference decreased to 0.3% when a model with 289517 elements was compared to one with 525884 elements. In addition, the solution time is about 3 times larger when using 525884 elements in comparison to when using 289517 elements. Therefore, the numerical model containing 289517 elements was chosen as the optimum grid for the remaining investigations presented in the current study.

**Results of the Computational model**

The quenching of a thin stainless steel strip within the hardening line was modelled. In addition, a thermal analysis was performed for the strip in the gas box. Furthermore, the cooling process of the strip within the LBE bath was considered in the model. The hydrogen flow pattern resulting from the computational model of the laminar flow together with its temperature is illustrated in Figure 5.

![Figure 5: Hydrogen flow pattern and its temperature variation[°C].](image)

As can be seen in this figure, the strip faces a colder flow at the area closest to the inlet. Furthermore, due to a mixture of the fluid and the heat from the strip, a warmer flow is available for the other segments of the strip before its entry to the quenching bath. The prediction of the temperature pattern for the stainless steel strip was one of the main aims of this project. The temperature distribution within the strip after cooling, caused by the laminar flow and the quenching bath, is shown by Figure 6. The temperature at the exit of the hardening furnace is about 1000°C. However, as it can be seen, this value decreases to about 630°C after cooling by the cold hydrogen flow in the gas box. Also, the temperature drop is more significant on the strip side located nearest to the flow inlet compared to other parts of the strip. A non-uniform temperature distribution within the strip remains visible, especially across its transverse direction in the gas box. Therefore, a uniform temperature pattern is gradually becoming visible after a quenching of the strip by the liquid metal bath.

Figure 7 illustrates the temperature difference across the two edges and the centre of the strip. It can be seen that the strip temperature decreases dramatically from 1000°C to about 630°C before quenching by the molten metal, which occurs at a length of 175mm from the exit of the furnace.

At the position between 50-150mm, it can be seen that the strip at the opposite side of the gas inlet is subjected to less cooling than at the side close to the cold hydrogen gas inflow. Due to this result, the temperature of the strip decreases dramatically to a value of about 681°C. Also, significant transverse temperature difference between the two edges at the introductory part of cooling can be observed explicitly. Specifically, it can be up to about 73°C at the longitudinal position of 93mm. In addition, the centre part of the strip is exposed to the cold flow as well. Therefore, the far edges shows a maximum value of the temperature at the initial part of the cooling zone.

At the area between 150-175mm, the centre part shows a higher temperature value in comparison to at the edges of the strip. This is caused by the mixture of the gas with the incoming heat from the furnace and the heat from the
strip as well as by the three way heat convection at the edges. Therefore, a lower transverse temperature difference can be seen in the further cooling part of the strip. However, as shown in Figure 6, the strip at the area far from the inlet has its warmest area before the quenching by the bath. Also, a non-symmetrical temperature difference is present in the strip.

Figure 6: Temperature pattern within the strip [°C].

Figure 7: Temperature trajectories across the two edges and at the centre of the strip.

**Measured temperatures versus model predictions**

A direct comparison of the real process temperature measurement and the predicted result is shown in Figure 8. Figure 8a shows the predicted temperature results from the model at the area where the real process temperature measurements had been carried out. Moreover, a result of the measured temperature done by the infrared thermal imaging camera is shown in Figure 8b. GS stands for the gas inlet side at which the inflow of gas is located in the gas box and OS defines the Operator side. Two straight lines named I-II and II-II were used for the validation of the numerical model across the transverse and along the longitudinal direction respectively. According to the thermal image analysis, the strip is slightly buckled at the entry of the quenching by the LBE bath. As shown in Figure 8, the same tendency of the transverse temperature distribution can be seen in both the measured and predicted results. It has been shown that the area located furthest from the gas inlet had the highest temperature in comparison to the other positions.

Figure 8: Temperature results (a) Predicted result from the numerical model, (b) A result from the measurements using the infrared thermal imaging camera to measure the temperature distribution on the strip.

Figure 9: Comparison between the result of the predicted and measured temperatures across the width of strip, where line I-I is defined in Figure 8.
A Comparison of the numerical calculation results and measured transverse direction, temperature distribution across the strips’ is shown in Figure 9. This comparison was done at a position about 63mm from the bath interface. However, it was quite complicated to define the same line for the thermal image analysis and the model. In addition, a ±2% of measured value was considered as the measurement uncertainty of the camera, based on the information given by the manufacturer (DIAS). This uncertainty is shown as an error bar in the diagram. The deviation between the calculated results and the real process data for the maximum temperature is 2.9%. However, the deviation for the minimum temperature is 0.6%. Also, a significant transverse temperature difference is visible across the strips width. Specifically, this value was 107°C and 88°C for the measured temperatures and the model predictions, respectively. At the centre of the strip, the deviation between the predicted temperature and the measured value is 5.5%. Furthermore, a cooling at the edges can be seen from the predictions and measured results.

The temperature distribution along the strip’s longitudinal direction, line II-II in Figure 8, is shown in Figure 10.

The length of the assumed line is about 76mm and it ends at a position about 21mm away from the bath interface. A definition of the exact line with the same position in the model and the thermal image can be identified as the limitation in this specific comparison. The same relationship for the temperature distribution is also found between the model predictions and the measured camera values. Also, the temperatures within the assumed line decrease by about 41°C and 73°C according to the temperature measurement and the model prediction, respectively. This result indicates that a cooling of the strips occur as it passes the gas box. By using a thermal image analysis and model predictions, it can be seen that the temperature of the strip dropped significantly within the gas box before a further quenching by the liquid metal bath took place. Specifically, the temperature of the strip decreased from 1000°C and the furnace temperature to about 755°C and 690°C, according to the thermal analysis and the model results, respectively.

**DISCUSSION**

The object of this research was to study the quenching process of a thin stainless steel strip within the hardening line. Numerical simulations and empirical temperature measurements by using infrared thermal imaging were performed. The precision of the temperature distribution is an essential parameter to know in order to achieve an accurate comparison between the results of the model predictions and the measured temperatures. In addition, accurate temperature measurements can assist in future investigations of thermal stresses analyses of strips. For instance, Wang et al. (2008) used measured data from the real process as its initial condition parameters for residual stress calculations in steel strips. According to the results achieved by the numerical model in Figure 6 and Figure 7, the temperature of the strip drops significantly within the gas box. This is due to the existence of a hydrogen flow. The gas inflow in the box was preliminary designed to provide a reducing atmosphere in the hardening furnace. However, a high cooling effect on the stainless steel strip was also observed. Also, a stronger cooling effect has been seen at the area near to the cold gas flow inlet compared to the other parts of the furnace. This resulted in a distinguishable non-uniform temperature distribution within the strip, especially across its transverse direction. Regarding the various cooling conditions of the strip, a drop of the temperature at the edges is not avoidable. This phenomenon was also shown by Suebsomran and Butdee (2013) and Wang et al. (2008) in the cooling process modelling of strip steel on a run-out table in a hot rolling process, where the strip was quenched by an external fluid.

The trajectories of the temperature measured empirically and a comparison with the results of the numerical predictions are shown in Figure 9 and Figure 10. From this comparison, it can be seen that the warmest area of the strip is located at the area away from the gas inlet. Moreover, a significant transverse temperature difference (y-direction) can clearly be observed. The variation of the temperature values between the measured and the model data can be due to the limitations of each approach and due to an error in the comparison method.

A location of an assumed line for the investigation of temperature pattern within the prediction model and the thermal image analysis was performed as good as possible, but it was not perfect. Therefore, it may be difficult to consider precise values of the temperature, as a main target of a comparison. This limitation can also be called a potential error in the comparison of the results. Various parameters can influence the results of the thermal image results. To obtain a precise value of the measured temperature in the closed gas box is an enormously hard task to achieve. As described in the literature by Minkina and Dudzik (2009), errors in an IR cameras’ temperature measurement can be classified into the following reasons: errors of method, calibration errors, and electronic path errors. Many parameters cause errors in the method, which in turn cause a deviation from the actual value of the measured temperature. The following reasons can result in an error of the measuring method: i) an incorrect value of the emissivity of the object, ii) an influence of the ambient radiation which arrives to the detector of the camera directly or that is reflected by the surface of the object, and iii) the atmospheric temperature. Therefore, the definition of the surface emissivity value has an essential influence on the measurements. The object emissivity depends on the temperature of the material, the state of the surface, and the direction of observations (Minkina and Dudzik (2009)).
One of the main primary settings for the thermal imaging camera surface is the surface emissivity of the object. Furthermore, this parameter changes by the temperature of the strip (Wen (2010)). The real process temperature measurements showed that there is about a 4% temperature difference between the values resulting from surface emissivity values of 0.3 and 0.4. Therefore, the setting of a reliable surface emissivity for the whole object area is a quite hard task to perform, since colder areas are located near the edges. In addition, the curved shape of the strip in the LBE bath contact surface imply a buckling of the strip in the gas box. This incident influences the measured temperature of the strip on the top surface and the edges as well by means of changes in the state of the surface.

According to the lens variant of the IR-camera, the camera should be installed at the specific height to obtain accurate measurements. This height is defined based on the HFOV and VFOV, namely the Horizontal Field Of View and Vertical Field Of View, respectively. An implied buckled strip at the area before quenching by the bath, affects these two parameters by changing the height of the camera and the angle of the imaging to the strip. Consequently, this phenomenon causes errors in temperature measurements as well as reflections. This means that the mentioned uncertainty percentage of the measurements and errors caused by a variation of the surface emissivity can be increased.

The calibration error of the camera is ±2% of the measured value according to the manufacturer (DIAS). This parameter is considered as the accuracy when operating the camera under specified laboratory conditions for a black body radiator and for an ambient temperature of 25°C (DIAS). In practical measurements, this uncertainty may be significantly higher (Minkina and Dudzik (2009)).

The errors in the electronic path of camera are below ±1 % for the ambient temperature. For non-contact temperature measurements by infrared cameras, errors in the method are generally the main source of uncertainty, which even can reach values of up to several percent (Minkina and Dudzik (2009)).

Therefore, these limitations can explain the differences between the measured data and calculated values in Figure 9. Therefore, by neglecting the temperature values at the edges (20mm from each side), the maximum value of the temperature for the measured data and the calculated result are 784°C and 761°C, respectively. However, there is about a 62mm difference between their locations. Moreover, the minimum values were 743°C and 713°C. The transverse temperature difference (y-direction), between the maximum and minimum values, at the assumed line in the thermal imaging process is about 41°C. However, this value is increased to 48°C in the numerical predictions. These values stand for a correct conformity between the measured temperatures and the numerical results.

Limitations in the model should always be considered in the comparison of the results with the measured temperatures. The current complex heat transfer model contains many boundary conditions based on the real process. Also, many material parameters also vary with the temperature. Physical parameters, used in the model, were chosen to be as accurate as possible. However, it is still an enormous struggle to find a precise value and a temperature correlation for all the parameters of the different domains. In addition, fluid flow investigations were performed for a hydrogen flow in the gas box and the conduction was the only physics which was considered for the metal quenching bath. Therefore, due to the complexity of the model, the movement of the strip in the LBE bath were not considered. Moreover, to quantify the difference in the measured temperature and the model results in Figure 10, further investigations focusing on the heat convection in the bath are necessary.

**CONCLUSIONS**

In this study, a thermal analysis numerical model was established and thereafter utilized to investigate the temperature distribution within the molten metal quenching step of a hardening process. Predicted temperatures of the strip were compared to real process thermal measurements using an infrared camera thermal imaging technique. The conclusions of this study may be summarized as follows:

1. The computational model results gave a better insight into the hardening process and a description of the temperature distribution within the quenching step in various domains. A hydrogen flow pattern within the gas box was revealed, which contributes to a better understanding of the temperature distribution on the strip.

2. An infrared thermal imaging used in this study exposed the temperature difference on the strip just before quenching. In addition, a buckled surface of the strip was revealed by these measurements.

3. The surface emissivity had the strongest influence on the results as the initial parameter for the temperature measurement analysis. There was a 4% temperature variation between the results from surface emissivity values of 0.3 and 0.4. Therefore, a calibration of the camera by using different surface emissivity values is suggested in future studies.

4. It has been proven that the strip faced a stronger cooling effect at the area close to the gas inlet, which resulted in a significant transverse temperature. Based on the literature data, extreme temperature difference across the transverse direction can be the source of flatness defects found within the strip.

5. By neglecting the temperature values at the edges (20mm from each side), the transverse temperature differences (y-direction) are about 41°C and 48°C in the real process measurements and the numerical predictions, respectively. Also, the mathematical model showed the same tendency for the temperature distribution within the strip in comparison to the thermal image analysis results. Therefore, the numerical model is deemed to be valid to be used for predictions of temperature distributions in strips.

6. The temperature of the strip, decreases dramatically within the gas box, between the exit of the hardening furnace and the entry of the quenching bath. The temperature of the strip, at 21mm from the bath interface, after the furnace decreased from 1000°C to about 755°C and 690°C according to the thermal analysis and the model results, respectively. It can be concluded that the hydrogen gas flow has a significant cooling effect on the strip, even though it
was preliminary designed to provide a reducing atmosphere in the hardening furnace. Therefore, a change of the gas inlet location might reduce temperature difference across the width of the strip.

7. This study can be used as a fundamental knowledge base for further investigations regarding the thermal stresses caused from non-uniform transverse temperature difference in the quenching step of the hardening process. This, in turn, will help to reduce the flatness problems in industrial hardening processes.
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