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ABSTRACT
In the wide and complex field of multiphase flows, bubbly flows with non-Newtonian liquids are encountered in several important applications, such as in polymer solutions or fermentation broths. Despite the widespread application of non-Newtonian liquids, most of the models and closures used in industry are valid for Newtonian fluids only, if not even restricted to air-water systems. However, it is well known that the non-Newtonian rheology significantly influences the liquid and bubble behaviour. CFD represents a great tool to study such complex systems in more detail and gain useful insights on the dynamics of gas-liquid (and possibly solid) systems with the ultimate aim to help the development or the design of industrial reactors. In this study, a DNS Front Tracking (FT) method is applied to study the rise of bubbles in different power-law fluids. Detailed information is obtained regarding the flow of single or multiple bubbles, especially concerning the viscosity profile around single rising bubbles, their shapes and their rising velocity. To describe the bubble rise velocity in less detailed model, a closure for the drag force is needed. With the use of Front Tracking, an existing drag correlation, which was derived for Newtonian fluids, is adapted and improved to non-Newtonian rheologies. When the effect of the viscosity changes are limited, such as for not extreme exponents (0.5 ≤ n ≤ 1.5), the correlation can predict reasonably well the drag coefficient for power-law fluids.

Keywords: CFD, hydrodynamics, bubble and droplet dynamics, rheology, multiscale.

NOMENCLATURE

Greek Symbols

\( \gamma \) Shear rate, [s\(^{-1}\)]
\( \varepsilon \) Error, [-]
\( \eta \) Apparent viscosity, [Pa\( s \)]
\( \mu \) Dynamic viscosity, [Pa\( s \)]
\( \rho \) Mass density, [kg m\(^{-3}\)]
\( \sigma \) Surface tension, [N m\(^{-1}\)]
\( \tau \) Stress tensor, [N m\(^{-2}\)]
\( \phi \) Volume fraction, [-]

Latin Symbols

A Surface, [m].
Cd Drag coefficient, [-].
d Diameter, [m].
Eö Eötvös number \( \text{Eö} = \frac{2\rho g d}{\sigma}, [-] \).
F Force, [N].

g Gravitational acceleration, [m s\(^{-2}\)].
K Power law consistency index, [Pa\( s^n \)].
L Half distance between plates, [m].
n Power law index, [-].
p Pressure, [Pa].
Re Reynolds number \( \text{Re} = \frac{u d \rho}{\mu}, [-] \).
Re* Generalized Reynolds number \( \text{Re}^* = \frac{u d^2 \rho}{K}, [-] \).
t Time, [s].
t Tangent, [-].
u Velocity, [m s\(^{-1}\)].
V Volume, [m\(^3\)].

Sub/superscripts

a, b, c, i, m Marker indicators.
G Gas.
i Index i.
j Index j.
rel Relative.
x, y Flow directions.

INTRODUCTION

Non-Newtonian bubbly flows are widely present in nature as well as in many industrial applications, as for instance in a bioreactor (Al-Masyr, 1999) where the design is crucial for the survival of microorganisms. Another well known application is polymer production, where many processes, for instance polycondensation or polymer devolatilization, involve multiphase flows with non-Newtonian fluids (Li, 1999). An accurate description of the hydrodynamics as well as mass and heat transfer is decisive in rational the design of industrial reactors. For this reason, Computational Fluid Dynamics (CFD) represents a valuable tool to help gaining insights in the underlying physics as well as in the ultimate optimization and design. To this end, we adopted a multi-scale modelling technique (Deen et al., 2004; van Sint Annaland et al., 2003) where small-scale detailed models give insights for the higher, less computational expensive, scales. The latter can be summarized in two main categories: Euler-Lagrange models, where bubbles are represented by Lagrangian spheres moving in a continuum, and Euler-Euler methods where both phases are treated as a continuum. With the use of such tools, it is possible to describe small (lab) scale models up to an industrial scale reactor. However, they heavily rely on the accuracy of the used closure relations, needed to describe the interactions (drag, mass and...
heat transfer) between the dispersed elements and the continuous phase. The use of direct numerical simulations (DNS) to study the smallest scale and develop such closures has been demonstrated in the past for Newtonian fluids (Dijkstra et al., 2010a; Roghair et al., 2011). Out of the many forces involved, certainly the drag force, and hence the drag coefficient, represents one of the most relevant in determining the bubble’s hydrodynamic. However, despite the widespread use of non-Newtonian fluids, a complete and comprehensive description of the drag on a sphere, bubble or droplet, in such fluids (Darby and Chhabra, 2016) is still missing. In most cases, the relatively scarce information comes from experimental results and it is usually limited as a consequence of the incredibly complex variety of fluids. In numerical studies, purely viscous cases, mainly power-law fluids represent the most common type of fluids studied (Chhabra, 2006). Ohta et al. (2010, 2012) developed through the years a CLSVOF model which, together with experiments, was used to study bubble shapes and velocities in different non-Newtonian fluids (both shear-thinning and shear-thickening). Radl et al. (2007) examined the rising of bubbles in a range of purely viscous and viscoelastic media, including mass transfer. In their work they use a hybrid front tracking/front capturing model, restricted to 2D due to the high resolution needed by the species solver. Zhang et al. (2010) examined the velocity and viscosity distribution, motion and bubble shape of a single bubble rising in a purely viscous shear-thinning fluid, represented by the Carreau model. For the computation, a level-set numerical approach was adopted. Some attempts have been done in the past to adapt existing drag correlations to non-Newtonian power-law fluids, such as Rodrigue (2002), which considered shear-thinning polymers at low to moderate Reynolds numbers. The proposed correlation is not suitable for high Reynolds numbers, where it does not converge to a constant as it has been well established in the recent years. The aim of this work is to give a description of the drag coefficient in non-Newtonian fluids (both shear-thickening and shear-thinning), starting from considering single bubbles rising in power-law fluids. In the following sections, the front-tracking model used in this work will be described and verified. Then, the bubble shapes and viscosity profiles will be investigated with the numerical setup. To conclude, an outline of the drag coefficient with different power-law fluids will be given.

MODEL DESCRIPTION

The model used in this paper is a front tracking model which has been described in detail in Dijkstra et al. (2010b) and Roghair et al. (2015, 2016). In the following section a general description is provided, with focus on the implementation of the non-Newtonian viscosity model.

Hydrodynamics modeling

The fluid flow is described by the incompressible Navier-Stokes equation and continuity equation:

\[ \rho \frac{\partial \mathbf{u}}{\partial t} + \rho \nabla \cdot (\mathbf{u} \mathbf{u}) = -\nabla p + \rho \mathbf{g} + \nabla \cdot \mathbf{\tau} + \mathbf{F}_\sigma \] (1a)

\[ \nabla \cdot \mathbf{u} = 0 \] (1b)

where \( \mathbf{u} \) is the fluid velocity and \( \mathbf{F}_\sigma \) represents a singular source-term for the surface tension at the interface. Here \( \mathbf{\tau} \) represents the stress tensor, which becomes the very well known function of viscosity for Newtonian fluids. The velocity field is continuous even across interfaces, so a one-fluid formulation has been used. The equations are solved with a finite difference technique using a staggered discretisation (see Figure 1). The flow field is solved using a two-stage projection-correction method. After solving the momentum balance for each velocity component separately, a pressure-correction step is taken to satisfy the continuity equation. These steps use an incomplete Cholesky conjugate gradient (ICCG) method to solve the linearised equations. The boundary conditions can be adjusted between free-slip, no-slip and periodic, but only the first is used in this work. The formulation of \( \mathbf{\tau} \) will be discussed later.

Figure 1: A zoomed snapshot of a rising FT bubble (at a very low resolution for illustration purposes), showing the tracking points and surface mesh, and the background grid with staggered velocity vectors. The colors of the background grid indicate the pressure profile, and the colors of the velocity vectors represent the magnitude.

Surface mesh

The gas-liquid interface is tracked by Lagrangian control points, which connects to a mesh composed of triangular cells, called markers (Figure 2). At every time step, after the fluid flow has been calculated, the Lagrangian control points are moved with the interpolated velocity to their new locations. The velocity is interpolated with a cubic spline method. The actual movement is performed using a 4th order Runge-Kutta time stepping scheme.

Surface tension and pressure jump

\( \mathbf{F}_\sigma \) is a force representing the surface tension, which can be directly calculated from the position of the interface markers. The individual pull-force of a general neighbouring marker \( i \) acting on marker \( m \) can be computed from their normal vectors and joint tangent as illustrated in Figure 2:

\[ \mathbf{F}_{\sigma, i \rightarrow m} = \sigma (\mathbf{n}_i \times \mathbf{n}_m) \] (2)

The sum of the surface forces of all markers yields the pres-
sure jump of the bubble as a whole.

\[
[p] = \int_{\partial S} \mathbf{F}_e \cdot \mathbf{n} \, dS = \int_{\partial S} \mathbf{F}_{\sigma,m} \cdot \mathbf{n}_m \, dS
\]

By distributing the total pressure jump equally back to the Eulerian mesh, the pressure jump is incorporated in the right-hand side of the momentum equations. For interfaces with a constant curvature (i.e., a sphere), the pressure jump and surface tension cancel each other out exactly, and if the curvature varies over the interface, only a relatively small net force will be transmitted to the Eulerian grid.

**Phase fraction and physical properties**

Since the marker positions are exactly known, the phase fraction \( \phi \) in each Eulerian cell can be computed exactly using geometric analysis. With the phase fraction, the density of each Eulerian cell is calculated by weighted averaging. The viscosity (either Newtonian or the apparent non-Newtonian viscosity) is obtained by harmonic averaging of the kinematic viscosities (Prosperetti, 2002):

\[
\rho \phi = \frac{\sum_{p=0}^{n_{\text{phase}}-1} \phi_p \rho_p}{\sum_{p=0}^{n_{\text{phase}}-1} \phi_p}
\]

\[
\rho \phi \eta = \frac{\sum_{p=0}^{n_{\text{phase}}-1} \phi_p \rho_p \eta_p}{\sum_{p=0}^{n_{\text{phase}}-1} \phi_p}
\]

The bubble properties i.e. total surface area, volume and centroid position, can be efficiently obtained by summing over all triangular markers of an interface (Roghair et al., 2015, 2016).

**Remeshing**

Due to the advection of the interface control points, the markers’ geometry changes at each time step, which may lead to too large or too small triangles. This distortion affects the grid quality and can decrease the accuracy in the surface tension force computation. Moreover, due to the discrete nature of the interface, small changes in the enclosed volume appear at every time step. Despite the small magnitude, the volume alterations can accumulate during the simulation time and must be prevented (Pivello et al., 2013). The remeshing approach consists of three different parts: edge splitting and collapsing, edge swapping and smoothing. An edge is split (node addition) or collapsed (node removal) based on the edge length related to the Eulerian grid size. In some cases, it is preferable to swap an edge instead of changing the number of points: this procedure ensures that equilateral markers are preferred. Smoothing is used to enhance the quality of the grid and reduce the need for the other remeshing algorithms. The volume restoration/conservation is obtained using a method described by Kuprat et al. (2001). After each interface advection step and remeshing, a volume defect can be obtained by comparing the new volume with the original volume. This defect is then corrected by shifting the edges in order to restore the original volume, with particular attention on minimizing the impact on the actual geometry. A more detailed overview of the volume conservative remeshing has been presented in Roghair et al. (2015, 2016).

**Viscosity model**

In (inelastic) non-Newtonian fluids, the viscosity is not a constant but is a function of the strain rate. When considering a Newtonian fluid, the stress tensor \( \boldsymbol{\tau} \) is given by:

\[
\boldsymbol{\tau} = -\mu \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \equiv -\mu \mathbf{\gamma}
\]

in which \( \mathbf{\gamma} \) represents the rate of strain tensor. A commonly used model to describe a non-Newtonian fluid is the so called generalized Newtonian model, consisting in simply replacing the viscosity \( \mu \) with an apparent viscosity \( \eta \), which is a function of the shear rate (Bird et al., 2007).

The shear rate can be written as the magnitude of the rate of strain tensor:

\[
\dot{\gamma} = \sqrt{\frac{1}{2} \mathbf{\gamma} : \mathbf{\gamma}}
\]

In this framework, the stress tensor is calculated as:

\[
\boldsymbol{\tau} = -\eta \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \equiv -\eta \mathbf{\gamma} \quad \text{with} \quad \eta = \eta(\dot{\gamma})
\]

Several empirical models are available to describe the relation between \( \eta \) and the shear rate, while the simplest and most widely used is the power-law model:

\[
\eta = K \dot{\gamma}^{n-1}
\]

Here \( K \) represents the consistency index while \( n \) is a constant characterizing the fluid: for \( n = 1 \) the relation reduces to a Newtonian fluid, for \( n < 1 \) the fluid is shear-thinning (viscosity reduces with the shear) and for \( n > 1 \) is shear-thickening (viscosity increases with the shear). This model presents a very important physical and numerical limitation, as addressed by Gabbanelli et al. (2005). At zero shear, the viscosity becomes infinite for a shear-thinning and zero for a shear-thickening fluid. Furthermore, it is well known that most non-Newtonian fluids do not show this behaviour in the whole range of shear rates, but rather display Newtonian plateaus around a limited non-Newtonian region, depending on the fluid rheology. More complex models have been developed to overcome this problem, such as the Carreau model, but they usually hold for a limited type of fluid (e.g., shear-thinning). A simple solution is to use a truncated power-law model (Gabbanelli et al., 2005):
\[ \eta = \eta(\gamma) = \begin{cases} \eta_0, & \gamma < \gamma_0 \\ K\gamma^{n-1}, & \gamma_0 \leq \gamma \leq \gamma_\infty \\ \eta_\infty, & \gamma > \gamma_\infty \end{cases} \]  

(9)

Where \( \eta_0 \) and \( \eta_\infty \) are the viscosities calculated with the respective shear rates. To keep consistency between the different cases, it has been selected to express the limits in terms of \( \eta \) as:

\[ \eta_- = 10^{-5} \text{Pas} \]
\[ \eta_+ = 10^{-1} \text{Pas} \]  

(10)

Note that in Equation 10 + or − represents 0 or \( \infty \) according to the type of fluid selected i.e. shear-thinning or shear-thickening. Those limits have been selected in order to guarantee numerical stability especially during the first time step, while at the same time obtaining power-law fluid rheology in the whole domain for the remaining of the simulations. Preliminary calculations showed that the limits are not reached in the domain when the bubble is at pseudo steady-state. On the other hand, this implicitly assumes that the viscosity at the walls is not the bulk viscosity (\( \eta_0 \)); this could have an influence because, due to the free slip boundary at the walls, the bulk viscosity is not \( \eta_0 \). Further investigation on this matter is needed, perhaps with a broader domain or different truncation limits (see Equation 9).

Verification

The front tracking model has been thoroughly validated in the past, both numerically (see Roghair et al. (2015)) and experimentally. For the latter, a drag correlation has been derived for single (Dijkhuizen et al., 2010a) and multiple (Roghair et al., 2013) bubbles rising in a initially quiescent liquid. Nonetheless, the addition of the non-Newtonian viscosity model must be verified as well. A simple test case to verify the correct implementation of the viscosity model is represented by a single phase unidirectional pressure-driven flow between two parallel plates, separated by a distance 2\( L \) in the direction, \( y \), orthogonal to the flow direction, \( x \). Since the only non-zero component of the velocity is \( u_x(y) \), the Navier-Stokes equations are simplified and it is possible to obtain the stationary solution as:

\[ u_x = \frac{L}{n+1} \frac{L}{K} \frac{\partial p}{\partial x} \left( \frac{1}{n} \right)^{\frac{n+1}{n}} \left( 1 - \frac{y}{L} \right)^{\frac{n}{n+1}} \]  

(11)

From this, it is possible to calculate the flux through the rectangular domain and thus, assuming it is a constant linear profile, the inlet velocity \( u_{in} \). With some mathematical rearrangement, one can obtain the normalized velocity profile as:

\[ \frac{u_x}{u_{in}} = \frac{2n+1}{n+1} \left( 1 - \frac{y}{L} \right)^{\frac{n+1}{n}} \]  

(12)

where \( y \) represents the distance from the center of the channel in the positive or negative directions, as it is symmetric. It is very important to notice that the simulated flow is not entirely non-Newtonian, as in the regions close to the walls there is a high shear while in the center there is zero shear at \( y = 0 \). This will result in three separate regions:

- a Newtonian region close to the walls
- a power-law region in between
- a Newtonian region close to the center

Since the \( \gamma \) limits are selected as broad as possible, it is possible to reduce the Newtonian regions to a very small fraction, thus assuming a power-law model in the whole domain. The simulations have been carried out with a rectangular domain where two dimensions are much larger (50cm) than the distance between the two plates (12mm). In the \( y \)-direction (perpendicular to the flow) a number of 100 grid nodes has been used. The two plates have a no slip boundary condition, while for the depth (the \( z \)-direction) a free slip boundary is applied. The remaining parameters are a time step of \( 10^{-2} \text{s} \), an inlet velocity of \( u_{in} = 0.01 \text{ms}^{-1} \) and the fluid properties are those of water (with a consistency index \( K = 10^{-3} \text{Pas}^n \)). A variety of different exponents has been tested, as well as a fully Newtonian case for completeness. The results of the validation are shown in Figure 3.

![Figure 3: Comparison of simulations with the analytical solution for the steady-state velocity profiles of a 2D single phase non-Newtonian flow between parallel plates.](image)

The simulation results match very well with the analytical solutions (see Table 1), thus confirming the validity of the power-law regime in the whole domain. The relative error has been calculated as in Equation 13 for all the cases.

\[ \varepsilon_{rel} = \frac{\| u_x - u_x^{\text{analytical}} \|_2}{\| u_x^{\text{analytical}} \|_2} \]  

(13)

Note that the relative error here is always a positive value, while the one in the next sections is calculated without the norm to show the sign of the deviations.

**Table 1: Relative error between the numerical and analytical solutions of the velocity profile for a 2D single phase non-Newtonian flow between two parallel plates.**

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \varepsilon_{rel} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.36%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.13%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.11%</td>
</tr>
<tr>
<td>1</td>
<td>0.10%</td>
</tr>
<tr>
<td>1.2</td>
<td>0.10%</td>
</tr>
<tr>
<td>1.5</td>
<td>0.10%</td>
</tr>
<tr>
<td>1.8</td>
<td>0.10%</td>
</tr>
</tbody>
</table>
RESULTS
Numerical setup
The domain is a square box described by an Eulerian grid of 100 × 100 × 100 grid nodes. An initially spherical bubble is placed in an initially quiescent liquid with its center located at 60% of the height to gain additional information regarding its wake. While the bubble rises in a free slip domain, the window shifts so that the center of the bubble is in approximately the same position throughout the simulation (Deen et al., 2004).

The typical simulation uses a time step of $1 \times 10^{-5}$ s and it is performed for a total of 1 s. It is well known that, especially for larger bubbles, the velocity is oscillating. To determine the drag the terminal velocity is averaged starting from 0.2 s to discard initial start-up effects. In the case of viscous liquids, or in general when viscous effects are important, it is necessary to adequately describe the far field liquid motion. This was also investigated by Dijkhuizen et al. (2010a) for higher viscosity liquids. Since the objective of this work is to indeed study the influence of the change in viscosity, it has been decided to opt for a less resolved bubble (10 grid cells). Further investigations are ongoing to assess the validity of this assumption and eventually to resolve the bubble motion in more detail.

Table 2: Physical properties of the air-water system.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas density</td>
<td>$\rho_g$</td>
<td>1.25 kg m$^{-3}$</td>
</tr>
<tr>
<td>Gas viscosity</td>
<td>$\mu_g$</td>
<td>$1.8 \times 10^{-5}$ Pas</td>
</tr>
<tr>
<td>Liquid density</td>
<td>$\rho_l$</td>
<td>1000 kg m$^{-3}$</td>
</tr>
<tr>
<td>Surface tension</td>
<td>$\sigma$</td>
<td>0.073 N m$^{-1}$</td>
</tr>
</tbody>
</table>

The physical properties of the system were chosen with the aim to resemble an air-water system for the Newtonian cases (see Table 2). The liquid viscosity is of course depending on the power-law behaviour of the fluid. Simulations have been performed for different exponents as well as bubble sizes (see Table 3). One case has been selected with a higher (100 times the one of the other cases) $K$, to investigate more viscous regimes. For this case, also the limits have been shifted by 2 orders of magnitude while keeping the same power-law window. For all these cases simulations with $n = 0.2, 0.5, 0.8, 1, 1.2, 1.5, 1.8$ have been performed.

Table 3: Settings used in the different simulation cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>$d_b$ [mm]</th>
<th>$K \times 10^{-3}$ [Pas s$^n$]</th>
<th>Eő</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>$3.35 \times 10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>1</td>
<td>0.54</td>
</tr>
<tr>
<td>3</td>
<td>4.0</td>
<td>1</td>
<td>2.15</td>
</tr>
<tr>
<td>4</td>
<td>4.0</td>
<td>$100^1$</td>
<td>2.15</td>
</tr>
</tbody>
</table>

$^1$ Different viscosity limits

Viscosity profiles
As shown in the appendix, the non-Newtonian viscosity model has a large influence on bubble shape, as well as the bubble behaviour. In Figures 10, 11 and 12 in the appendix, some snapshots of the different cases are shown. As expected, in all the shear-thickening cases the bubble shape becomes more spherical as a consequence of the increased viscosity in the fluid immediately surrounding the bubble. Moreover, the bubble pattern is highly affected for the 4 mm case; the Newtonian case shows a meandering and wobbling bubble while it is rising in a straight line for the non-Newtonian cases, see also Figures 4 and 5. This is similar to a bubble rising in a more viscous fluid. The viscosity is mainly affected at the bubble front (where there is a highly shear-thickening region) and then the liquid passes the bub-
ble forming a higher viscosity tail in the wake. Since the larger bubble rises faster, the viscosity reaches a higher peak in front of the bubble, while the viscosity is affected in a larger part of the domain for the smaller 0.5 mm bubble. When inspecting the shear-thinning cases, one can observe that the shape is slightly less spherical. The meandering 4 mm bubble maintains the behaviour and this is also visible in the viscosity profile which follows the bubble pattern. In all three cases two higher viscosity regions can be observed at the walls (also observed in the past by Ohta et al. (2010)). Interestingly, unlike the shear-thickening case, the region with higher viscosity gradients is indeed at the walls, and mostly in the wake. In addition, again in this case the bubble rises faster for the 4 mm case, so the viscosity reaches higher (and lower) values due to higher velocity gradients. The quantification of the effects on the drag coefficient is discussed in the next sections.

**Drag coefficient**

The front-tracking model has been used in the past to derive a drag correlation for both single bubble (Dijkhuizen et al., 2010a) and bubbles rising in a swarm (Roghair et al., 2011), to be used in higher scale model such as Euler-Lagrange models. The terminal velocity of a single bubble rising in a liquid is determined by the drag that the bubble experiences. The macroscopic force balance on a bubble is given by:

$$m \frac{du}{dt} = F_G + F_P + F_D + F_L + F_{VM} + F_W$$

(14)

Out of the many forces acting on the bubble, the drag force is the most important in determining its rise velocity. Assuming that the liquid is infinite (i.e. zero bulk velocity), this force can be expressed as:

$$F_D = -\frac{1}{8}C_D \rho \pi d_b^2 |u_\infty|^2$$

(15)

When the bubble is rising in a pseudo steady-state, the drag force ($F_D$) balances the buoyancy force ($F_P + F_G$); some mathematical rearrangement from Equation 14 neglecting the other forces leads to the well-known expression for the drag coefficient:

$$C_D = \frac{4d_b (\rho_l - \rho_g) g}{3 \rho_l |u_\infty|^2}$$

(16)

In many higher scale models, such as Euler-Euler or Euler-Lagrange models, the force balance on bubbles relies on the use of closure relations; for this reason it becomes unquestionably important to properly predict the drag coefficient. Many works exist in literature, starting from the drag on spherical particles (Stokes, 1851; Clift et al., 1978) to arrive at the work of Tomiyama et al. (1998, 2002). This work is an extension to non-Newtonian fluids of the drag correlation obtained by Dijkhuizen et al. (2010a) and Roghair et al. (2011). In particular, Dijkhuizen et al. (2010a) described the drag coefficient as:

$$C_D = \sqrt{C_D(Re)^2 + C_D(E\ö)^2}$$

(17)

where the Reynolds dependent part is described as (Mei et al., 1994):

$$C_D(Re) = \frac{16}{Re} \left(1 + \frac{2}{1 + \frac{16}{Re} + \frac{3.15}{Re^2}}\right)$$

(18)

and the Eötvös dependent part as:

$$C_D(E\ö) = \frac{4E\ö}{9.5 + E\ö}$$

(19)

It is very important to notice that, while the Eötvös number can be easily calculated, for Equation 18 the Reynolds number includes the viscosity, which is not a constant for a power-law fluid. Therefore, a generalized Reynolds number for power-law fluids has been introduced (Chhabra, 2006):

$$Re^* = \frac{\rho u^{2-n} d_b^n}{K}$$

(20)

**Eötvös dominant regime**

The drag coefficient is determined by two different contributions: the Eötvös and the Reynolds dependent parts. At high
Eötvös numbers, such as for bigger and deformed bubbles, the $C_D(E\ddot{o})$ is dominant, while the $C_D(Re)$ becomes negligible. This is visible in Figure 6, showing that the total drag is constant for most of the different exponents, as a result of the high $C_D(E\ddot{o})$ contribution which is constant since the Eötvös number is not affected by the viscosity. When the exponent becomes higher, such as for $n = 1.5$ or $n = 1.8$, the liquid is strongly shear-thickening. This affects the Re number, as the bubble is slowed down by the higher viscosity and becomes more spherical, and a considerable deviation occurs from the calculated drag coefficient. Despite this, for most of the cases the drag correlation is able to properly predict the total drag coefficient within a 20% deviation. When the consistency index $K$ is increased by two orders of magnitude (see Figure 7), the effect of the highly shear thickening regime becomes much more pronounced with deviations up to 85%. In both cases, this deviation can be explained by considering the higher viscous contribution to the drag, which is more pronounced for the high viscosity case 4.

The calculated drag coefficient has been used to determine the bubble terminal velocity (see Figure 8). The comparison with the simulation’s data shows that the terminal velocity of case 3 can be reasonably well predicted for all the given exponents with a maximum relative error of 12% for the higher shear-thickening exponent, while for the other cases it is within 5%. Again, a more pronounced effect appears for case 4, where the error is within 6% for the other cases while it is 16% and 26% for the two higher exponents. It is clear that the drag correlation of Dijkhuizen is able to predict within a reasonable accuracy the terminal velocity, until the fluid becomes vert shear-thickening ($n > 1.5$), where strong deviations occur.

**Reynolds dominant regime**

For smaller bubbles the Reynolds number decreases and the Reynolds dependent part of the drag starts to play a considerable role in the total drag coefficient. A similar trend as in the previous section can be discerned from Figure 9. As soon as the exponent rises to $n = 1.5$ or higher, the drag coefficient has a drastic increase and the velocity decreases. Despite the similar behaviour, it is possible to notice how, for both bubbles, there is a clear trend in the error distribution, with many errors in the shear-thinning region outside the 50% area. This means that the correlation is not able to fully describe the drag force in this regime, which is where viscous effects are more important. Observing the bubble with $d_b = 0.5 \text{mm}$, it is clearly visible that the error is large both in the shear-thickening and in the shear-thinning regions. Moreover, also the 2mm bubble (which is in the transition between the two regimes) shows a clear trend, with a large deviation for the most shear-thinning case.

In Figure 9 the terminal velocities are calculated. It is immediately visible that there is a large deviation for the 0.5mm bubble, which reaches a plateau in the velocity for low exponents not described by the correlation. This might be due to the fact that, for extreme shear-thinning cases, the liquid viscosity approaches and even goes lower than the gas viscosity. Moreover, this could also be a consequence of an insufficient bubble or domain resolution, which needs to be farther investigated.

Despite the somewhat expected deviations from the Newtonian correlation, it is noticeable how we can predict the drag coefficient with a reasonable agreement when the exponent does not reach extreme values (e.g. within ±0.5 from 1).

**CONCLUDING REMARKS**

This work has shown the possibility to verify and ultimately obtain drag information for single bubbles in non-Newtonian power-law fluids using Front-Tracking simulations. The drag relation proposed by Dijkhuizen is able to reasonably well predict the drag coefficient and hence the terminal velocity for moderately non-Newtonian fluids (e.g. $0.5 \leq n \leq 1.5$) while more research has to be carried out for more extreme exponents. It is noticeable how the larger bubbles, where the Eötvös number is the most important in determining the drag, have in general a very good agreement with the correlation, due to the limited importance of viscous effects. On the other hand, for smaller bubbles large deviations occur from the correlation when the power-law exponent is higher (or lower). Moreover, special attention should be paid to the bubble resolution: more resolved simulations are being performed to
gain more insights. Eventually, the work will be extended to swarms of bubbles and the outcome will be used for the development of a Euler–Lagrange model in the multi-scale modelling approach.
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Figure 10: Snapshots of the viscosity profiles around a 4 mm bubble in three different fluids: (a) shear-thinning, (b) Newtonian and (c) shear-thickening. The colors range from lower viscosity (blue) to higher viscosity (red).

Figure 11: Snapshots of the viscosity profiles around a 2 mm bubble in three different fluids: (a) shear-thinning, (b) Newtonian and (c) shear-thickening. The colors range from lower viscosity (blue) to higher viscosity (red).

Figure 12: Snapshots of the viscosity profiles around a 0.5 mm bubble in three different fluids: (a) shear-thinning, (b) Newtonian and (c) shear-thickening. The colors range from lower viscosity (blue) to higher viscosity (red).