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Abstract

Effects of trace elements on precipitation in Al-Mg-Si alloys have been investigated mainly using transmission electron microscopy in the context of aluminum recycling. Since Cu and Zn are two of the main alloying elements in other aluminum alloy systems, effects of Cu and Zn as trace elements have been focused in this thesis.

Influence of a Cu content of 0.01 wt% and below is negligible on hardness. With this level of Cu content, the precipitation kinetics is not influenced. However, an addition of ~0.1 wt% Cu leads to higher hardness corresponding to a higher number density of shorter precipitates, and an enhanced precipitation kinetics. With low quench rate from solution heat treatment, a double peak hardness is pronounced during isothermal heat treatment and wider precipitation free zones are observed. However, the addition of ~0.1 wt% Cu reduces these effects. While the precipitation sequence in the Al-Mg-Si system does not alter with the addition of ~0.1 wt% Cu, it gives the precipitates a partially disordered structure.

The disordered structure consists of a projected network of ordered Si atomic columns (the Si-network) which is common for all metastable precipitates. Fragments of known metastable precipitates in the Al-Mg-Si(-Cu) alloy system are found in the disordered precipitates. The disordered precipitates arise as a consequence of the Si-network. Cu atoms are found in specific atomic configurations around the Cu atomic columns. The position of Cu atomic columns can be divided into two types depending on the Si-network: 1. in-between the Si-network columns and 2: on the Si network columns. In both cases, Cu is the center in a three-fold rotational symmetry on the Si-network. 10% pre-deformation makes precipitates heterogeneously nucleated along dislocation lines. These precipitates also consist of a disordered structure having the same specific atomic configurations.

Zn additions of 0.1 wt% and below do not have a measurable influence on strength, microstructure or corrosion properties. However, an addition of ~1 wt% Zn slightly increases the hardness and lowers the conductivity during precipitation. This suggests a presence of Zn atoms in solid solution. With this level of Zn content, Zn atoms diffuse during precipitation to make a Zn film on the grain boundaries, leading to high susceptibility of intergranular corrosion. This effect is most pronounced at peak hardness and over-aged conditions.

Additions of ~1 wt% Zn do not alter the precipitation sequence in the Al-Mg-Si system, and no precipitates of the Al-Zn-Mg alloy system are formed. Instead, most precipitates have a disordered structure where Zn atoms are incorporated. It is revealed that the disordered structure consists of the Si-network and atomic configurations around Zn atoms depend on the Si-network. These disordered struc-
tures are similar to the disordered structures in alloys with Cu additions. In the Zn added alloys, however, Zn atomic columns take several different atomic columns compared to Cu atomic columns.

Although most precipitates are disordered, $\beta''$ precipitates can be observed in alloys added ~1 wt% Zn. The mean intensity of one Si site in the $\beta''$ phase is higher than the other Si sites, suggesting partial Zn occupancy. Theoretical calculations based on density functional theory support that this Si site is likely to have Zn incorporation. While simulations of high angle annular dark-field scanning transmission electron microscopy images show an influence of Zn distribution along the $\beta''$ main growth direction, total energy calculations predict a weak Zn-Zn interaction. This suggests that Zn atoms are not clustering, but uniformly distributed along the atomic columns. The Zn incorporation has a weak influence on the $\beta''$ phase where Zn is admitted as a "defect" according to the theoretical studies.
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Part I

Introduction
Chapter 1
Motivation

What do you think of when you hear the word aluminum? Aluminum beverage cans? Aluminum window profiles in your house? Or maybe an air plane? We realize that there are great amounts of aluminum used around us in daily life. This is because aluminum has attractive properties. One of the properties are high strength/weight ratio – light weight and high strength can be achieved [1]. To achieve the strength, aluminum is generally used in the form of alloys – where a few percent of other elements are added, commonly called aluminum alloys. Otherwise, pure aluminum is soft and has limited applications. One of the applications of pure aluminum is the 1 Japanese yen coin, see Figure 1.1. The author learned about the concept of alloys – thinking about the difference between a pure aluminum coin and an air plane made of aluminum alloys – when he was a child. Depending on the applications, different properties are required and certain aluminum alloys will be optimum.

Al-Mg-Si alloys are one of the aluminum alloys which have medium strength and good formability, and are widely used in industry [1], e.g. for automobile, transportation, building. The strength of Al-Mg-Si alloys can be achieved by formation of nano-sized fine particles called precipitates during heat treatment, due to additions of typically up to a total of ~2 wt% Mg and Si. This is called precipitation hardening and the alloys are called age-hardenable. Properties of the aluminum alloys depend highly on the precipitate microstructure and the atomic structure, which are governed by amounts of the alloy composition and the thermomechanical treatment.

Aluminum is recyclable – one of the important properties which can create a sustainable society. Recycling of aluminum alloys has attracted much attention due to the great fact that the energy used for recycling is only 5-7 % of its primary production [2, 3]. The use of recycled aluminum has increased with increasing total aluminum usage. During recycling – from scrap to recycled aluminum al-
loids, a certain amount of trace elements remains in the recycled aluminum. When using the recycled aluminum to produce secondary alloys, such elements could drastically influence on precipitate microstructure and atomic structure, and consequently strength and other properties of the alloys. In reality, it is difficult to determine the permitted amounts of trace elements since the influencing factors are diverse in a process of recycling. Hence, it is important to investigate how much of the trace elements influence the precipitate microstructure and atomic structure.

To investigate precipitate microstructure and atomic structure, the transmission electron microscope (TEM) is an important analytical tool, using high energy electrons. The high energy electrons scatter in different ways within a specimen [4], depending on the precipitate microstructure and the atomic structure. Since the scattered electrons can extract great amount of information, TEM enables precipitates to be investigated in details. Recent developments of spherical aberration-corrected TEM instrument can observe precipitates down to the picometer scale. In addition, the scanning TEM technique with a high angle annular dark-field (HAADF) detector is very advantages to investigate precipitates with amounts of other elements since it shows atomic number contrast [5].

The aims of this thesis include investigation of the effects of trace elements on precipitation, precipitate microstructure and precipitate atomic structure in Al-Mg-Si alloys. These are studied mainly by TEM techniques, including spherical aberration-corrected HAADF-STEM. Effects of Cu and Zn as trace elements have been investigated since these elements are two of the main alloying elements in other aluminum alloy systems. These are therefore some of the most common trace elements in recycled aluminum. The investigations will help to obtain more fundamental understanding of trace elements in aluminum alloys and can also help for further modelling of microstructure and atomic structure.

This introduction part consists of four chapters giving a general introduction to aluminum alloys and TEM, also including other techniques relevant as a background for the papers given in this thesis. The main part of the thesis consists of five papers in part II.

Figure 1.1: A picture of the 1 Japanese yen coin, made of pure aluminum with a weight of 1 gram. 1 Japanese yen \( \approx 0.058 \) Norwegian krone in April 2014. The picture is taken by the author.
Chapter 2

Aluminum alloys

What makes aluminum alloys important and attractive? What are the features of aluminum alloys? In this thesis, all work has been done on one type of aluminum alloys, the Al-Mg-Si alloy. This chapter gives an introduction to aluminum alloys and the effects of typical trace elements including current recycling issues.

2.1 Aluminum alloys as metallic materials

Aluminum is the most produced "non-ferrous" metal in the world; it is the second most widely used metal after iron [1]. Aluminum has attracted much attention in industry since it started to be produced in 1827 [6]. This is due to the fact that it has strong beneficial properties over various other materials. Why? First of all, aluminum is light. Metallic aluminum has a face-centered cubic (FCC) structure and its density is 2.7 g/cm\(^3\). It is in fact about three times lighter than iron (7.9 g/cm\(^3\)). This gives potential replacements of steels in industry. Second, aluminum is abundant on the earth in the form of bauxite; it is the third abundant element – about 8% of earth’s crust, after oxygen and silicon [1]. There are also many other facts making aluminum attractive: high reflectivity, high electrical and thermal conductivity and high corrosion resistance.

Pure aluminum metal is in fact soft and has a low strength; therefore it has limited applications. However, additions of other elements make it possible to produce aluminum alloys having strength for various applications. Specific strength\(^1\) is strongly required in e.g. automobile and aerospace industries. Furthermore, aluminum alloys have attracted much attention also because they are highly workable and recyclable.

\(^1\)Strength divided by its density: strength/weight ratio.
2.2 Classification of aluminum alloys

Aluminum alloys are classified into two types: casting and wrought alloys. The casting alloys are produced without any plastic deformation. For wrought alloys, the plastic deformation is involved – "working processes" like hot and cold rolling, extrusion, drawing and forging are done during production. In general, the wrought alloys have higher elongation and strength than casting alloys. Therefore, about 75-80% of the industrial product of aluminum alloys are wrought alloys [7]. At present about 350 wrought alloys are commercially available [1], which are classified into eight types and designated with a four digit number, depending on alloying elements and compositions [8]. Table 2-1 shows the alloy designations based on the classification. The first digit number is decided by the main alloying elements and the following three digit numbers are given depending on alloy compositions.

Table 2-1: Designations of wrought aluminum alloys.

<table>
<thead>
<tr>
<th>Designations</th>
<th>Main alloying elements</th>
<th>Age-hardenable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1xxx</td>
<td>Al ≥ 99.00%</td>
<td>-</td>
</tr>
<tr>
<td>2xxx</td>
<td>Cu</td>
<td>Yes</td>
</tr>
<tr>
<td>3xxx</td>
<td>Mn</td>
<td>No</td>
</tr>
<tr>
<td>4xxx</td>
<td>Si</td>
<td>No</td>
</tr>
<tr>
<td>5xxx</td>
<td>Mg</td>
<td>No</td>
</tr>
<tr>
<td>6xxx</td>
<td>Mg and Si</td>
<td>Yes</td>
</tr>
<tr>
<td>7xxx</td>
<td>Zn and Mg</td>
<td>Yes</td>
</tr>
<tr>
<td>8xxx</td>
<td>Others</td>
<td>-</td>
</tr>
</tbody>
</table>

Among the series of aluminum alloys, the Al-Mg-Si alloys (6xxx series) have medium strength and good formability, and are mainly used for automotive, transportation and building purposes.

2.3 Strengthening mechanisms

What factors make aluminum alloys having strength? In theory, aluminum alloys have a shear strength between 0.9 and 2.62 GPa due to interatomic force (i.e. cohesive force) [9]. It is known that these levels of strength can not be reached in reality because of presence of defects. Hence, all strength mechanisms are based on hindering the movement of dislocations due to the defects (as well as precipitates in the case of age-hardenable aluminium alloys). There are several factors contributing to strength. Most aluminum alloys are polycrystalline consisting of many grains with different orientations. Grain boundaries are described as planar defects leading to strength. A dislocation is a line defect interacting with other
dislocations, resulting in strength. Vacancies, atoms in solid solution can give strength as point defects. Precipitates also play an important role to impede the movements of dislocations.

**Dislocation-Grain boundary interactions**  
Grain boundaries give a strength contribution due to accommodation of accumulated dislocations during their travel from grain to grain. Strength increases with decreasing grain size as given by the well-known Hall-Petch relation [10, 11]:

\[
\sigma_{gb} = \sigma_0 + \frac{k_y}{\sqrt{d}}
\]  

(2.1)

where \(\sigma_0\) for a materials constant, \(k_y\) for strengthening coefficient and \(d\) for the average grain size.

**Dislocation-Dislocation interactions**  
Dislocation density has a significant contribution, i.e. work hardening, due to interaction of dislocations [12]. An increase in yield strength caused by the dislocations can be expressed as follows:

\[
\sigma_{dis} = Gb \sqrt{\rho}
\]  

(2.2)

where \(G\) stands for the shear modulus, \(b\) for the Burgers vector of the dislocation and \(\rho\) for the dislocation density.

**Dislocation-Vacancy, -Solute atom and -Precipitate interactions**  
Vacancies and solute atoms are called point defects or "lattice defects" generating local strain fields around themselves in the aluminum matrix [13, 14]. Figure 2.1 shows a schematic illustration of the local strain fields in the aluminum matrix caused by a vacancy and a solute atom. The vacancies create jogs which interact with dislocations [15]. The strain fields around solute atoms depend on the difference in size between the solute atom and the aluminum atom in the matrix [16]. The contribution to strength depends on their concentration which can be described as follows [17, 18]:

\[
\sigma_{ss} = \sum_j k_j C_j^{2/3}
\]  

(2.3)

where \(C_j\) is the concentration of a specific alloying element in solid solution and \(k_j\) is the corresponding scaling factor.

Precipitates in aluminum matrix essentially play the same role – generating local strain fields around themselves in the aluminium matrix, which will be described in the next section. For the age-hardenable aluminum alloys, the precipitates have a significant contribution to the strength.
In summary, the following factors contribute to strength in aluminum alloys:

- Grain boundaries: $\sigma_{gb}$
- Dislocations (Work hardening): $\sigma_{dis}$
- Solid solution hardening: $\sigma_{ss}$
- Precipitation hardening: $\sigma_{ppt}$

The overall yield strength can be expressed as a sum of these strength contributions linearly with the intrinsic yield strength of pure aluminum $\sigma_i^2$ as follows [19].

$$\sigma_y = \sigma_i + \sigma_{dis} + \sigma_{ss} + \sigma_{ppt} \quad (2.4)$$

Note that this is one of the plausible approximations, which is not always valid. Different approximations can be found e.g. in Ref. [20].

---

2This includes the contribution from grain size.
2.4 Precipitation hardening

Precipitation hardening, so called age hardening, is one mechanism for achieving strength in aluminum alloys as described above. It was discovered in 1906 by Alfred Wilm in Al-Cu-based alloys – hardness measurements were interrupted over a weekend and he realized the hardening effect [7]. Immediately after the discovery, the application of age-hardenable aluminum alloys started in aircrafts in 1919 [7] although the mechanism was unclear. Precipitates were firstly proven by Gunier and Preston in 1938 by X-ray scattering [21, 22].

The precipitation hardening is caused by formation of nano-sized precipitates consisting of alloying elements. The precipitates form by solid-solid phase transformation – including nucleation and growth – during heat treatments, which will be described in subsection 2.4.1. The precipitates have different crystal structures from the aluminum matrix, which gives strain fields in the matrix around the precipitates. Dislocation-precipitate interactions are complex: they depend on precipitate microstructure, morphology, orientation, size and precipitate/aluminum matrix interface (coherency).

When dislocations interact with precipitates, they move as either bypassing or shearing, depending on the size of the precipitates [23]. Bypassing results in the formation of a loop (called the Orowan loop [24]) around the precipitate to store dislocations. Figure 2.2 shows a schematic illustration of these interactions. Large precipitates are bypassed ("strong" non-shearable) while small ones are sheared ("weak" shearable). In general, we see both types of mechanisms in age-hardenable aluminum alloys.

Although the interactions are complex, contribution from precipitation hardening on yield strength can be estimated, assuming that the precipitates are simple spheres and mechanisms depend on their sizes [19];

$$\sigma_{ppt} = \frac{M}{\bar{r}} (2\beta G b^2) \left(\frac{3f}{2\pi}\right)^{1/2}$$  \hspace{1cm} (2.5)

where $M$ is the Taylor factor, $\bar{r}$ is the mean particle size, $G$ is the shear modulus of the aluminum matrix, $b$ is the Burgers vector, $f$ is the volume fraction and $\beta$ is a constant.

When the mean particle radius is smaller than the critical radius for shearing $r_c$, ($\bar{r} \leq r_c$), the strength contributions become weaker, as follows [19].

$$\sigma_{ppt} = \frac{M}{\bar{r}} (2\beta G b^2) \left(\frac{3f}{2\pi}\right)^{1/2} \left(\frac{\bar{r}}{r_c}\right)^{3/2}$$  \hspace{1cm} (2.6)

\[3\] The hardness evolution occurs by formation of precipitates after "aging".
Figure 2.2: Two different mechanisms of dislocation-precipitate interaction, (i) dislocation bypassing to make a loop around a precipitate and (ii) shearing a precipitate. The precipitates are illustrated as spheres and dislocations move from left to right in the figure.

Recent development of the strength models could be expanded further to needle-shaped precipitates [25].

Coherency strain is one of the important factors in precipitation hardening. Figure 2.3 shows different structural relations of a precipitate/aluminum matrix interface. *Coherent interfaces* give the highest coherency strain, where the interface has a perfect match between atomic planes of precipitate and aluminum matrix. *Semi-coherent interfaces* have a misfit in the interface between precipitate/aluminum matrix by misfit dislocations. When the interfacial planes have very different atomic configuration, the interface is called *incoherent* which gives lowest coherency strain. The coherency is also important to understand precipitation mechanisms in the age-hardening aluminum alloy, which will be described in the next subsection.

### 2.4.1 Nucleation, clustering and precipitation

The nano-sized precipitates form by solid-solid phase transformations – which include nucleation and growth. A part of a phase diagram for binary aluminum alloys can be used to understand precipitation, and is shown in Figure 2.4. Solubility of alloying elements in aluminum is limited, depending on the elements. When the content of the alloying elements is higher than the solubility, stable phases form to minimize the energy of the system. The following is happening when hardening precipitates are formed: The alloy is solution heat treated at a high temperature,
above the solvus temperature but below the melting temperature in point 1 in Figure 2.4. This point is in the single phase (\(\alpha\) phase) region, which means that the alloying elements are in solid solution. Then, when the alloy is rapidly cooled (quenched) to the two phase region (from point 1 to point 2 in Figure 2.4), the alloying elements are in a state of non-equilibrium supersaturated solid solution (SSSS) [26]. In this process, a high number density of vacancies are created, called quenched-in vacancies. The alloying elements in the SSSS diffuse via the presence of the quenched-in vacancies to form the precipitates [27]. When temperature increases (from point to 2 to 3 in Figure 2.4), the precipitation is enhanced, and this is called artificial aging. The precipitation is controlled not only by thermodynamics, but also kinetics. The following gives a description of nucleation, clustering and growth of precipitates.

**Nucleation and clustering** In the beginning of precipitation, solute atoms diffuse to form solute rich region called atomic clusters which will be "nuclei" for nucleation. Solute atoms join the nuclei to grow a cluster. The growth of clusters occurs by statistical fluctuations toward the critical size of nucleation or dissolves to individual atoms [27]. The nucleation is driven by a negative free energy change. However, the growth is determined by two simultaneous opposing forces [26, 27]: matrix interfacial energy\(^4\) and volume free energy. The interfacial energy varies due to change in crystal structure and/or composition of the nuclei from the surrounding aluminum matrix, which varies as a power of two of the size of the nuclei [26, 27]. On the other hand, volume free energy develops when the average vol-

---

\(^4\)Here, strain energy due to coherency is neglected.
12 Aluminum alloys

Figure 2.4: An example of a phase diagram for binary aluminum alloys. In the $\alpha$ region, the alloying elements are homogeneously distributed in the solid solution. The solubility depends on the alloying elements. When the alloy contains more than the solubility of a certain element, stable phases ($\beta$) form to minimize the energy.

Figure 2.5 shows the free energy change as a function of the size of the nuclei. The $r^*$ is known as critical radius where $\Delta G_{total} = \Delta G^*$ in Figure 2.5. When the size of the nuclei is larger than a critical size ($r > r^*$), the influence of the interfacial energy is minimized and the growth stage can be started.

In reality, nucleation is almost always heterogeneous [26]. This means that it preferentially occurs at non-equilibrium sites such as defects, which decrease the total free energy of nucleation ($\Delta G^*$). Typical nucleation sites are [26]:

![Phase Diagram](image-url)
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Figure 2.5: The free energy change associated with nucleation as a function of size of nuclei. This figure is adapted from Ref. [26, 27].

- Vacancies
- Dislocations
- Stacking faults
- Grain boundaries
- Interphase boundaries

**Precipitate growth**  Precipitation is formation of a phase that differs in crystal structure and composition from the aluminum matrix by nucleation and growth. It consists of long-range diffusion of solute atoms [27]. In the precipitation sequence, metastable precipitate phases – the phases do not exist in the equilibrium phase diagram – initially form instead of equilibrium phase. This is because formation of the equilibrium phase is limited due to its high interface energy\(^5\). [27]. Equilibrium phases have usually high interface energy because they have incoherent interfaces, while metastable phases have (semi-)coherent interfaces as described in Figure 2.3. The (semi-)coherent interface has lower interface energy.

\(^5\)Interface energy consists of chemical interfacial energy (related to atomic types) and strain energy (related to coherency).
and the kinetic barrier can easily be overcome. At higher temperature, the precipitation is enhanced because the atomic diffusivity increases. Hence, the precipitates grow and equilibrium phases form eventually since the volume free energy is large enough to stabilize them. The diffusivity depends on the alloying elements. For example, in FCC aluminum matrix, the diffusivity $D$ for Si, Mg and Cu are $D_{Si} > D_{Mg} > D_{Cu}$ [28, 29]. There are higher diffusivity regions than the aluminum lattice [26]: for example, grain boundary and dislocation are considered to be high diffusivity paths.

### 2.4.2 Heat treatment

Heat treatment is essential to achieve precipitate microstructure for desired properties in age-hardenable aluminum alloys. A typical heat treatment involves the following steps:

- Solution heat treatment
- Quenching
- Natural aging
- Artificial aging

These heat treatment steps correspond to precipitation processes described in section 2.4.1. Natural aging means storage at room temperature. This reflects the industrial practice and involves e.g. transportation time from one process step to another. Nucleation and clustering occur even at room temperature since the SSSS is far from the stable equilibrium phase [7]. Figure 2.6 shows a typical heat treatment history for age-hardenable aluminum alloys.

### 2.5 Precipitation in Al-Mg-Si alloys

Al-Mg-Si alloys consists of a total amount of 1-2wt% of solute elements (Mg, Si) for forming precipitates. In addition, other elements are present in commercial industrial alloys such as Mn, Cr, Fe and Ti. These elements are added to form dispersoids to prevent recrystallization or grain growth after recrystallization [1, 30, 31].

A series of metastable precipitates are encountered during precipitation. All precipitates in the Al-Mg-Si alloys grow and keep the alignment (fully coherent) in $<001>$ Al which is the main growth direction. As a consequence, they have needle/lath/rod morphologies extending along $<001>$Al. The precipitation is
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Figure 2.6: A typical heat treatment history for age-hardenable aluminum alloys, corresponding to the precipitation processes described in section 2.4.1. See also Figure 2.4. "RT" represents room temperature.

complex, depending on alloy compositions, vacancy concentrations, quench rate, natural aging time, artificial aging time/temperature/steps and deformation before artificial aging\(^6\). These factors influence each other and affect the precipitation in Al-Mg-Si, giving the complexity.

2.5.1 Precipitation sequence

The precipitation sequence of Al-Mg-Si alloys is as follows:

\[ \text{SSSS} \rightarrow \text{atomic clusters} \rightarrow \text{GP-zones (pre-}\beta''\text{)} \rightarrow \beta'', \ U1, \ U2, \ B' \rightarrow \beta, \ Si. \]

where SSSS and atomic clusters are described in subsection 2.4.1. The following describes these metastable phases and a structural overview is summarized in Figure 2.7 and Tables 2-2 and 2-3.

**GP-zones (pre-\(\beta''\))** This is an abbreviation of Guinier-Preston (GP) zones. In the early stage of precipitation, GP-zones form. These are sometimes called a precursor of the \(\beta''\) phase. They are coherent, needle-like solute clusters occupying the aluminum FCC position with own crystal structure, which is close to \(\beta''\) [32, 33]. GP-zones are closely connected to atomic clusters and \(\beta''\) in the precipitation sequence. The Mg and Si ratio is close to 1 [32, 34, 35] and compositions could be dynamically fractionated in a range from \(\text{Mg}_2\text{Al}_7\text{Si}_2\) to \(\text{Mg}_{2+x}\text{Al}_{7-x-y}\text{Si}_{2+y}\) \((1<x, \ y<3)\), depending on Mg/Si ratio [36].

\(^{6}\)This is called *pre-deformation.*
**β" phase** This is the main hardening precipitate phase in addition to GP-zones. β" is highly-coherent and needle shaped, forming the finest microstructure at peak hardness condition. The model of the crystal structure was firstly proposed by Andersen et al. [37, 38], showing monoclinic C-centred unit cell. The composition of the phase has been controversial. In the beginning, it was thought to be Mg₅Si₆ for various reasons: for example, alloys with Mg/Si ratio ~5/6 show the highest strength and it was supported by EDS quantification [38]. However, recent extensive studies proposed [39–42], by APT and/or DFT, that the composition varies with substitution of Al on Mg and/or Si sites. These results suggest that the Mg/Si ratio is close to 1.1, which favours Mg₅Al₂Si₄, Mg₄Al₃Si₄ or Mg₆Al₁Si₄. The most recent report [43] suggests that the β" phase could have compositional variation within a single precipitate.

**Post-β" phases** These form after peak hardness, in over-aged condition, with rod-shaped morphology and are less coherent than the β" phase. They give less strength to the materials. The β′ has a hexagonal unit cell [44–46] with a Mg/Si ratio close to 1.8 [45, 46]. The U₁ phase has a hexagonal unit cell with the stoichiometry MgAl₂Si₂ [47, 48]. This phase is also known as Type A [45, 49]. The U₂ phase has an orthorhombic structure [50], and the atomic configuration is similar to a part of the β" phase. The U₂ phase is also known as Type B [45, 51]. The B′ preferentially precipitates along dislocation lines [52], and has a hexagonal structure [53, 54]. The B′ is also known as Type C [45]. The β is the equilibrium phase and has an incoherent interface.

### 2.5.2 Effects of alloy compositions and other alloying elements

The alloy composition greatly influences the precipitate microstructure and types. While "Si-rich" alloys (Si/Mg ~6/5) make the β" phase stable, "Mg-rich" ones a coarse⁷ precipitate microstructure and the post-β" phases are developed in addition to the β" phase in the peak hardness condition [55]. Although clustering is boosted during natural aging [56], the type of clusters formed during natural aging decides the final precipitate types [57, 58]. The type of clusters depends on alloy composition, e.g. Mg + Si < 1 wt% makes clusters boosting a subsequent formation of precipitates during artificial aging while Mg + Si > 1 wt% makes a retarded development [59]. This is also correlated to natural aging time [60] and does significantly affect the strength of the alloy [61].

Effects of additional alloying elements in the Al-Mg-Si system are of key interest since they directly affect the precipitate microstructure and types. Some

---

⁷Here, "coarse" means that precipitates have longer length and larger cross section – not related to a grain size.
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alloying elements are trapped in quenched-in vacancies and will retard cluster formation, while some act as effective nucleation cites for clustering [62]. In this thesis, effects of low amounts of selected additional alloying elements (Cu and Zn) are discussed, and work concerning this is described in Paper I, Paper II, Paper III and Paper IV.

The following gives overview of the effects of each alloying element. A structural overview is summarized in Figure 2.7 and Tables 2-2 and 2-4.

**Effects of Cu** Additions of Cu (~0.4 wt%) increase strength of Al-Mg-Si alloys [63–65] by formation of a fine microstructure [66, 67]. In addition, it enhances precipitation kinetics [65, 67, 68]. Furthermore, if Cu ~0.4 wt% is added, it drastically alters the precipitation sequences in Al-Mg-Si alloys [69, 70]:

\[
\text{SSSS} \rightarrow \text{atomic clusters} \rightarrow \text{GP-zones (pre-}\beta''\text{)} \rightarrow \beta'', \text{C, L, QP, QC} \rightarrow \beta', \text{Q'} \rightarrow \text{Q}.
\]

This shows that the formation of \(\beta''\) is suppressed, and other metastable precipitates such as \(\text{C, L, QP, QC, Q'}\) form at peak aged conditions.

The C phase has a plate like morphology with elongation along \(<001>\) and habit plane \(<100>\) determined by NBD and DFT [71]. The L phase has a lath morphology and a disordered structure [70], and displays strong compositional variations [72]. It is believed to be a precursor of the \(\text{Q'}\) phase. A recent study revealed that the disordered L precipitates lead to good thermal stability in alloys [73]. The QP and QC phases have been claimed to be hexagonal [74], but details are unknown. The \(\text{Q'}\) phase forms in over-aged conditions [70]. This phase is isostructural to B’ [75, 76]. Q is the equilibrium phase.

**Effects of Ag** Additions of Ag (~0.5 wt%) in Al-Mg-Si alloys lead to accelerated precipitation kinetics [77], and consequently an increase in strength and elongation [78] by means of a new Ag containing phase, called the \(\beta'_{Ag}\) phase where Ag replaces one third of the Si columns [79, 80], see Figure 2.7. A combination of Ag and Cu is reported to give further improvements of mechanical properties and precipitation hardening response [81]. A recent report shows that precipitates in Al-Mg-Si-Cu-Ag alloys consist of Cu-rich and Ag-rich areas in a single precipitate, however interestingly Cu and Ag are not found to intermix [82].

**Effects of Ge** Si can be replaced by Ge to make the Al-Mg-Ge alloy system. In these alloys the precipitation kinetics and mechanical properties are similar to that of the Al-Mg-Si alloys [83, 84]. However, the replacement leads to formation of Ge containing hardening phases which are isostructural with the \(\beta'\) and U1 phases while the main hardening phase, \(\beta''\), is not formed [85–87]. It was found that Ge
forms a network similar to the Si-network (See subsection 2.5.3) [88, 89]. When both elements are present in the alloys, the network columns are mixed (Si/Ge) [90].

**Effects of Ca** Addition of Ca has negative influence of precipitation hardening. It lowers the precipitate number density by formation of large Ca-containing particles which absorb Si [91]. This reduces the amounts of Si available for precipitation.

**Effects of Zn** Zn is the main alloying element in Al-Zn-Mn alloys (7xxx series). In this system, Zn atoms combine with Mg to form plate-like semi-coherent η’ metastable precipitates and equilibrium η-MgZn₂ precipitates on {111}Al planes [92–94]. These alloys have very low Si content. Knowledge of effects of Zn on precipitation in Al-Mg-Si alloys is limited. This is one of the main topics in this thesis, which will be discussed in Paper IV and Paper V.
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Figure 2.7: Structural models of metastable precipitate phases in Al-Mg-Si(-Cu, -Ag) alloys drawn to the same scale. The composition of the $\beta''$ phase given is the one mostly suggested [39–42] – Mg$_5$Al$_2$Si$_4$. The Si-network is a structural similarity in all metastable phases in the Al-Mg-Si alloy system, see subsection 2.5.3. This figure is partially adapted from Ref. [95, 96].
### Table 2-2: Precipitate phases encountered in Al-Mg-Si(-Cu, -Ag) alloys.

<table>
<thead>
<tr>
<th>Alloys</th>
<th>Phases</th>
<th>Compositions</th>
<th>Space groups</th>
<th>Lattice parameters [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Mg-Si</td>
<td>GP-zones [32–36]</td>
<td>Fluctuated</td>
<td>$C2/m$</td>
<td>$a = 1.48, b = 0.405, c = 0.648, \beta = 105.3^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\beta''$ [37–42]</td>
<td>$\text{Mg}<em>{6-x}\text{Al}</em>{1+x}\text{Si}_4$ $(x=0,1,2)$</td>
<td>$C2/m$</td>
<td>$a = 1.516, b = 0.405, c = 0.674, \beta = 105.3^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\beta'$ [44–46]</td>
<td>$\text{Mg}_{1.8}\text{Si}$</td>
<td>$P6_3/m$</td>
<td>$a = b = 0.715, c = 0.405, \gamma = 120^\circ$</td>
</tr>
<tr>
<td>Al-Mg-Si</td>
<td>U1 [47, 48]</td>
<td>$\text{MgAl}_2\text{Si}_2$</td>
<td>$P3m1$</td>
<td>$a = b = 0.405, c = 0.674, \gamma = 120^\circ$</td>
</tr>
<tr>
<td></td>
<td>U2 [48, 50]</td>
<td>$\text{MgAlSi}$</td>
<td>$Pnma$</td>
<td>$a = 0.675, b = 0.405, c = 0.794$</td>
</tr>
<tr>
<td></td>
<td>B' [45, 53, 54]</td>
<td>$\text{Mg}_9\text{Al}_3\text{Si}_7$</td>
<td>Hexagonal</td>
<td>$a = b = 1.04, c = 0.405, \gamma = 120^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\beta$ [97]</td>
<td>$\text{Mg}_2\text{Si}$</td>
<td>$Fm\bar{3}m$</td>
<td>$a = 0.635$</td>
</tr>
<tr>
<td>Al-Mg-Si-Cu</td>
<td>C [70, 71]</td>
<td>$\text{Mg}<em>4\text{AlSi}</em>{3.3}\text{Cu}_{0.7}$</td>
<td>$P2_1/m$</td>
<td>$a = 1.032, b = 0.405, c = 0.810, \beta = 100.9^\circ$</td>
</tr>
<tr>
<td></td>
<td>L [69, 70]</td>
<td>Fluctuated</td>
<td>Disordered</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>QP [74]</td>
<td>Unknown</td>
<td>Hexagonal</td>
<td>Unknown</td>
</tr>
<tr>
<td></td>
<td>QC [74]</td>
<td>Unknown</td>
<td>Hexagonal</td>
<td>Unknown</td>
</tr>
<tr>
<td></td>
<td>Q' [69, 75]</td>
<td>$\text{Al}_3\text{Cu}_2\text{Mg}_9\text{Si}_7$</td>
<td>$P\bar{6}$</td>
<td>$a = b = 1.032, c = 0.405, \gamma = 120^\circ$</td>
</tr>
<tr>
<td></td>
<td>Q [98]</td>
<td>$\text{Al}_3\text{Cu}_2\text{Mg}_9\text{Si}_7$</td>
<td>$P\bar{6}$</td>
<td>$a = b = 1.039, c = 0.405, \gamma = 120^\circ$</td>
</tr>
<tr>
<td>Al-Mg-Si-Ag</td>
<td>$\beta'$ [79, 80]</td>
<td>$\text{Mg}_3\text{Al}_3\text{Si}_2\text{Ag}$</td>
<td>$P6_2m$</td>
<td>$a = b = 0.690, c = 0.405, \gamma = 120^\circ$</td>
</tr>
</tbody>
</table>
Table 2-3: Atomic positions of each metastable precipitate phase in Al-Mg-Si alloys\(^8\), see schematic illustrations in Figure 2.7.

<table>
<thead>
<tr>
<th>Alloys</th>
<th>Phases</th>
<th>Atomic positions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Atoms</td>
<td>x</td>
</tr>
<tr>
<td>Al-Mg-Si</td>
<td>Mg1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Mg2</td>
<td>0.3419</td>
</tr>
<tr>
<td></td>
<td>Mg3</td>
<td>0.4225</td>
</tr>
<tr>
<td></td>
<td>Si1</td>
<td>0.0501</td>
</tr>
<tr>
<td></td>
<td>Si2</td>
<td>0.1876</td>
</tr>
<tr>
<td></td>
<td>Si3/Al</td>
<td>0.2213</td>
</tr>
<tr>
<td>B'(^{[54]})</td>
<td>Mg1</td>
<td>0.5969</td>
</tr>
<tr>
<td></td>
<td>Mg2</td>
<td>0.651</td>
</tr>
<tr>
<td></td>
<td>Si1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Si2</td>
<td>2/3</td>
</tr>
<tr>
<td>U1(^{[47]})</td>
<td>Mg</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Al</td>
<td>1/3</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>1/3</td>
</tr>
<tr>
<td>U2(^{[50]})</td>
<td>Mg</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>Al</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Mg1</td>
<td>0.2559</td>
</tr>
<tr>
<td></td>
<td>Mg2</td>
<td>0.6297</td>
</tr>
<tr>
<td></td>
<td>Al1</td>
<td>0.2179</td>
</tr>
<tr>
<td></td>
<td>Al2</td>
<td>1/3</td>
</tr>
<tr>
<td></td>
<td>Si1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Si2</td>
<td>0.5876</td>
</tr>
</tbody>
</table>

\(^8\)The atomic positions of GP-zones are similar to those of $\beta''$, except that the $y$ position of Mg1 is $1/2[33]$. 
Table 2-4: Atomic positions of each metastable precipitate phase in Al-Mg-Si-Cu, -Ag alloys, see schematic illustrations in Figure 2.7.

<table>
<thead>
<tr>
<th>Alloys</th>
<th>Phases</th>
<th>Atoms</th>
<th>Atomic positions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mg1</td>
<td>0.615 0 0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mg2</td>
<td>0.615 0 0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mg3</td>
<td>0.925 0 0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mg4</td>
<td>0.925 0 0.86</td>
</tr>
<tr>
<td>Al-Mg-Si-Cu</td>
<td>C[71]</td>
<td>Al</td>
<td>0.741 0.5 0.763</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si1</td>
<td>0.5 0.5 0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si2</td>
<td>0.83 0.5 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si3</td>
<td>0.83 0.5 0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu</td>
<td>0.703 0.5 0.355</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al1/Mg1</td>
<td>0.233/0.207 0.985/0.005 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al2/Mg2</td>
<td>0.6221 0.1292 0</td>
</tr>
<tr>
<td>Al-Mg-Si-Cu</td>
<td>Q’[76]</td>
<td>Si1</td>
<td>0 0 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si2</td>
<td>0.5858 0.8653 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu/Al</td>
<td>0.333 0.667 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mg</td>
<td>0.40 0.40 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al</td>
<td>0.74 0.74 1/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Si</td>
<td>1/3 2/3 1/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ag</td>
<td>0 0 0</td>
</tr>
</tbody>
</table>
2.5.3 Structural similarities and the Si-network

It has been discovered [47, 70] that all metastable precipitate phases in the Al-Mg-Si alloy system are structurally connected through a common network of Si atomic columns (called the Si-network). The Si-network has a projected near hexagonal symmetry of $a = b \approx 0.4$ nm, $c = n \times 0.405$ nm ($n$ is integer), with $c$ being parallel to the needle/rod/lath direction, i.e. $<001>$ aluminum, see Figures 2.7. The network is also present in the equilibrium Q phase in the Cu containing system. Therefore, all precipitates can be understood as stacks of elemental columns in a $<001>$ aluminum. They have just different arrangements of Al, Mg (and Cu) atomic columns situated in-between the triangularly arranged (approximately 0.4 nm spaced) columns forming the Si-network. When this column arrangement is periodic, the precipitates are characterized by a well-defined unit cell. However, although the Si-columns appear triangularly arranged and periodic in projection, it has been demonstrated that the overall arrangement on the network can be non-periodic in many metastable precipitates, leading to a disordered structure without a unit cell [70]. An exception from the above is the β" phase, which has a distorted Si-network, see Figure 2.7. The distortion is probably attributed to the coherency with the aluminum matrix. As a result, the column arrangement of the Si-network forms locally square symmetry approaching the aluminum unit cell, although a triangular Si-network exists over part of the phase.

2.5.4 Effect of heat treatment

As mentioned, the precipitation in Al-Mg-Si alloys is complex. Heat treatment greatly influences the precipitation and the precipitate structure. In Paper I and Paper II, effects of quench rate and/or pre-deformation are discussed in connection to the effect of trace elements. The following is a brief description of these effects.

**Effects of quench rate**  Quenching after solution heat treatment produces quenched-in vacancies which are essential for atomic diffusion during precipitation [99–102] as generally described in section 2.4.1. Slower quench rates lead to decreased supersaturation resulting in loss of vacancies [103] and consequently lower number density of precipitates [104] and lower strength [105].

**Effects of pre-deformation**  It is known that pre-deformation affects atomic diffusion during precipitation because of the introduced dislocations act as high-diffusivity paths [26] as described in section 2.4.1. Nucleation rates and precipi-

---

9Since the deformation is conducted before the artificial aging (after the solution heat treatment), it is called "pre-deformation".
tation kinetics are enhanced since the pre-deformation decreases the activation energy for growing precipitates [106, 107]. 10%-15% pre-deformation leads to formation of heterogeneous nucleation sites along dislocation lines. Different types of precipitates, except from $\beta''$, form a continuous decoration of the dislocation lines ("a string-like" precipitates) together with discrete precipitation along dislocation lines consisting mainly of B' [108–111], together with Q' [112, 113] if Cu is present in the alloys. With 0.5%-5% pre-deformation, on the other hand, $\beta''$ is dominant at peak hardness condition. This level of pre-deformation accelerates formation of $\beta''$ due to decreased activation energy [114–117]. This is because the pre-deformation leads to formation of atomic clusters transforming to $\beta''$ during natural aging [118].

2.6 Recycling and trace elements

Aluminum recycling has in recent years become a noteworthy activity in industry for a sustainable society. The demand for aluminum recycling is supported by the fact that the energy used for recycling is only 5-7% of its primary production [2, 3] and approximately 75% of the aluminum ever produced is still in use all over the world [2]. Based on this enormous energy saving and life time of aluminum, aluminum is called an "energy bank". The use of recycled aluminum has increased with increasing total aluminum usage, as shown in Figure 2.8 (i). Figure 2.8 (ii) and (iii) show the end-use market for finished aluminum products and the origin of recycled aluminum in 2007. Aluminum in transport (e.g. automotive parts) and packaging (e.g. beverage cans) contribute the most to aluminum recycling. For example, collection rate of beverage cans in 2009 was 92.0% in Norway [119], and interestingly they can be recycled, re-fabricated and put back on the supermarket in just ~60 days after collection [2].

The upper part of Figure 2.9 shows a brief description of the total aluminum cycle. In primary production, bauxite (hydrated forms of aluminum oxide) is refined to alumina ($\text{Al}_2\text{O}_3$). Aluminum is produced from the alumina by electrolysis [1, 120]. This provides aluminum ingots to produce end products. After life time of the products, it is recycled. In recycling, aluminum scrap consists of two types: pre-consumer scrap (also called "new scrap") and post-consumer scrap ("old scrap"). The former comes from the production process, while the latter comes from products after life-time usage. Today the global aluminum recycling is based on pre-consumer scrap (~32.8 Mt), which is roughly three times more than post-consumer scrap (~10 Mt) [121].

Scrap aluminum contains trace elements, and hence such elements inevitably remain in the recycled secondary aluminum. Since properties of aluminum alloys are generally sensitive to composition, controlling the content of trace elements is
important when making secondary aluminum from aluminum scrap during recycling. A list of such trace elements is quite large, including Si, Mg, Ni, Zn, Pb, Cr, Fe, Cu, V and Mn [122]. Some of these elements directly influence precipitation and precipitate structures in Al-Mg-Si alloys, as mentioned in the above sections.

Aluminum recycling – the whole process from scrap to secondary aluminum – consists of mainly two processes: physical separation and chemical separation. The former one is a pre-melt process after collecting the scrap and the latter one is a melt process to make secondary aluminum. The bottom part of Figure 2.9 shows a brief description of the recycling process and removal of possible elements for each process. The physical separation can roughly remove elements contained in the scrap. Chemical separation includes melting and refinement, metallurgical processes, which further remove elements that cannot be removed in the physical separation by e.g. common fluxing [122].

An important question is the amounts of trace elements that accumulate during recycling and will be contained in the secondary alloys. Although an estimation of chemical composition has recently been analysed, e.g. for alloys in the automobile industry [123], it is difficult to predict this value since it depends on aluminum scrap sources, the end products produced by the secondary aluminum and the recycling processes (which usually depend on the aluminum scrap source and the end products) [124–126] – the factors are diverse. Moreover, because of the variety of affecting factors, so called "recycling friendly alloys" have been developed. These make it easy to estimate the chemical composition of its secondary alloys and hence will be easily recyclable [3]. In this thesis, effects of selected trace elements (Cu and Zn) on precipitation hardening and precipitate structures are systematically investigated, since these elements are two of the main alloying elements in other aluminum alloy system (2xxx and 7xxx series, respectively). These are described in Paper I, Paper II, Paper III and Paper IV.
Figure 2.8: (i) Global aluminum use in 1950, 1980 and 2007 for primary aluminum and recycled aluminum, (ii) the end-use market of finished aluminum products in 2007 and (iii) origin of recycled aluminum produced from old scrap in 2007. Data are from Ref. [119]. The gray scale for each category in (iii) corresponds to that in (ii).
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Figure 2.9: A brief description of the aluminum cycle (upper parts) and the recycling process removing elements for each process (bottom parts). This figure is partially adapted from Ref. [122].
Aluminum alloys
Chapter 3

Transmission electron microcopy (TEM)

TEM is a very important analytical tool for observing microstructures and precipitate structures, using high energy electrons. The high energy electrons exhibit a particle/wave duality which gives the possibility to do a diversity of characterization and analysis techniques. Electrons can be observed as particles by transferring their impulse and energy and as waves by scattering and diffraction. This chapter provides the theory and principles of TEM and related techniques. The techniques are the main analytical tools in this thesis to observe microstructure and precipitate structure.

3.1 Characterization with electrons

What happens when accelerated high-energy electrons interact with a specimen? Figure 3.1 shows interactions between accelerated electrons and matter, and the following is an overview of what they are used for. As will be seen, some interactions are more suited than others to characterize and analyze the materials studied.

Secondary & Backscattered electrons

If the specimen is thick enough (typically more than 5 times the mean free path [127]), secondary and backscattered electrons are emitted. The emission of secondary electrons results from ejection from conduction or valence bands of atoms while backscattered electrons come from numerous elastic scattering events (interaction with the Coulomb potential) in order to return backward. They are mainly used for imaging in SEM, which creates image contrast like topological contrast for secondary electrons and atomic number contrast for backscattered electrons [127]. The backscattered electrons can
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Figure 3.1: Electron-specimen interactions. The specimen is assumed to be thin. This figure is adapted from Ref [4].

also give crystallographic orientation, which is used in EBSD techniques.

**Characteristic X-ray & Auger electrons**  These are alternatives to each other, emitted by the result of the ejection of inner-shell electrons. When the inner-shell electrons are ejected by the incident electron beam, the ionized atom returns to its ground state by filling in the hole (of inner-shell) with an electron from an outer shell. The transition results in emission of either an X-ray or an Auger electron [4, 128]. This gives rise to characteristic energy (unique to the atom) as single X-ray photon (Characteristic X-ray) or one of the outer shell electrons ejected (Auger electron). Characteristic X-ray can be used for elemental analysis, e.g. EDS [4]. The Auger electrons can be used for chemical and compositional characterization of surface environments, e.g. Auger electron spectroscopy [129]. The probability of the characteristic X-ray emission against the Auger electrons is described by the *fluorescence yield* [4]. Heavy elements have higher fluorescence yield than light elements. This indicates that heavy elements tend to emit characteristic X-rays while light elements emit Auger electrons.

**Elastically scattered electrons**  The high energy incident electron beam interacts with either the electron cloud or the nucleus of materials, leading to elastic scattering. The elastic scattering occurs due to Coulomb forces. The interaction with the electron cloud results in small angular deviation and forward scattering,
while the interaction with nucleus is strong and backward scattering (backscattered electrons). The backward scattering is rare in TEM [4]. The elastically scattered electrons interact with the periodic potential in the materials to make interference and to form diffraction just like visible light – due to the wave nature of electrons. Here it is important to think about coherency of the elastically scattered electrons, i.e. phase relationship between scattered electrons: if it is coherent or incoherent. Coherent scattering can be used for high resolution TEM, which are described in section 3.3. On the other hand, incoherent scattering is known as Rutherford scattering [130], which can be used for HAADF-STEM described in section 3.6.

**Inelastically scattered electrons** Some electrons are scattered inelastically – accompanied by energy transfer. Incident electrons lose energy due to generation of X-ray and/or other electrons like Auger electrons, as mentioned. In addition to that, collective interactions with many atoms or electrons can be assumed as sources of the energy loss, e.g. plasmon excitation, specimen heating (so called beam damage). Inelastically scattered electrons can be used for EELS techniques and EFTEM imaging, which will be described in section 3.4.

### 3.2 Basic principles of TEM

The TEM instrument is a column consisting of an electron gun, electromagnetic lens systems and detectors. Figure 3.2 shows a typical TEM instrument. Electrons travel from top to bottom.

The electron "gun" is an electron source of high energy electrons. There are two types of electron sources: thermionic and field-emission filaments. A thermionic filament consists of tungsten or LaB$_6$ heated up to high temperature (~2700 K and ~1700 K, respectively [4]) to give electrons sufficient energy to leave from the surface. On the other hand, the field-emission filament is a fine needle tip made of tungsten exposed to a high electric field to extract electrons by the tunnelling effect. The field-emission filament is further divided into two types: Schottky emission and cold emission. The former makes a tungsten heated to enhance the tunnelling effect while the latter works at room temperature$^1$. The resolution of a microscope is influenced by the electron gun (and accelerating voltage), depending on the energy spread in the beam, effective source size and beam coherency. For example, a cold field-emission filament has the lowest energy spread and a highly coherent beam which lead to highest resolution.

The lens system consists of electromagnetic lenses to focus the electron beam by a magnetic field adjusted by lens currents. The high energy electrons are first

---

$^1$The term "cold" comes from "colder" than Schottky emission.
focused by the condenser lens system. Then the parallel electrons interact with the specimen. Transmitted electrons are focused by the objective lens to make an image. A diffraction pattern is made in the back focal plane of the objective lens where the objective aperture is located. Further, the projector lens system makes a projection on the viewing screen. There are two operation modes: imaging and diffraction. Both can be observed on the viewing screen by changing the lens current in the projector lens system. The selected area aperture can be inserted in the image plane to select the area for contributing to the diffraction pattern. The condenser, objective and selected area apertures can change in size and position so that needed image contrast can be achieved. The electromagnetic lenses are not perfect due to lens aberrations such as spherical aberration, chromatic aberration, coma, field astigmatism, field curvature and distortion. The lens imperfections are analogue to light optics. Resolution of the microscopes is limited by aberrations.

---

2Spherical aberration, coma, field astigmatism, field curvature and distortion are called the *Seidel aberrations*, the same in light optics.
Recent aberration-correctors are important to improve resolution. Aberration correction will be described in section 3.8.

### 3.2.1 Image contrast

TEM image, it is important to understand image contrast – what are you observing? There are several types of image contrast: mass-thickness, diffraction and phase contrast. Phase contrast imaging is used for high-resolution TEM, which will be described in section 3.3. The following is an overview of mass-thickness contrast and diffraction contrast in TEM.

**Mass-thickness contrast**  The mass-thickness contrast results from incoherent elastic scattering (Rutherford scattering). The Rutherford scattering cross section increases monotonically as a function of atomic number (Z). This means that high Z (high mass) atoms scatter more electrons than low Z, leading to dark for high mass region in the image. The thickness of a specimen acts in a similar manner; thicker regions scatter more electrons than thinner regions of the same average Z.

**Diffraction contrast**  In crystalline specimens, the diffraction contrast comes from elastic scattering and its constructive interference along special angles (Bragg angles), i.e. Bragg’s condition, also known as the Laue condition [131]. This gives characteristic diffraction patterns depending on crystal structures. There are two ways to image the diffraction contrast: bright-field (BF) or dark-field (DF). Figure 3.3 shows a schematic illustration of a ray diagram with the BF imaging and DF imaging. Only the directly transmitted beam passes through objective aperture to form the BF image while only the diffracted beam is used to form the DF image. In the BF image, the diffracted beam is blocked out so that the image is dark in the diffracted region. On the other hand, in the DF image, the diffracted beam passes through so that the image is bright in the regions which scatter to this beam. In Paper I, Paper II and Paper IV, investigations of precipitate microstructure have been performed by BF-TEM using a Philips CM30 operating at 150 kV.

### 3.3 High resolution TEM (HRTEM)

HRTEM comprises phase contrast imaging, one of the image contrasts mentioned in the last section. Phase contrast is an interference pattern in the image plane. The contrast is formed by the direct transmitted beam and (several) diffracted beams in

---

3Note that DF imaging is usually conducted by a tilted incident beam so that the objective aperture can stay on the optical axis. In Figure 3.3 (b), for easier description, the objective aperture is moved from the optical axis to pass the diffracted beam, for illustration purposes.
the image plane. Hence, the direct transmitted beam and the diffracted beams must pass through the objective aperture. Usually the objective aperture is not inserted or an aperture is inserted, which is large enough to pass both the direct beam and diffracted beams, so as to remove components of high spatial frequency. Figure 3.4 shows a schematic illustration of phase contrast image formation.

Since each diffracted beam experiences a specific phase shift (Bragg’s condition), an electron wave after interaction with the specimen (called the exit-plane wave) contains structural information of the specimen. In general, a description of electron diffraction is complex because of the strong interaction between electrons and the specimen – dynamic diffraction should be considered, described by many Bloch waves [132]. However, if a specimen is thin, the dynamic diffraction can be ignored and the contrast mechanisms can simply be described by kinematic diffraction.

To describe the interference of beams with phase shifts by a specimen and eventually the contrast mechanism, the specimen is assumed to be an object altering the phase, but not the amplitude of the incident electron beam. In addition, the phase shift is assumed to be small. This is so called the weak phase object approximation [4]. Then a phase modulation of the incident electron beam can be expressed by $\exp\{-i\phi(\vec{r})\} \approx 1 - i\phi(\vec{r})$ [133] where $\phi(\vec{r})$ stands for the object (real) function reflecting the phase shift as a function of position $r$, which is associated with the projected electron potential of the specimen [4] and also called the trans-
mission function [134]. If a wave function of the incident electron beam is given as $\psi_{\text{in}} = 1$, the exit-plane wave function $\psi_{\text{ep}}$ can be expressed as the product of the incident electron beam and the phase shift, as follows [133]:

$$\psi_{\text{ep}}(\vec{r}) = 1 - i\phi(\vec{r}).$$  \hspace{1cm} (3.1)

A diffraction pattern is made in the back focal plane of the objective lens (where the objective aperture is located). The electron wave function in the back focal plane $\psi_{\text{bfp}}$ can thus be written as the Fourier transform of the exit-plane wave function as follows [135]:

$$\psi_{\text{bfp}}(\vec{k}) = \mathcal{F}[\psi_{\text{ep}}(\vec{r})] = \psi_{\text{ep}}(\vec{k})$$ \hspace{1cm} (3.2)

$\mathcal{F}$ stands for the Fourier transform and $k$ for the reciprocal space vector, which is unique to the crystal lattice – diffraction patterns. Here it is easy to imagine that the wave function of the image plane is the inverse Fourier transform of the back focal plane wave function. However, in this process, transfer characteristic of the lens system for the imaging must be considered because of lens aberrations. Hence, the wave function in the image plane, $\psi_{\text{ip}}(\vec{r})$ can be expressed with so called the contrast transfer function (CTF) $f_{\text{CTF}}(k)$ as follows [131]:

$$\psi_{\text{ip}}(\vec{r}) = \mathcal{F}^{-1}[\psi_{\text{ep}}(\vec{k})f_{\text{CTF}}(\vec{k})]$$ \hspace{1cm} (3.3)

where $\mathcal{F}^{-1}$ stands for inverse Fourier transform.
3.3.1 The contrast transfer function (CTF) \( f_{(CTF)}(\vec{k}) \)

Since the spatial frequencies of the phase in the individual exit-plane wave \( \psi_{ep}(\vec{r}) \) are unequally transferred to the image plane, the CTF \( f_{(CTF)}(\vec{k}) \) is not constant [136, 137], but contains contributions determining the characteristics of the phase contrast images in HRTEM. The contributions contain diffraction from the objective aperture, \( H(\vec{k}) \), degrees of coherence (partial spatial and partial temporal coherence), \( E(\vec{k}) \) and aberrations of the lens system, \( B(\vec{k}) \). Considering the effects of these contributions, the CTF \( f_{(CTF)}(\vec{k}) \) can be written as a product of the individual terms as follows:

\[
f_{(CTF)}(\vec{k}) = H(\vec{k})E(\vec{k})B(\vec{k}). \tag{3.4}
\]

The following gives a description of each contribution of the CTF:

**Diffraction from the objective aperture:** \( H(\vec{k}) \) As mentioned, the objective aperture is located in the back focal plane of the objective lens. This gives a diffraction pattern. The effect of the objective aperture on the exit-plane wave function can be described by a *top-hat function*: one inside the objective aperture and zero outside. Alternatively, the objective aperture function can approximately be described by the *Fermi function*. In this way, a discontinuous edge can be avoided e.g. in numerical computation [134].

**Degree of coherence:** \( E(\vec{k}) \) The degree of coherence is important to have the interference because of its phase relation between individual waves. Ideally, an electron source produces a fully coherent incident electron beam. However, a *real* electron source has a finite size and produces electrons with slightly varying energies. This leads to partial spatial coherence and partial temporal coherence, giving damping envelope functions in the CTF, which reduce the information transfer at high spatial frequencies [138].

**Aberrations of lens system:** \( B(\vec{k}) \) The electromagnetic lenses are not perfect due to lens aberrations and the resolution of the microscope is limited by the aberrations. In fact, aberrations are essential for phase contrast imaging. The lens aberration gives a phase shift.

The effect of aberrations on the CTF can be expressed as follows:

\[
B(\vec{k}) = \exp\{-i\chi(\vec{k})\} = \cos\{\chi(\vec{k})\} - i \sin\{\chi(\vec{k})\} \tag{3.5}
\]
3.3. High resolution TEM (HRTEM)

where \( \lambda \) stands for wave length and \( \chi(\vec{k}) \) for the aberration function describing the phase shift induced by the objective lens. For aberration uncorrected TEM, spherical aberration, \( C_s \), and defocus, \( \Delta f \) of the objective lens dominate and determine the aberration function as follows:

\[
\chi(\vec{k}) = \chi(k) = \frac{1}{2} k^2 \lambda^2 \Delta f^2 + \frac{1}{4} k^4 \lambda^4 C_s^4
\]

(3.6)

Here, \( C_s \) and \( \Delta f \) are isotropic aberrations. Hence, \( \chi \) is isotropic being able to substitute \( \vec{k} \) with \( k = |\vec{k}| \). Interestingly, if there are no aberrations, the aberration function is equal to zero and the contribution \( B(\vec{k}) \) to the CTF becomes zero. This means that aberration of the lens system is essential to the phase contrast imaging.

3.3.2 Image intensity

Now we can come back to the wave function in the image plane (eq. (3.3)) to describe image intensity. Considering the above mentioned CTF, the wave function in the image plane can be expressed as follows:

\[
\psi_{ip}(\vec{r}) = F^{-1}[\psi_{ep}(\vec{k}) f_{CTF}(\vec{k})] = \psi_{ep}(\vec{r}) \otimes f_{CTF}(\vec{r})
\]

(3.7)

where \( \otimes \) stands for the convolution. Since the exit plane wave is a complex wave function of a weak phase object, as mentioned, \( 1 - i\phi(\vec{r}) \), the wave function in the image plane can be further deduced as follows [133]:

\[
\psi_{ip}(\vec{r}) = 1 + \phi(\vec{r}) \otimes \text{I}\{f_{CTF}(\vec{r})\} - i\phi(\vec{r}) \otimes \text{R}\{f_{CTF}(\vec{r})\}
\]

(3.8)

where \( \text{R} \) and \( \text{I} \) stand for real and imaginary parts, receptively. If quadratic term in \( \phi(\vec{r}) \) is neglected, the image intensity in the image plane, \( I_{ip} \), is then expressed as follows [133]:

\[
I_{ip}(\vec{r}) = |\psi_{ip}(\vec{r})|^2 = 1 + 2\{\phi(\vec{r}) \otimes \text{I}\{f_{CTF}(\vec{r})\}\}.
\]

(3.9)

Hence, the spatial frequency of the image intensity in the image plane can be expressed as follows:

\[
I_{ip}(\vec{k}) = \mathcal{F}[I_{ip}(\vec{r})] = \delta(\vec{k}) + 2\phi(\vec{k}) \text{I}\{f_{CTF}(\vec{k})\}.
\]

(3.10)

The important thing here is that the imaginary part of CTF contributes to phase contrast imaging in HRTEM. Considering the CTF (eq. (3.4)), the image intensity can finally be deduced as follows:

\[
I_{ip}(\vec{k}) = \delta(\vec{k}) + 2\phi(\vec{k}) H(\vec{k}) E(\vec{k}) \sin[\chi(\vec{k})].
\]

(3.11)
This shows that the image intensity is oscillating as a function of spatial frequency due to a sine function which is affected by spherical aberration, $C_s$, and defocus, $\Delta f$. In addition, the degree of coherence, $E(\vec{k})$, gives a damping envelope function. Only the term, $E(\vec{k}) \sin(\chi(\vec{k}))$, is commonly called the phase CTF\(^4\). Figure 3.5 shows the phase CTF.

Figure 3.5: The phase CTF for 200 kV for different values of spherical aberration, $C_s$, and defocus, $\Delta f$. For an electromagnetic lens, the $C_s$ is always positive [139]. This figure is plotted with the code provided in Ref. [134].

As seen from Figure 3.5, the phase CTF becomes either positive or negative, depending on spatial frequency. This gives contrast reversal: atoms are bright on a dark background if it is positive, and vice versa if it is negative. In addition, it is sensitive to spherical aberration and defocus. In practice, since spherical aberration is fixed depending on the TEM instrument, defocus is adjusted to get directly interpretable images so that the CTF is "flat" – information can be transferred without any contrast reversal. There is so called the Scherzer defocus [139] which is an ideal defocus to compensate the effect of spherical aberration.

\(^4\)Only the sine term is often called the coherent phase CTF.
Above described the contrast mechanism is for aberration uncorrected TEM. If the spherical aberration is corrected, the aberration function $\chi(\vec{k})$ must be considered with additional aberrations. This will be explained later in section 3.8.

In Paper II, investigations of precipitate atomic structure are performed by a JEOL 2010F operating at 200 kV and having 0.2 nm point resolution.

### 3.4 Electron energy loss spectroscopy (EELS)

EELS measures energy loss of inelastically scattered electrons after interaction with the specimen. Analysis of the energy loss spectrum is highly useful to understand how the incident electrons lose their energy. Energy loss electrons are detected by magnetic prism spectroscopy in which a uniform magnetic field is generated [140]. Figure 3.6 shows a schematic illustration of the magnetic prism spectrometer used for EELS. Electrons having different energies (due to the energy loss) are dispersed in magnetic prism in different deflection angle due to the Lorentz force. Hence, a spectrum comes depending on the electron energy loss after interaction with a specimen. The energy loss spectrum contains several intensity changes, depending on interactions. There are mainly three parts as follows.

**Zero loss peak** The zero-loss peak comes from electrons which have lost zero energy, giving a sharp peak in the spectrum. The peak stands at 0 eV, including the incident direct beam electrons and elastically scattered electrons. The width of the zero loss peak contains information of the energy distribution of the electron source, e.g. 1-2 eV for LaB$_6$, 0.8 eV for Shottkey and 0.3 eV for cold field-emission filaments [140]. The zero loss peak also contains electrons which have lost energy to phonon excitations – atomic vibrations – giving small energy losses. This is usually smaller than the energy distribution of the electron source, which is hence not resolvable [4].

**Plasmon peak(s)** The plasmon peak(s) result from inelastic scattering of weakly bound outer-shell electrons, conduction and valence electrons, known as quantized oscillations – *plasmon*. The peak(s) arise broadly in a second most dominant peak after the zero-loss peak, which is useful to measure thickness of the specimen.

**Core-loss peak** The core-loss peak(s) result from inelastic scattering from inner-shell electrons. The peak(s) appear at so called the *ionization edges* at certain energy losses depending on elements. Hence, it can be useful to analyse e.g. elemental analysis [140]. The fine structure of the edges can be analysed, called energy-loss near-age structures (ELNES) which is analogous to X-ray absorption
fine structure (XAFS) in X-ray absorption spectroscopy.

![Diagram of magnetic prism spectrometer and energy loss spectrum](image)

Figure 3.6: (i) Schematic illustration of the magnetic prism spectrometer of EELS and (ii) a typical energy loss spectrum. The dashed lines in (i) represent energy loss electrons while the solid lines are no loss electrons. The dashed rectangle shows a magnified region of core excitation peaks which are much lower than the zero-loss and plasmon peaks. This figure is partially adapted from Ref. [140].

If an additional lens system is installed after the magnetic prism, it is possible to form an image. In addition, a slit can be inserted so that a certain energy loss range is selected to form an image. This is so called energy-filtered TEM (EFTEM), which contains contrast associated with selected characteristic energy loss.

A reason for using the EELS technique in this thesis is to measure thickness of the specimen. The thickness is used for quantification of precipitate microstructure, which will be described in next subsection. The thickness can be measured by considering the probability of inelastic plasmon scattering (which can follow Poisson statistics [140] – how many times the electrons are scattered). The measurement of the integrated intensities of the zero loss peak \(I_0\) and the whole spectrum \(I_t\) can deduce the thickness \(t\) as follows:

\[
t = \lambda \ln \left( \frac{I_t}{I_0} \right)
\]

where \(\lambda\) stands for the inelastic mean free path for plasmon scattering.

In Paper I, Paper II and Paper IV, thickness measurements for quantification of the microstructure are performed by a Gatan parallel electron energy loss spectrometer.
3.4. Electron energy loss spectroscopy (EELS)

3.4.1 Quantification of microstructure from a combined TEM and EELS

Quantification of microstructure are conducted in this thesis described in Paper I, Paper II and Paper IV. Precipitate needle lengths, cross sections, number densities and volume fractions are calculated by a combination of BF-TEM images and thickness measured by EELS. The measurement is not straight-forward, since thickness of the specimen is usually 50-110 nm in which precipitate needles can be "cut" during sample preparation. Figure 3.7 shows a schematic illustration of the geometry of a TEM specimen, precipitates and the incident electron beam, and an example of a BF-TEM image. Some precipitates are seen as "cut" on the edge of specimen. This factor gives errors of the quantification. Hence, the quantification of the precipitate needle lengths and number densities must be conducted with corrections to estimate the actual values.

The precipitate number densities ($\rho$) are defined as the total number of precipitates over the volume in the TEM images as follows:

$$\rho = \frac{3N}{At}$$

(3.13)

where $N$ stands for the number of precipitates counted, $A$ for the corresponding area on the BF-TEM image, and $t$ for the thickness of corresponding area measured by EELS. The factor 3 arises because only needles viewed along one of the $<001>\text{Al}$ are counted. Considering the correction of the errors, the calculation use the "effective thickness" ($t + \lambda$) showing the sum of the thickness and the average needle lengths $\lambda$, as follows:

$$\rho = \frac{3N}{A(t + \lambda)}.$$  

(3.14)

The needle lengths measured on the BF TEM images should also be corrected because of the error. Hence, the average needle lengths $\lambda$ are calculated using a formula with the correction as follows:

$$\lambda = \frac{l_m}{1 - (l_m/t) \cos \theta \tan \phi}$$

(3.15)

where $l_m$ stands for the measured needle length, $\theta$ for the angle between the precipitate needles perpendicular to the incident electron beam and the specimen surface, and $\phi$ for specimen tilt angle in the microscope. $\theta$ can usually not be measured, but $\theta = 45^\circ$ is used since this angle is reasonably accurate [141].

The methodology has been established and summarized elsewhere [55, 141].
Figure 3.7: (i) Schematic illustration of geometry of specimen, precipitates and incident electron beam, and (ii) an example of a BF TEM image of precipitate microstructure in Al-Mg-Si alloys taken along $\langle 001 \rangle_{\text{Al}}$. The thickness is $\sim 50$ nm. The image is taken by the author.

### 3.5 Energy dispersive X-ray spectroscopy (EDS)

EDS is a technique for elemental analysis using characteristic X-rays. The technique enables chemical composition of the specimen to be determined qualitatively and quantitatively. Since the characteristic X-ray has an energy unique to an element, as mentioned, detection of the energy can answer which elements the X-ray originates from. The detector is made by a Si semiconductor detecting a single X-ray photon to generate electric charge. This is proportional to the energy of the photon [4]. However, quantitative analysis of precipitates by EDS is relatively problematic – accurate analysis is not straight-forward because of several error sources. For example, for precipitates in Al-Mg-Si alloys, the specimens have thickness giving overlapped areas of phases and Al matrix, which gives errors. Emission of the characteristic X-ray is limited to light elements because of fluorescence yield as mentioned. Hence, the EDS technique is good at analysis of heavier elements.

A combination of EDS and scanning TEM (which will be described in next section) can produce so called *elemental map* – which elements are there in corresponding images. The combination is used in Paper IV for qualitative elemental map by a JEOL 2010F operated at 200 kV and equipped with an EDS from Oxford Instruments (with INCA software).
3.6 Scanning transmission electron microscopy (STEM)

The STEM technique is described by a convergent electron beam forming a focused electron probe which scans on the specimen, and the transmitted electrons after the interaction with the specimen are detected. The electron probe is scanned in a rectangular area and each scan position gives results of the interaction in detector plane where the diffraction pattern forms. Compared to TEM, STEM uses a convergent electron beam instead of a parallel one. If you look carefully, the electron optics of STEM is interestingly identical to the TEM, just up side down – the convergent lens and the illumination aperture are analogues to the objective lens and the objective aperture, respectively. Figure 3.8 shows a schematic illustration of the STEM optics. There are mainly two types of detectors: BF\(^5\) and high angle annular dark-field (HAADF)\(^6\) detectors. The electron probe is focussed on the specimen, and forms a convergent-electron beam diffraction pattern in the detector plane. This gives diffraction discs for each diffracted beam, which overlap and interfere to form the STEM signal. The signal on the BF detector corresponds to the central disc and the overlapping first-order diffraction discs [4]. On the other hand, the HAADF detector picks up close to elastically scattered electrons which result from high angle incoherent scattering. This will be described in the next subsection.

In STEM, the size of the electron probe is important, as it determines resolution. If the probe size is smaller than the inter atomic spacing, the STEM image will directly correspond to the atomic structure – the smaller electron probe size, the better resolution. The electron probe size depends on the illumination aperture, the spherical aberration of the lens system and the coherence of electron source, which are briefly described in section 3.8.

3.6.1 High angle annular dark-field (HAADF)-STEM

A HAADF detector picks up the signal of elastically scattered electrons which results from high angle incoherent scattering. This means the Rutherford scattering from each atom contributes to the HAADF image – the image intensity is proportional to the atomic number (Z). Hence, the HAADF-STEM technique is often called "Z-contrast" imaging. The HAADF-STEM technique has advantages to more directly interpret atomic structure, compared to HRTEM, for further modelling. This greatly contributes the investigation of atomic structure of Al-Mg-Si alloys, as described in Paper II, Paper III, Paper IV and Paper V.

\(^5\)Recent development also includes an annular bright-field (ABF) detector which has advantages to observe light elements [142, 143].

\(^6\)The terminology sometimes varies depending on scattering angle; annular dark-field (ADF), low angle annular dark-field (LAADF) or middle angle annular dark-field (MAADF).
Figure 3.8: Schematic illustration of STEM. $\vec{K}_i$ is the perpendicular component of the reciprocal space vector and the final wave $\vec{K}_f$ is detected on the HAADF detector, resulting from the interference between the initial partial waves separated by $\vec{Q}$. See subsection 3.6.1. The electron probe is scanned in a rectangular area in a raster over the specimen to collect intensities at each probe position.

The intensity of HAADF-STEM images As mentioned, HAADF-STEM images result from high-angle incoherent scattering. A mathematical description of the intensity of incoherent scattering can be written by convolution of probe function, $P(\vec{r})$ and object wave function, $\psi(\vec{r})$ as follows [5]:

$$I_{HAADF} = | P(\vec{r}) |^2 \otimes | \psi(\vec{r}) |^2$$  \hspace{1cm} (3.16)

The probe function can be written as so called the aperture function [5]: $A(\vec{k}) = H(\vec{k}) \sin(\chi(\vec{k}))$ where $H(\vec{k})$ and $\chi(\vec{k})$ are a function affected by the aperture and the aberration function, respectively, as described in section 3.3. Note that a coherent electron source is assumed here for simplicity– no consideration of partial incoherence due to electron source is included. The probe function in the specimen
plane can be expressed as the inverse Fourier transform as follows:

\[ P(\vec{r}) = \int A(\vec{k}) \exp \{2\pi i (\vec{k} \cdot \vec{r})\} d\vec{k} \]  

(3.17)

Since the electron probe is scanned across the specimen, the shift of the probe position \( \vec{r}_0 \) is employed as follows [5]:

\[ P(\vec{r} - \vec{r}_0) = \int A(\vec{k}) \exp \{2\pi i [\vec{k} \cdot (\vec{r} - \vec{r}_0)]\} d\vec{k}. \]  

(3.18)

To describe the intensity of the HAADF-STEM image, electron scattering from a crystal must be considered. The electron scattering from a crystal can be expressed by so called the Bloch wave approach for dynamic electron diffraction [132]. Considering a crystal with a periodic potential, a solution of the Schrödinger equation gives the Bloch waves which reflect lattice periodicity as follows:

\[ b^{(j)}(\vec{k}, \vec{r}) = \sum_g \Phi_{g}^{(j)} \Phi_{0}^{(j)} \exp \{2\pi i [(\vec{k}_0^x + \vec{g}) \cdot \vec{r}] \} \]  

(3.19)

where \( j = 1, 2 \ldots n \) represents different Bloch waves reflecting propagation of electron waves in a crystal, \( g \) stands for lattice points in reciprocal space, \( k_0 \) for wave vector in lattice points 0 in the reciprocal space and \( \Phi_{g}^{(j)} \) is the amplitude factor.

From now on, the real and reciprocal space vectors can be further written in their components perpendicular and parallel to the optic axis: \( \vec{r} = (\vec{R}, z) \) and \( \vec{k} = (\vec{K}, k_z) \), and it is assumed that the components of the Bloch waves have no interaction with the crystal periodicity along the beam direction [5]. The total wave function within the crystal is a linear combination of the Bloch waves [132], describing the sum of many Bloch states propagating through the crystal and interfering with one another depending on the depth [144] as follows:

\[ \psi(\vec{R}, z, \vec{K}_i) = \sum_j \sum_g \Phi_{0}^{(j)*}(\vec{K}_i) \Phi_{g}^{(j)}(\vec{K}_i) \exp \{-2\pi i [(\vec{K}_i + \vec{g}) \cdot \vec{R} + k^{(j)}_z(\vec{K}_i)z]\} \]  

(3.20)

where \( \Phi_{0}^{(j)*}(\vec{K}_i) \) is the amplitude of excitation of the \( j \)th Bloch state for plane-wave illumination. The total intensity of the incoherent scattering on the HAADF detector can be described with integrating over detector function in reciprocal space, combined with the probe function and the total wave function within the crystal as follows [5]:

\[ I(\vec{Q}, z) = \sum_g D_g \int A(\vec{K}_i) A(\vec{K}_i + \vec{Q}) \sum_{j,k} \Phi_{0}^{(j)*}(\vec{K}_i) \Phi_{Q}^{(k)}(\vec{K}_i) \Phi_{g}^{(j)}(\vec{K}_i) \Phi_{g}^{(k)*}(\vec{K}_i) \]
Transmission electron microscopy (TEM)

\[ \cdot \exp\{-2\pi i[k_z^{(j)}(\vec{K}_i) - k_z^{(k)}(\vec{K}_i)]\}d\vec{K}_i \tag{3.21} \]

The \( g \) summation represents Bragg beams on the HAADF detector, and it acts only on a product pair of the Bloch wave amplitude factor [5]:

\[ C_{jk}(\vec{K}_i) = \sum_g D_g \Phi_g^{(j)}(\vec{K}_i) \Phi_g^{(k)*}(\vec{K}_i) \tag{3.22} \]

Here, contributions to the intensity on the HAADF detector only come from Bloch states that have frequency components of lattice points [5]. This shows hence, in thicker specimen (where dynamic diffraction must be considered), that broader Bloch states in reciprocal space – and therefore sharper states in real space – contributes to the intensity [5] on the HAADF detector. Because the tightly bound 1s states of electrons are highly localized in the crystal, the image intensity is dominated by scattering from the 1s states [144]. Because the 1s states do not overlap at a typical crystal spacing, the scattering is independent of the wave vector \( \vec{K}_i \). Hence, the factor \( C_{jk}(\vec{K}_i) \) can be removed from the integral over \( \vec{K}_i \) and be approximated by the square of the atomic number, \( Z^2 \) value for Rutherford scattering [145] as follows:

\[ I(\vec{Q}, z) \propto Z^2 \int A(\vec{K}_i)A(\vec{K}_i + \vec{Q}) \sum_{j,k} \Phi_0^{(1s)*}(\vec{K}_i)\Phi_Q^{(1s)}(\vec{K}_i) \cdot \exp\{-2\pi i[k_z^{(1s)}(\vec{K}_i) - k_z^{(1s)}(\vec{K}_i)]\}d\vec{K}_i \tag{3.23} \]

The above description assumes that the components of the Bloch wave have no interaction with the crystal periodicity along the beam direction. This does not give longitudinal incoherence to the HAADF intensity, but transverse incoherence. The longitudinal incoherence is provided by atomic vibrations. Thermal vibrations of atoms, known as phonons, lead to diffuse background intensity. This is called thermal diffuse scattering (TDS), which builds up longitudinal incoherence [5].

In Paper III, Paper IV and Paper V, investigations of precipitate atomic structure are performed by a spherical aberration probe corrected JEOL ARM 200F operated at 200 kV. The inner and outer collection angles of the HAADF detectors are in the range of 45 and 150 mrad, respectively.

### 3.7 STEM image simulations

STEM image simulations can be done by numerical calculations. Simulation is a beneficial tool to comprehend the intensity in HAADF-STEM images. This is because the intensity of HAADF-STEM is dependent on several factors, which can easily be varied. For the numerical calculation, there are two methods [134]:
the Bloch wave method and the multislice method. The Bloch wave method is basically the description shown in section 3.6.1. The multislice method can be described with thin two-dimensional slices dividing a specimen along the electron beam direction, where the electron beam is transmitted through a slice and propagates to the next slice [134]. Since the slice is thin enough, the propagation can be assumed within a simple phase object.

There are two approximations used to treat TDS: absorptive potential [146] and frozen phonon approximations [147]. In the absorptive potential approximation, an integrated intensity falling on the HAADF detector is given by a sum of the probe intensity at each atomic column weighted by the corresponding TDS cross section [146]. The frozen phonon approximation assumes a random offset of the position of each atom due to the thermal vibration for each slice\(^7\). The final image intensity is averaged over several different configurations. The amplitude of the offset position is related to the Debye-Waller factor, based on an Einstein model of the density states for phonons [131]. In Paper V, the multislice method with the frozen phonon approximation is used for the STEM image simulations, using the QSTEM software package [148]. The following is a description of the multislice frozen phonon simulation.

**Multislice frozen phonon simulation** The electron beam is transmitted through a slice and propagated to the next slice. Figure 3.9 shows a schematic illustration of each slice. The mathematical expression is as follows [134]:

\[
\psi_{n+1}(x, y) = p_n(x, y, \Delta z_n) \otimes [t_n(x, y)\psi_n(x, y)]
\] (3.24)

where \(\psi_n(x, y)\) is the wave function before slice \(n\), and \(p_n(x, y, \Delta z_n)\) and \(t_n(x, y)\) stand for propagator and transmission functions. Since each slice is thin, the propagator function is associated with the Fresnel diffraction\(^8\) over the thickness of the slice, \(\Delta z_n\) [134]. The transmission function is associated with the projected electron potential as mentioned in section 3.3. The propagator function can easily be expressed in the reciprocal space. In order to minimize computational time, the fast Fourier transform (FFT) algorithm is used. Using the convolution theorem, the formula can be expressed as follows:

\[
\psi_{n+1}(x, y) = \mathcal{F}^{-1}\{p_n(k_x, k_y, \Delta z_n)\mathcal{F}[t_n(x, y)\psi_n(x, y)]\}
\] (3.25)

In the end of the slice, the final wave function is integrated over the HAADF-STEM detector to get the intensity.

\(^7\)It is difficult to determine the exact phonon dispersion. Hence, the random offset is assumed here. This is actually called frozen lattice approximation.

\(^8\)Near-field diffraction.
Figure 3.9: Schematic illustration of each slice of a multislice simulation. A slice is drawn as one layer of atoms. However, a slice is not necessarily one layer in the multislice simulation, but it should be as thin as being able to assume a simple phase object.

3.8 Aberrations of an electromagnetic lens and the correction

The resolution of TEM and STEM images is greatly influenced by aberrations of the electromagnetic lens system. The limitation and aberrations are analogue to light optics. In Paper III, Paper IV and Paper V, aberration-corrected HAADF-STEM is used to investigate precipitate structures. In this section, firstly the resolution limit due to diffraction is described. The wave nature of the electron gives the limitation of resolution. Secondly, spherical aberrations and chromatic aberrations are described, which are the main aberrations in aberration "uncorrected" microscopes. If these aberrations are corrected, different aberrations become important. Aberration correctors and higher-order aberrations are further described.

3.8.1 Diffraction limit

The resolution of STEM images is limited by the effect of diffraction. A circular illumination aperture, which decides the convergence semi-angle for an electron probe, gives the diffraction pattern. The electron probe is so called the Airy pattern\textsuperscript{9} [149]. The probe size is decided by the first zero of the Airy pattern, and the radius $\delta_D$ can be written as follows [133]:

\textsuperscript{9}It is also called as the Airy disk.
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\[ \delta_D = 0.61 \frac{\lambda}{\alpha} \]  \hspace{1cm} (3.26)

where \( \lambda \) stands for the wave length of the electron and \( \alpha \) for the convergence semi-angle. This is so called the *diffraction limit* by presence of an aperture, affecting the probe size of STEM and consequently the resolution of HAADF-STEM images. For TEM, the resolution is also limited by the Airy pattern, called the Rayleigh’s criterion – defined by where distance between the center of an Airy pattern is at the minimum of another Airy pattern.

3.8.2 Spherical and chromatic aberrations

Spherical and chromatic aberrations are the main aberrations in an aberration "uncorrected" electron microscope. Figure 3.10 shows a schematic illustration of spherical and chromatic aberrations. These lens effects are the same for both TEM and STEM. The convergent lens is the one described for STEM, which is analogous to the objective lens for TEM. Spherical aberration is essential to form a phase contrast image for HRTEM, as mentioned in section 3.3. Considering the fact that an electromagnetic lens has a positive spherical aberration [139], the focal distance of the lens decreases with increasing off-axial distance of the electrons, see Figure 3.10 (i). This results in a small disk, so called the *disk of least confusion*. This gives presence of aberration in the Gaussian focal plane. The disk of least confusion \( \delta_s \) can be expressed as follows [133]:

\[ \delta_s = \frac{1}{4} C_s \alpha^3 \]  \hspace{1cm} (3.27)

Chromatic aberration arises from the fact that the refraction index depends on the wavelength. As mentioned in section 3.2, the electron source has an energy spread – deviation of the wavelength. This deviation leads to a spread in the focus length, called the chromatic aberration, see Figure 3.10 (ii). The disk of least confusion due to the chromatic aberration \( \delta_c \) can be expressed as follows [133]:

\[ \delta_c = C_c \alpha \frac{\Delta E}{E_0} \]  \hspace{1cm} (3.28)

where \( C_c \) stands for the chromatic aberration coefficient, \( \Delta E \) for the energy spread and \( E_0 \) for the nominal electron energy.

Here, we can understand that the disk of least confusion for the spherical and chromatic aberrations has relations with the convergence semi-angle: \( \delta_s \propto \alpha^3 \) and \( \delta_c \propto \alpha \). Considering the effect of the Airy pattern mentioned in subsection 3.8.1 (\( \delta_D \propto \alpha^{-1} \)), the optimal electron probe size for STEM can be found by adjusting the convergence semi-angle.
3.8.3 Higher-order aberrations and aberration correctors

In the previous subsection, the main aberrations – spherical and chromatic aberrations – are described. They always exist because some electrons pass through a lens far from the optical axis. So far, we have assumed that the lens effects on resolution are "homogeneous" within a lens. All electrons going through the lens are affected in the same lens. This assumption is called the isoplanatic approximation. However, it is not valid in reality because of the presence of off-axial aberrations. If the spherical aberration is corrected, impact of the off-axial aberrations become important. The off-axial aberrations include coma, field astigmatism, field curvature and image distortion\(^\text{10}\). When the off-axial aberrations are considered, the aberration function can be further expressed including them. If we introduce a geometrical parameter \(\omega\) in the lens plane, which is a complex notation: \(\omega = \theta_x + i\theta_y\) and \(\tilde{\omega} = \theta_x - i\theta_y\) where \(\theta\) is the scattering angle \(\approx \lambda | \vec{k} |\), the aberration function can be expressed as follows [133]:

\[
\chi(\omega) = \Re \left( A_0 \tilde{\omega} + \frac{1}{2} C_1 \omega \tilde{\omega} + \frac{1}{2} A_1 \tilde{\omega}^2 + B_2 \omega^2 \tilde{\omega} + \frac{1}{3} A_2 \tilde{\omega}^3 \right)
\]

\(^{10}\)These off-axial aberrations and the spherical aberration are called the Seidel aberrations, the same in light optics.
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\[\begin{align*}
&+ \frac{1}{4} C_3(\omega \bar{\omega})^2 + S_3 \omega^3 \bar{\omega} + \frac{1}{4} A_3 \bar{\omega}^4 \\
&+ B_4 \omega^3 \bar{\omega}^2 + D_4 \omega^4 \bar{\omega} + \frac{1}{5} A_4 \bar{\omega}^5 \\
&+ \frac{1}{6} C_5(\omega \bar{\omega})^3 + S_5 \omega^4 \bar{\omega} + R_5 \omega^5 \bar{\omega} + \frac{1}{6} A_5 \bar{\omega}^6 + \ldots \}
\end{align*}\]  (3.29)

where \(A_n\) is the n-th order astigmatism which has an (n+1)-fold symmetry, \(C_n\) is the spherical aberration, \(B_n\) is the axial coma, \(S_n\) is the star aberration\(^{11}\), \(D_n\) is the three-lobe astigmatism\(^{12}\), \(R_n\) is the rosette aberration\(^{13}\). Here, the aberration notation is taken from [150]. \(C_1\) and \(C_3\) are the same as the defocus \(\Delta f\) and the spherical aberration \(C_s\) described in section 3.3. Different notations can also be found in [151]. This shows higher order aberration has to be considered when the spherical aberration is corrected.

Figure 3.11: Schematic illustration of multipole lenses: (i) Quadrupole, (ii) hexapole and (iii) octupole lenses. Each center of the image represent the electron beam along the viewing direction. "N" and "S" represent magnetic poles of the electromagnetic lens. Solid arrows show the direction of the force acting on the electron beam.

The term, "aberration-corrected" is in general used for spherical aberration correction. For improving the energy resolution, monochromators are generally used such as Wien filter or Omega filter [4]. To correct spherical aberration, a general idea is to install a diverging lens to compensate for the effect of a converging lens. This can be achieved by multipole correctors. Figure 3.11 shows a schematic illustration of several multipole lenses. Resulting forces depend on

\(^{11}\)Astigmatism of \(C_n\).

\(^{12}\)3-fold astigmatism.

\(^{13}\)4-fold astigmatism of \(C_n\).
the number of magnetic "poles" due to their rotational symmetry. A combination of these multipole lenses enables the spherical aberration to be corrected. Recent development of the spherical aberration corrector includes a double-hexapole system [152, 153] and multiple quadrupole-octupole system [151, 154]. At present, TEM/STEM instrument can be found with an image corrector, a probe corrector or a double corrector\textsuperscript{14}.

\textsuperscript{14}Both image and probe correctors.
Chapter 4

Other techniques applied for characterization

To come closer to a complete characterization and understanding of aluminum alloys, it is important to combine the TEM characterization with other techniques. This chapter provides theory and principles of other techniques used in thesis, including hardness measurements (in Paper I, Paper II and Paper IV), conductivity measurements (in Paper IV), intergranular corrosion (IGC) testing (in Paper IV) and density functional theory (DFT) calculations (in Paper V).

4.1 Hardness measurements

Hardness is one parameter used to characterize materials, which represents "resistant of applied force". Numerical determination of a hardness value depends on the type of hardness test. There are three major tests, scratch, rebound and indentation. Vickers hardness, one of the indentation tests, is used to investigate the precipitation hardening. In the Vickers hardness measurement, varying the applied force on the test can give comparable hardness values on the same material, which is an unique feature compared to the other types of hardness testing [155]. Figure 4.1 shows schematic and indentation images for the Vickers hardness measurements.

The Vickers hardness value is calculated by dividing the applied force by the surface area of the indentation shown in the following [155]:

\[
HV = \frac{F}{A} = \frac{2 \cdot \sin(\alpha/2)}{d^2}
\]  

(4.1)

where \( F \) stands for the applied force (kg), \( A \) for the surface area of the indentation (mm\(^2\)), \( \alpha \) for the angle of indicator (136°) and \( d \) for the average length of diagonals in the square indentation.
A Durascan-70 (Struers) machine is used for the Vickers hardness measurements in Paper I, Paper II and Paper IV to evaluate precipitation hardening. The hardness indenter is used with 5 kg load and a loading time for 15 seconds. Each data point corresponds to the average of ten hardness indentations, with the corresponding standard error. The measurements follow the ASTM E384 standard.

### 4.2 Conductivity measurements

Electric conductivity is one parameter used to describe the mobility of electrons. The mobility can be used to characterize precipitation of age-hardenable aluminum alloys. The conductivity depends on several factors: temperature, atoms in solid solution and precipitates. It is measured by Eddy currents, which is an easy, quick and convenient technique, compared to resistivity measurements which commonly use the four-point probe method [156]. Conductivity can be expressed as the inverse of the resistivity:

$$\sigma = \frac{1}{\rho}$$  \hspace{1cm} (4.2)

where $\sigma$ stands for electrical conductivity and $\rho$ for resistivity. The resistivity is greatly influenced by the temperature because of thermal vibration of the aluminum lattice. Known as the Matthiessen’s rule [157], resistivity can be expressed as the sum of resistivity due to thermal vibrations in the lattice and other contribu-
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Contributions in the lattice. Assuming the other contributions are atoms in solid solution and precipitates in the case of age-hardenable aluminum alloys, resistivity can be expressed as follows [158]:

\[ \rho = \rho_{\text{pure}}(T) + \sum_i \rho_i C_i + \rho_{\text{ppt}} \]  

(4.3)

where \( \rho_{\text{pure}}(T) \) stands for a contribution of the thermal vibrations of pure aluminum lattice at temperature \( T \), the second summation term represents contributions from the specific resistivity of \( i \)th solute \( \rho_i \), and concentration of this solute \( C_i \), and \( \rho_{\text{ppt}} \) stands for the contribution of precipitates.

In Paper IV, a SIGMATEST 2.069 operating at a frequency of 960 kHz is used. Each data point corresponds to the average of five conductivity measurements, with the corresponding standard error. Calibration of the machine is conducted several times during measurements at room temperature in order to minimize the error.

4.3 Intergranular corrosion (IGC)

Corrosion occurs due to electrochemical reactions in metallic materials. Corrosion resistance is one of the important properties for applications although aluminum alloys generally have high corrosion resistance. Among several different types of corrosion assumed in metallic materials, IGC is associated to precipitation in age hardenable aluminum alloys. IGC could result from diffusion of solute atoms towards and into grain boundaries [159]. IGC occurs due to a galvanic reaction adjacent to the grain boundaries. Grain boundary precipitates and/or solute atoms along the grain boundaries create an anode electrochemical potential. In general, aluminum alloys have good corrosion resistance – low susceptibility. However, the susceptibility varies with additional alloying elements and heat treatment conditions. For example, an addition of Cu in Al-Mg-Si alloys leads to IGC in under-aged conditions, but not peak hardness and over-aged conditions. This is because of Cu atoms diffuse to make a Cu film along grain boundaries during precipitation, but the film becomes discontinuous at peak hardness and over-aged conditions [160]. In addition, IGC susceptibility increases with increasing amounts of Cu in Al-Mg-Si alloys [161]. This example shows that it is important to investigate how solute elements diffuse associated with microstructure during precipitation.

In Paper IV, accelerated corrosion tests are conducted with a sodium chloride solution by following the British standard (BS 11846 method B). The IGC susceptibility is evaluated after the corrosion tests by optical microscopy.
4.4 Density functional theory (DFT) calculations

Density functional theory (DFT) is a standard theoretical framework for quantum mechanical calculations, performed to investigate the electronic structure in a condensed matter system. This enables electronic properties, e.g. energies of the system, to be calculated from information on the electron density. DFT is applied to calculate formation enthalpies of the \( \beta^n \) phase with Zn incorporation in Al-Mg-Si alloys in Paper V. The actual DFT calculations have not been done by the author. The principles of the theory and calculations are briefly described in the following.

It is complicated to determine three dimensional electron wave functions in a many body system. DFT has been developed to make this problem feasible. The properties of a many body system are determined by functionals of the electron density [162, 163], based on the Hohenberg-Kohn theorems [162]. The Hohenberg-Kohn theorems contain two-folds. First, the electron density for a system in its ground state can be used to determine the external potentials acting on the electrons. In other words, the ground state electron density uniquely corresponds to the external potentials. Second, for any external potential, a functional of the electron density can be determined. In addition, this functional\(^1\) takes a minimum energy in the ground state of that given external potential. Based on the theorems, electronic properties can be calculated by the Schrödinger equation. The scheme underlying actual calculation is called the Kohn-Sham equations [163]:

\[
\left(-\frac{\hbar^2}{2m}\nabla^2 + v_{\text{eff}}(\vec{r})\right)\phi_i(\vec{r}) = \epsilon_i \phi_i(\vec{r}) \tag{4.4}
\]

where \( \hbar \) stands for the Planck constant divided by \( 2\pi \), the Kohn-Sham orbital corresponding to orbital energy \( \epsilon_i \), is called \( \phi_i \). It can express the electron density of a N-body system as follows:

\[
\rho(\vec{r}) = \sum_i^N |\phi_i(\vec{r})|^2 \tag{4.5}
\]

The effective potential at the position \( \vec{r} \), \( v_{\text{eff}}(\vec{r}) \) is represented by a functional of the electron density as follows:

\[
v_{\text{eff}}(\vec{r}) = v_{\text{ext}}(\vec{r}) + e^2 \int \frac{\rho(\vec{r}')}{r-r'} d\vec{r}' + v_{\text{xc}}(\vec{r}) \tag{4.6}
\]

where \( v_{\text{ext}}(\vec{r}) \) is the external potential (from the nuclei) acting on the electrons and \( v_{\text{xc}}(\vec{r}) \) is the exchange-correlation potential.

\(^1\)This is sometimes called the HK (Hohenberg-Kohn) functional.
The total energy of the system can now be expressed as a functional of the electron density as follows:

\[ E[\rho] = T_s[\rho] + \int v_{\text{ext}}(\vec{r})\rho(\vec{r})d\vec{r} + V_H + E_{xc}[\rho] \tag{4.7} \]

where \( T_s \) is the kinetic energy, \( V_H \) is the Coulomb energy and \( E_{xc} \) is the exchange-correlation energy which must be approximated in practical studies.

In Paper V, DFT calculations are applied to calculate the energy gain for Zn incorporation into the \( \beta'' \) phase, relative to Zn atoms in solid solution. These studies may describe how Zn atoms stabilize on a particular site in the \( \beta'' \) phase. The actual calculation have been performed using the plane wave based Vienna Ab-initio Simulation Package (VASP) [164, 165], employing Vanderbilt ultrasoft pseudopotentials [166]. The plane wave based calculation is assuming periodic potentials of crystals i.e. the Bloch waves approach as partially described in section 3.6. This enables the calculation in the reciprocal space, making it faster by the use of FFT algorithms. In addition the pseudopotential replaces the core electrons, reducing the size of the problem greatly. The exchange-correlation energy in Paper V is described by the Perdew-Wang generalized gradient approximation [167].

The DFT calculations have often been applied for investigations of Al-Mg-Si alloys. The following are examples where DFT calculations have contributed: determination of formation enthalpies for several metastable phases [168], determination of the lowest energy configuration of the \( \beta'' \) phase [39] and investigation of interface structures for the \( \beta'' \) phase [41].

\[ \text{It is called the Kohn-Sham kinetic energy.} \]
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A B S T R A C T

The effects of quench rate after solution heat treatment in combination with 1% pre-deformation on precipitation hardening in three Al–Mg–Si alloys have been investigated by transmission electron microscopy and hardness measurements during an isothermal heat treatment. The alloys contain different Cu amounts (up to 0.1 wt%) and the same amounts of other solute elements. While a Cu amount below 0.01 wt% does not affect precipitation hardening, an addition of 0.1 wt% Cu increases hardness due to the formation of a fine microstructure having a high number density of short precipitates. A double peak hardness evolution was observed during isothermal heat treatment. This effect was most pronounced for alloys with low quench rate, and less pronounced for alloys with 1% pre-deformation and 0.1 wt% Cu addition. The low quench rate also led to wider precipitation free zones. This effect was also less pronounced by 1% pre-deformation and addition of 0.1 wt% Cu.

1. Introduction

The 6xxx series of Al alloys (i.e., Al–Mg–Si alloys) are pre-dominant heat-treatable materials used in a wide range of industrial applications. A commercial interest in the 6xxx series has strongly been attracted on the basis of their characteristic properties: high strength-to-weight ratio, good formability and high corrosion resistance. Their main specific feature is a significant increase in hardness due to the formation of a large number of nano-sized, (semi-)coherent, metastable precipitates during isothermal heat treatment, which yield interfacial strain into the Al matrix. The interfacial strain eventually makes dislocations shearing and/or looping on precipitates to prevent their movements (the latter is known as the Orowan mechanism [1]), depending on size and distribution of precipitates. Hence, mechanical properties of the alloys depend highly on the microstructure. The precipitates form in alloys with relatively low amounts of solute elements (typically up to a total of 2 wt% of Mg and Si) which become supersaturated in the Al lattice after solution heat treatment. Quenching (rapid cooling) from the solution heat treatment creates quenched-in vacancies which promote diffusion of solute elements into clusters and their growth into metastable precipitates during the following isothermal heat treatment.

The precipitation sequence in the Al–Mg–Si alloys is as follows [2–10]:

SSSS → atomic clusters → GP zones (pre–β′) → β′ → β,

U1 (Type–A), U2 (Type–B), B′ (Type–C) → β, Si

where SSSS stands for super saturated solid solution. The main hardening precipitates are the highly coherent, needle-shaped GP zones and β′ which form the finest microstructure at peak hardness. The post-β′ phases are semi-coherent rods/laths and produce coarser precipitate microstructures with a lower strength contribution. All needles/rods/laths have their main growth direction along (001) Al. The precipitate microstructure and types are determined by alloy composition and thermo-mechanical treatment.

It was previously demonstrated [11] that a low Cu addition (~0.1 wt%) does not alter the precipitation sequence in the Al–Mg–Si alloy system, although this level of Cu leads to higher strength by means of forming a higher number density of shorter precipitates having a partially disordered structure [11,12]. Aluminum recycling is increasing. Since Cu is one of the trace elements that can be accumulated in the scrap base during recycling, it is relevant to investigate the effects of low Cu additions.
The SSSS is reached when the alloy is solution heat treated and subsequently cooled or quenched to room temperature at a rate fast enough to avoid significant precipitation. It has previously been reported that slow quench rates influence the formation of grain boundary precipitates [13] and cause an increase in the width of precipitate free zone (PFZ), leading to intergranular fracture [14] in some Al–Mg–Si alloys. Slower quench rates also lead to lower strength [15] because of loss of quenched-in vacancies [16] which are essential for the atomic diffusion during precipitation and their concentration decides the precipitation hardening behavior [17–20]. It was recently demonstrated [21] that quenching into temperatures \(\sim 160^\circ\text{C}\) (interrupted quenching) enhances precipitation kinetics and increases overall hardness due to an increase in mobile vacancies which promotes clusters transforming to \(\beta^\prime\). Another report [22] showed that slow cooling leads to less precipitate number densities because of loss of quenched-in vacancies. Although natural aging (room temperature storage before the isothermal heat treatment) time generally influences the type of atomic clusters and consequently mechanical properties after precipitation [23–24], the slow cooling leads to lower influences on the effects of natural aging [22]. Investigations of effects of quench rates are important since a fast quenching is not always possible in industrial processes because of, e.g., limitations of the production equipment, or restrictions on shape changes that may be introduced by residual stress if the materials are quenched.

It is known that deformation between solution heat treatment and artificial aging affects precipitation. Since the deformation is conducted before further isothermal heat treatment, it is called ‘pre-deformation’. Nucleation rates and precipitation kinetics are enhanced since the pre-deformation decreases activation energy of the growth of precipitates [25,26]. It has been reported [27–31] that 10%–15% pre-deformation leads to formation of heterogeneous nucleation along dislocation lines. After artificial aging, different types of precipitates (except for \(\beta^\prime\)) form: a continuous decoration of the dislocation lines (‘string-like’ precipitates) together with discrete precipitation consisting mainly of \(\beta^\prime\) [27–30], and together with (often disordered) \(Q^\prime\) [11,12,31,32] if Cu is present in the Al–Mg–Si alloys. In the case of 0.5%–5% pre-deformation, \(\beta^\prime\) is dominant at peak hardness condition, and this level of pre-deformation accelerates the formation of \(\beta^\prime\) due to decreased activation energy [33–36]. This can be attributed to the fact that the formation of atomic clusters transforming to \(\beta^\prime\) is enhanced during natural aging due to the pre-deformation [37]. Investigation of \(\sim 1\%\) pre-deformation is relevant in industrial practice where the pre-deformation is applied to straighten the workpiece, e.g., after extrusion.

The effects of low Cu additions, quench rates and pre-deformation on precipitation hardening in Al–Mg–Si alloys must be due to modified atomic diffusion rates and quenched-in vacancy concentrations during thermo-mechanical treatment. The objective of the present work is hence how these factors influence precipitation hardening. In this study, the effects of low Cu additions (up to 0.1 wt%), quench rates and 1% pre-deformation on precipitation hardening in Al–Mg–Si alloys have been systematically investigated by hardness measurements and transmission electron microscopy (TEM).

### 2. Experimental procedure

Three alloys with different amounts of Cu (0.001, 0.01 and 0.1 wt%), but with fixed levels of Mg and Si, were used. The alloy compositions were measured by inductively coupled plasma optical emission spectroscopy and are shown in Table 1. Hereafter the alloys with different increasing amounts of Cu will be referred to as LC1, LC2 and LC3, respectively, as shown in Table 1. Although the three alloys contain Fe, the level (~0.07 wt%) was considered to be representative for the lowest practical Fe-level to be expected in industrial alloys. The alloys were cast as 95 mm cylindrical ingots, from which extrusion billets were cut. The billets were homogenized at 575 °C for 2.5 h and cooled. The billets were subsequently extruded

### Table 1

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Al</th>
<th>Mg</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC1</td>
<td>Bal.</td>
<td>0.50</td>
<td>0.42</td>
<td>0.071</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>LC2</td>
<td>Bal.</td>
<td>0.47</td>
<td>0.41</td>
<td>0.078</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>LC3</td>
<td>Bal.</td>
<td>0.48</td>
<td>0.41</td>
<td>0.072</td>
<td>0.0093</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Fig. 1. Thermo-mechanical histories for (i) condition (a): quenching, (ii) condition (b): slow cooling, (iii) condition (c): 1% pre-deformation and (iv) condition (d): combination with the slow cooling and the 1% pre-deformation after solution heat treatment. The alphabetic designations correspond to Figs. 2, 4, 5, 7 and 8.
to 0.20 mm round profiles. The extrusion was conducted using a direct press and a single-hole die. The billet preheating temperature was 500–510 °C which was well above the solvus temperature for the alloys, and the extruded profiles were water-quenched approximately 5 s after the die exit. The extruded profiles were cut into lengths of 50 cm. Hence, all the samples were round bars with 0.20 mm in length of 50 cm. The samples were solution heat treated at 540 °C for 1 h in an air circulation oven. There were four different thermo-mechanical treatments conducted after the solution heat treatment: (a) water quenching (b) slow cooling (the cooling rate was 85 °C/min until 200 °C was reached, and then the sample was quenched), (c) water quenching and then 1% pre-deformation after 30 min and (d) slow cooling and 1% pre-deformation after 30 min. Hereafter these conditions will be referred to as conditions (a), (b), (c) and (d), respectively, as shown in Fig. 1. The cooling rate in conditions (b) and (d) were measured from the TEM bright-field images. A full description of the methodology has been given elsewhere [5,38]. The total number of precipitate lengths and cross-sections measured were roughly 2000 and 700, respectively, for the statistical analysis in each thermo-mechanical condition. Widths of precipitate free zone (PFZ) adjacent to grain boundaries were measured from the TEM bright-field images.

3. Results

3.1. Hardness curves

Fig. 2 shows hardness curves as a result of isothermal heat treatment at 185 °C for different times up to 24 h for the LC1, LC2 and LC3 alloys for the different thermo-mechanical treatments described in Fig. 1. The following are the observations from Fig. 2.

– The overall hardness of the LC3 alloys is consistently higher than that of the LC1 and LC2 alloys in all conditions. This suggests that a 0.1 wt% Cu addition significantly increases the hardness, which is in good agreement with previous results [11]. This strength increase is more pronounced when peak hardness is reached as compared to the early stages of precipitation. The main reason for this difference must be the different hardness contributions: mainly solute hardening at early stages, while a gradual precipitation hardening increases towards the peak hardness.
– During the early stages of clustering/precipitation (before 2 h of isothermal heat treatment), the hardness increases faster in the LC3 alloy in all conditions as compared to the LC1 and LC2 alloys, which indicates an accelerated precipitation kinetics due to 0.1 wt% Cu.
– Hardness curves for the LC1 and LC2 alloys are similar for all conditions. This suggests that a level of Cu additions of 0.01 wt% and below does not affect the precipitation hardening.
– The maximum hardness reached for each alloy is almost similar regardless of the quench rate and the 1% pre-deformation, although it was slightly lower in conditions (c) and (d). Faster hardness evolution was observed in the early stage for conditions (c) and (d), which indicates accelerated precipitation kinetics in the 1% pre-deformed conditions.
– A tendency to double peak hardness evolution is observed in the LC1 and LC2 alloys in all conditions, being most pronounced in condition (b). This effect is weaker in the LC3 alloy.
– The onset of the first hardness peak seems to be delayed for the LC1 and LC2 alloys in conditions (c) and (d), and its value is higher than that of the second peak.
– In condition (b), hardness starts decreasing after about 9 h of aging for all alloys as compared to the other conditions, which indicates a faster over-aging.

3.2. Precipitate microstructure and precipitate free zone (PFZ)

The microstructure of the LC1 and LC3 alloys for 2 and 12 h of isothermal heat treatment was investigated by bright-field TEM (the respective isothermal heat treatment times are indicated by vertical dashed lines in the hardness curves in Fig. 2). Representative examples of bright-field TEM images are shown in Fig. 3. Precipitates are present in the form of needle shape with the main growth direction along (001)Al. The precipitates were identified to be mostly β′ in the LC1 alloy and to be in coexistence with β″ with a partially disordered structure in the same precipitate needle in the LC3 alloy at peak hardness condition [11]. The corresponding precipitate statistics (needle lengths, number densities, cross-sections and volume fractions) are summarized in Figs. 4 and 5. In all conditions, the LC3 alloy has finer precipitate microstructure characterized by higher number densities of shorter precipitates and consequently higher volume fractions as compared to the LC1 alloy. Apart from this observation, tendencies of the differences in the precipitate statistics depend on each thermo-mechanical condition – but are qualitatively the same, irrespective of the amount of Cu, see dashed lines for the corresponding conditions in Figs. 4 and 5. Increases in needle lengths and cross-sections between 2 and 12 h of isothermal heat treatment were most pronounced in condition (b) as compared to the other conditions. As a consequence, increases in volume fractions were also most pronounced in condition (b), since volume fraction is related to needle length, cross-section and number density. Here, a very slight increase in number densities for the LC1 alloy and a decrease for the LC3 alloy can be observed between 2 and 12 h of isothermal heat treatment. These observations indicate faster over-aging in condition (b). This is in good agreement with the observations from the hardness curves shown in Fig. 2. Needle lengths and cross-sections in conditions (c) and (d) were longer and larger, respectively, than those in conditions (a) and (b) for both alloys.
This shows that the 1% pre-deformation leads to faster growth of the precipitates.

Widths of PFZs adjacent to grain boundaries were measured from bright-field TEM images for each alloy and each condition. Examples of the PFZs are shown in Fig. 6 and measurements of the widths of the PFZs are summarized in Fig. 7. The PFZ widths in the LC3 alloys were narrower than those in the LC1 alloys for all conditions. This indicates that the Cu addition (0.1 wt%) leads to a reduction of the PFZs. In conditions (b) and (d), wider PFZs were observed as compared to conditions (a) and (c). This is a typical effect of the slow cooling on the PFZs [14]. However, the widths in condition (d) were slightly narrower than those in condition (b), which may be attributed to the 1% pre-deformation applied in condition (d).

4. Discussion

It is demonstrated that the influence of a Cu content of 0.01 wt% and below on hardness is negligible; the hardness curves for the LC1 and LC2 alloys were similar even including a distinct double peak hardness evolution in condition (b). However a Cu content

![Fig. 2. Hardness curves as a function of isothermal heat treatment times for the LC1, LC2 and LC3 alloys for (i) condition (a), (ii) condition (b), (iii) condition (c) and (iv) condition (d). The alphabetic designations for the thermo-mechanical treatments correspond to Fig. 1. The alloy designations correspond to Table 1.](image)

![Fig. 3. Examples of bright-field TEM images, which were used for taking precipitate statistics shown in Figs. 4 and 5. The images shown were taken along (001)Al for (i) the LC1 and (ii) the LC3 alloys after isothermal heat treatment for 2 h in condition (a). The images are recorded in areas with similar thicknesses (50–70 nm) and with the same scale. Dark spots represent cross sections of the needle-shaped precipitates in the viewing direction.](image)
of ∼0.1 wt% significantly affects the hardness in all the thermo-mechanical treatments. The addition of ∼0.1 wt% Cu leads to higher hardness corresponding to higher number densities of shorter precipitates, which is in good agreement with our previous study [11]. Interestingly, these observations were made not only for the quenched condition (condition (a)) but also for the slow cooling, the 1% pre-deformation and combination of these conditions (conditions (b), (c) and (d)).

The exact cause of the double peak hardness evolution could not be determined with the experimental data acquired in this work. However, a similar double peak has previously been reported [5,39,40], although it was in a denser alloying element, a Si-rich alloy in a quenched condition, which was related to the formation of an earlier phase, called pre-β″. Namely, the double peak corresponds to a transition of pre-β″ to β″ precipitates. The observed double peak hardness evolution in the present study could also be due to the same transition. It is noteworthy that it was observed in leaner, more Mg-rich alloys in slow cooling condition in the present study. The slow cooling, which generally leads to a lower quenched-in vacancy concentration, made this peak pronounced (condition (b)). It may be speculated that the formation of β″ precipitates could be delayed because of lower vacancy concentrations creating a low nucleation rate for β″ precipitates. As a consequence, a distinct double peak and corresponding increase in needle lengths and cross-sections could be observed in condition (b). The slow cooling rate also makes over-aging faster, which could be explained by lower vacancy concentrations (less atomic diffusion) to grow β″ precipitates for long aging time because of a lack of available solute elements. These explanations can be supported by the fact that quench-in vacancies are required in the formation of β″, i.e., they form clusters transforming to β″ [21]. Interestingly, a combination of slow cooling rate and 1% pre-deformation (condition (d)) makes the double peak hardness evolution less pronounced. This may indicate that the formation of β″ precipitates in condition (d) is faster than that in condition (b). It has been reported [33–36] that pre-deformation leads to acceleration of the formation of β″ precipitates, which is due to reduced activation energy. It is plausible to suggest that the 1% pre-deformation leads to faster atomic diffusion and growth of β″ precipitates, which can also be supported from the observation of the faster hardness evolutions in conditions (c) and (d), see Fig. 2. These observations indicate that the double peak is less pronounced when more energy is added to the system: either in the form of more quenched-in vacancies, pre-deformation or a combination of both, which promote atomic diffusion leading to the formation of β″. These explanations are illustrated in Fig. 8.

Cu makes the effect of the double peak hardness less pronounced. This might be related to the observation that Cu is not entering the β″ phase, but rather forms its own disordered structures [11,12] which are less coherent with lower bulk energies. In addition, Cu makes higher number density of precipitates. These might make them less susceptible to the available vacancy amounts. It is suggested that Cu could make a compensation of low vacancy concentrations to make the double peak hardness less pronounced.

1% pre-deformation did not lead to a significant increase in hardness, as compared to, e.g., 10%–15% pre-deformation [11,27,28].
It is suggested that the level of pre-deformation (~1%) does not give any notable work-hardening effect because of the relatively low dislocation densities, consistent also with the fact that the hardness in the as-quenched stage is almost the same in all conditions. However, these dislocations affect atomic nucleation and precipitation, which is probably because they promote faster atomic diffusion in the 1% pre-deformed conditions. The 1% pre-deformation could potentially compensate the negative effects of slow cooling rate on the alloy properties. For example, it reduced the effect of over-aging and of wider PFZs due to the slow cooling rate, as shown in the present study.

As mentioned, it is worth noting that Cu addition (~0.1 wt%) made PFZs narrower. A similar observation was reported in an alloy having ~0.5 wt% Cu [41], and also Ag in Al–Zn–Mg alloys [42]. This was because Ag has a strong interaction with other alloying elements, which prevents solute depletion adjacent to
grain boundaries, i.e., the critical vacancy concentrations for nucleation decreases [42]. It can be suggested that the ~0.1 wt% Cu addition also leads to decreasing the critical vacancy concentrations for nucleation in the region adjacent to grain boundaries since Cu can make high number densities of precipitates [11] due to own preferential atomic configuration [12]. These observations suggest that Cu additions could also compensate the effects of slow cooling rate on the alloy properties.

5. Conclusion

The influences of Cu additions (up to 0.1 wt%), quench rate and 1% pre-deformation on precipitation hardening in Al–Mg–Si alloys have been investigated. The highest Cu addition increases hardness of alloys with higher number densities of shorter precipitates, and reduces the width of PFZs. The effects of Cu were independent of the quench rate and the 1% pre-deformation. A double hardness peak observed during isothermal heat treatment is most probably due to the transition of pre-β″ to β″ precipitates, which was most pronounced in the slow cooling condition and less pronounced in the alloy with 0.1 wt% Cu. 1% pre-deformation also made this effect less pronounced. These observations may be due to lower vacancy concentration in the slow cooling condition leading to a delayed formation of β″ precipitates. Moreover, the Cu addition and 1% pre-deformation compensate for the delay due to faster atomic diffusion. Maximum hardness is affected by 0.1 wt% Cu addition, but it is independent of thermo-mechanical treatments: slow cooling, 1% pre-deformation and a combination of these. Although the slow cooling led to wider PFZs, this effect was less pronounced by the 1% pre-deformation and 0.1 wt% Cu addition. These observations can also be explained by faster atomic diffusion due to the 1% pre-deformation and 0.1 wt% Cu addition.
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Effects of low Cu additions (≤0.10 wt pct) and 10 pct predeformation before aging on precipitates’ microstructures and types in a 6060 Al-Mg-Si alloy have been investigated using transmission electron microscopy (TEM). It was found that predeformation enhances precipitation kinetics and leads to formation of heterogeneous precipitate distributions along dislocation lines. These precipitates were often disordered. Cu additions caused finer microstructures, which resulted in the highest hardness of materials, in both the undeformed and the predeformed conditions. The introduced predeformation led to microstructure coarsening. This effect was less pronounced in the presence of Cu. The precipitate structure was studied in detail by high-resolution TEM and high angle annular dark-field scanning TEM (HAADF-STEM). The Cu additions did not alter the respective precipitation sequence in either the undeformed or the predeformed conditions, but caused a large fraction of $\beta''$ precipitates to be partially disordered in the undeformed conditions. Cu atomic columns were found in all the investigated precipitates, except for perfect $\beta''$. Although no unit cell was observed in the disordered precipitates, the presence of a periodicity having hexagonal symmetry along the precipitate length was inferred from the fast Fourier transforms (FFT) of HRTEM images, and sometimes directly observed in filtered HAADF-STEM images.
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I. INTRODUCTION

THE 6xxx series (i.e., Al-Mg-Si alloys) of wrought Al alloys are heat-treatable materials used in many industrial applications on the basis of their characteristic properties: high strength-to-weight ratio, good formability, and corrosion resistance. Their main property is a significant increase in hardness during a final isothermal heat treatment (artificial aging) at an adequate temperature and time. This is due to the formation of large numbers of nanosized semicoherent metastable precipitates which yield interfacial strain into the Al matrix, hindering dislocation movement. The interfacial strain originates from the different atomic matchings at the interface, which ultimately depends on the precipitate structure (type). Therefore, alloy properties depend highly on the precipitate types and the microstructures they produce (sizes, numbers, orientations, etc.). The precipitates are formed from solid solution and are controlled by the alloy composition and thermomechanical history. The 6xxx alloys contain relatively low amounts of solute elements (up to 2 wt pct of Mg and Si), which become supersaturated in the fcc Al lattice after quenching from a solution heat treatment (SHT) to room temperature (RT). The solutes diffuse already at RT and nucleate atomic clusters. At elevated temperatures, during the artificial aging, the atomic clusters grow rapidly into metastable precipitates. Initially, fully coherent Guinier–Preston (GP) zones are formed with atoms on the Al matrix. The subsequent precipitates are seen to keep the alignment of some planes (fully coherent) only in one direction, corresponding to (001)Al, except for the final, completely incoherent equilibrium phase $\beta$ (Mg$_3$Si), which forms at higher temperature. As a consequence, the metastable precipitates in this alloy system have needle/lath/rod morphologies extending along $\langle 001 \rangle$Al directions.

The precipitation sequence of Al-Mg-Si alloys is as follows:

$$\text{SSSS} \rightarrow \text{solute clusters} \rightarrow \text{GP zones} (\text{pre-$\beta''$}) \rightarrow \beta'' \rightarrow \beta', \ U1, \ U2, \ B' \rightarrow \beta, \ Si$$

where SSSS stands for supersaturated solid solution. The main hardening precipitates are the highly coherent, needle-shaped GP zones and $\beta''$ which form the finest microstructure. The U1, U2, and B' are larger, thicker needles/rods/laths and are also known as Type-A, Type-B, and Type-C, respectively. They are mostly formed together with $\beta''$ (rod) upon over-aging. They are semicoherent and produce coarse microstructures with...
low strength. The equilibrium $\beta$ (Mg$_2$Si) phase can be plate- or cube shaped. It often coexists with pure Si particles with diamond structure, depending on the Si content of the alloy.

Additions of Cu (~0.40 wt pct) to the Al-Mg-Si alloys can drastically alter the precipitation sequence as follows[9–13]:

$$SSSS \rightarrow \text{atomic clusters} \rightarrow \text{GP zones (pre-$\beta''$)} \rightarrow \beta''_c, L, S, C, QP, QC \rightarrow \beta', Q' \rightarrow Q.$$  

This shows that the formation of $\beta''$ is suppressed, and other metastable precipitates such as $L$, $S$, $C$, $QP$, and $QC$ are formed at peak hardness conditions.\[9,10\] $Q'$ is formed in over-aged conditions.\[9,12\] The $Q'$ is isostructural to the equilibrium $Q$ phase.\[13\]

It was recently discovered that all metastable precipitates in the Al-Mg-Si(-Cu) system are structurally connected through a common network of Si atomic columns (the Si-network) with a projected near hexagonal symmetry of $a = b \approx 0.4$ nm, $c = n \times 0.405$ nm ($n$ is integer), with $c$ being parallel to the needle/rod/lath directions.\[7,9\] The network is also present in the equilibrium $Q$ phase of the quaternary system. Basically, any of these precipitates can therefore be understood as stacks of elemental columns in a specific arrangement (0.4 nm spaced) columns forming the Si-network. When this column arrangement is periodic, the precipitates are characterized by a well-defined unit cell. However, although the Si-columns appear trian-gularly arranged and periodic in projection, it has been demonstrated that the overall arrangement on the network can be nonperiodic in many metastable precipitates of the Al-Mg-Si(-Cu) system, with partially disordered, or completely disordered precipitates, without a unit cell.\[9\] In this system, complex precipitate structures are encountered, consisting of ordered local parts that may be identified as $Q'$ and/or $C$ together with more disordered parts, but all parts are connected by the same Si-network.\[9,14\] An exception from the above is the $\beta''$ phase, which has a distorted Si-network. The distortion is probably attributed to the full coherency with matrix. As a result, the column arrangement of the Si-network forms locally square symmetry approaching the Al unit cell although a triangular Si-network exists over part of the phase.

Most industrial products made of the 6xxx series are initially subjected to hot forming such as extrusion or rolling, and in many cases, also to cold forming into a final product. The forming process involves inherently a certain degree of plastic deformation of the materials. The artificial aging (e.g., bake-hardening for automobile panel production) takes place at an adequate temperature generally after the forming process. In the presence of dislocations, the precipitation kinetics and sequence may change considerably since the dislocations provide heterogeneous nucleation sites for the precipitates. Previous reports show that predeformation before artificial aging enhanced nucleation rate and precipitation kinetics in a commercial AA6061 alloy.\[55\] Moreover, the precipitation sequence is altered due to predeformation in an AA6060 alloy.[16] Matsuda et al.[17,18] have reported that two different precipitate types nucleate along dislocation lines; a string-like phase, together with an elongated type which was mainly considered to be $B'$. Teichmann et al.[16,19] have demonstrated that all the precipitates nucleated on dislocation lines are based on the same Si-network as the bulk nucleated precipitates.

Recycling of Al alloys is a noteworthy activity in the Al industry. The need for recycling is supported by the fact that approximately 75 pct of Al ever produced since 1888 is still in use all over the world\[20\] and that the energy used for recycling Al is only about 5 pct of what is needed for its primary production.\[20\] While the main intention of the recycling activity remains important, the recycled Al inevitably contains certain levels of trace elements. The trace elements might induce undesirable changes in the precipitation behavior with consequences for the mechanical properties, since relatively low amounts of solute elements are needed to form precipitates.

Based on the above mentioned considerations, the influences of trace elements and predeformation on the precipitation behavior with consequences for the mechanical properties, since relatively low amounts of solute elements are needed to form precipitates.

II. EXPERIMENTAL PROCEDURES

Two alloys prepared by ultrapure Al with different amounts of Cu (0.01 and 0.10 wt pct), but with fixed levels of Mg and Si, were used. The alloys were cast as cylindrical ingots with 95 mm in diameter, from which extrusion billets were cut. The alloy compositions were measured by inductively coupled plasma optical emission spectroscopy and are shown in Table 1. Although the two alloys contain Fe, the level (~0.07 wt pct) was chosen so as to be representative for the lowest practical Fe-level to be expected in industrial alloys.

The billets were homogenized at 848 K (575 °C) for 2.5 hours and subsequently extruded to a round profile with 20 mm in diameter. The extrusion was conducted using a direct press and a single hole die. The extrusion temperature was 773 K to 783 K (500 °C to 510 °C) which was well above the solvus temperature for the alloys, and the extruded profiles were water-quenched approximately 5 seconds after the die exit. Thus, only a rapid solid SHT was needed for the subsequent heat-treatment procedures. From these extruded profiles, some samples were machined with geometry shown in Figure 1 for the 10 pct predeformed condition, while
other samples were cut to 50-mm lengths for undeformed condition. They were solution heat treated in a salt bath at 818 K (545 °C) for 5 minutes, and subsequently water quenched. The samples were then exposed to RT (i.e., natural aging) for a total of 30 minutes. The machined samples were plastically deformed to 10 pct by tensile stress within 5 minutes after the SHT (during the natural aging), while the other samples were left undeformed at RT. The 10 pct predeformation was conducted by a hydraulic MTS 810 test machine with a constant crosshead speed of 2 mm/min, corresponding to an initial strain rate of $1.3 \times 10^{-3}$ s$^{-1}$. The predeformed and the undeformed samples were further heat treated isothermally (i.e., artificial aging) at 463 K (190 °C) for 10 minutes and 300 minutes in an oil bath. The thermomechanical histories for the undeformed and predeformed conditions are shown in Figure 2, which is identical to the one applied to a Cu-free commercial AA6060 alloy by Teichmann et al.\cite{16,19} having similar amounts of Mg and Si as the alloys in this study.

Vickers hardness measurements were carried out along the deformation direction on transversal slices cut from the middle of the predeformed samples in which the deformation was expected to be homogenous. A Durascan-70 (Struers, Denmark) machine was used for the hardness measurement. The hardness indenter was used with a 5-kg load and the loading time being 15 seconds. Each data point corresponds to the average of ten hardness indentations, with the corresponding standard error.

In order to separate the hardness contributions of the solid solution, precipitates and the introduced dislocations in the case of predeformed conditions, a nonheat-treatable 5xxx series alloy, namely Al-1 wt pct Mg alloy, was used as a reference. This alloy has comparable solute amount to the investigated 6xxx alloys (see Table I), thus yielding a similar solid solution strength. The Al-1 pct Mg alloy was extruded with the same profile, was machined in the same manner (see Figure 1) and was subjected to the same thermomechanical treatment described above. Its hardness was measured in the same manner and for the same conditions as in the case of the two 6xxx alloys.

Table I. Measured Alloy Composition (Weight Percent) for the Three Alloys Studied

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Al</th>
<th>Mg</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>bal.</td>
<td>0.47</td>
<td>0.41</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>bal.</td>
<td>0.48</td>
<td>0.41</td>
<td>0.07</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>Al-1 pct Mg</td>
<td>bal.</td>
<td>0.97</td>
<td>0.05</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

TEM specimens were prepared by electropolishing with a Tenupol 5 machine (Struers, Denmark), on the transversal slices used in the hardness measurements. The electrolyte consisted of 1/3 HNO$_3$ in methanol, and the solution was kept at a temperature between 253 K and 238 K (−20 °C and −35 °C).

Investigations of precipitate microstructure were performed by TEM in bright-field mode using a Philips CM30 operated at 150 kV with a double-tilt holder. A Gatan parallel electron energy loss spectroscopy (PEELS) (Gatan, UK) was used to measure the thickness of the specimens, i.e., in the center of the area used in each image. All the TEM and PEELS analyses were performed along (001)Al directions where approximately 1/3 of the needles can be viewed in cross section and 2/3 can be imaged perpendicular to the needle lengths. The combination of bright-field TEM images with corresponding thickness enabled average precipitate needle-lengths, cross sections, number densities and volume fractions to be quantified. The precipitate number density $\rho$ was defined as the total number of precipitates over the volume in the TEM images, calculated as follows: $\rho = 3N/At$ where “$N$” stands for the number of particles counted, “$A$” for the respective area on the TEM image, and “$t$” for the thickness (in the middle of the measured area) of the sample as measured by PEELS. The factor 3 in the formula arises because only needles viewed in the cross
section along one of the (001)Al directions are counted. The volume in which the counted precipitates reside must be corrected (increased). This is because some fraction of needles having geometric centers outside (close to the specimen surface) has remaining parts inside the specimen that will be counted as particles, since they cannot removed during sample preparation. Hence, the number density can be expressed as $\rho = \frac{3N}{\mathbb{A}(t + \lambda)}$ instead of using the effective thickness $(t + \lambda)$ within which all precipitates with average needle length $(\lambda)$ originate. The precipitate volume fraction was calculated by multiplying the number density with the average needle length and the average cross section. Full description of the methodology has been given elsewhere.$^{22,23}$ The total number of precipitate lengths and cross sections measured were roughly 2000 and 700, respectively, for the statistical analysis in each thermomechanical condition.

A JEOL 2010F TEM/STEM operated at 200 kV and having 0.2 nm point resolution was used to determine precipitate types by HRTEM and HAADF-STEM imaging. The HAADF-STEM technique enables the determination of atomic column positions directly, being less affected by objective lens defocus and specimen thickness compared with HRTEM images. In addition, the technique provides atomic number $(Z)$ contrast with the intensity proportional to $Z^{1.7–1.9}$ \cite{22,23}. This enables to distinguish the heavier Cu $(Z_{\text{Cu}} = 29)$ atomic columns from those of Mg $(Z_{\text{Mg}} = 12)$, Al $(Z_{\text{Al}} = 13)$ and Si $(Z_{\text{Si}} = 14)$ in the precipitate structures. A probe size of 0.2 nm and an inner detector angle of $\sim 28$ mrad were used. The inner detector angle is smaller than what is normally used in the HAADF technique ($> 50$ mrad). This was chosen for the purpose of achieving a sufficient signal-to-noise ratio, and based on previous study with similar materials.\cite{22} All specimens were plasma cleaned before HAADF-STEM imaging to reduce the effect of contamination, using a Model 1020 Plasma Cleaner (Fischione Instruments, USA).

III. RESULTS AND DISCUSSION

A. Hardness Results

Figure 3 shows hardness values for the three alloys in undeformed and 10 pct predeformed conditions after the isothermal heat treatment at 463 K (190 °C) for 10 minutes and 300 minutes. The hardness measured right after SHT is also indicated (right after the predeformation in the case of predeformed conditions). In order to understand how Cu additions influence the hardness in connection with the predeformation, we attempt to quantify the hardness contributions of different factors. Four independent origins are assumed: Contribution from pure Al matrix (HV$_{\text{pure}}$), from solid solution (HV$_{\text{ss}}$), from dislocations (HV$_{\text{dis}}$) and from precipitates (HV$_{\text{pre}}$). Thus, the overall hardness may be described as a simple summation:

$$HV = HV_{\text{pure}} + HV_{\text{ss}} + HV_{\text{dis}} + HV_{\text{pre}}$$

The hardness for pure undeformed Al (99.99 pct) is constant and has been measured at about $\sim 15$HV. The hardness curves for the Al-1 wt pct Mg alloy in the undeformed and predeformed conditions show only slight changes during the respective isothermal heat treatments. The hardness of this alloy is therefore assumed to be constant during the isothermal heat treatment both in the undeformed and predeformed conditions. For Al-1 wt pct Mg, the difference in hardness between undeformed and predeformed conditions gives HV$_{\text{dis}}$ $\sim 2$HV. The HV$_{\text{ss}}$ and HV$_{\text{pre}}$ are considered to be variable quantities during the isothermal heat treatment. Since precipitates originate from solid solution, HV$_{\text{ss}}$ decreases while HV$_{\text{pre}}$ increases during the isothermal heat treatment. A quantitative determination of HV$_{\text{ss}}$ and HV$_{\text{pre}}$ is not straightforward since the overall and relative fractions of the solute entering the precipitates depend on the precipitate type. Figure 4 shows an estimation of the relative hardness contribution from precipitates for the two investigated alloys in their undeformed and predeformed conditions, achieved by subtracting the respective hardness values of the Al-1 pct-Mg alloy.

The following are observations from Figures 3 and 4:

(a) The overall hardness of the predeformed alloys is always higher (with $\sim 2$HV) compared with the undeformed alloys. This is clearly due to the contribution of dislocations which were introduced by the 10 pct predeformation, i.e., strain hardening.

(b) The hardness after SHT for the alloy containing 0.10 wt pct Cu is slightly higher (1–2HV) than that for the alloy containing 0.01 wt pct Cu in both the undeformed and predeformed conditions. This is
(d) The overall hardness, as well as the relative hardness contribution from precipitates, of the alloy containing 0.10 wt pct Cu is higher than that of the alloy containing 0.01 wt pct Cu, in both undeformed and predeformed conditions. This is in good agreement with previous results showing that Cu additions enhance material hardness,\(^{[10,23]}\) and demonstrates that 0.10 wt pct Cu addition is a quantity large enough to produce a measurable effect.

(e) During the precipitation up to 300 minutes of the isothermal heat treatment, the hardness increases at a slower rate in predeformed conditions than in the undeformed conditions. This suggests that the dislocations decrease \(H_{\text{V}_{\text{pre}}}\) in the later stage of isothermal heat treatment, which is opposite to the phenomena observed in the early stage (up to 10 minutes of isothermal heat treatment). One might expect that the peak hardness in predeformed conditions was different from that in the undeformed conditions, due to different precipitation kinetics.

(f) The respective differences in hardness after 10 minutes and 300 minutes of the isothermal heat treatment for the alloys containing 0.01 wt pct Cu and 0.10 wt pct Cu were similar in both the undeformed and predeformed conditions. This suggests that the predeformation did not enhance the effect of Cu, which means that the relative hardness contribution from precipitates is proportional to the Cu composition in the two alloys.

(g) The slight dip in the hardness curves at 10 minutes for the Al-1 wt pct Mg alloy in the predeformed condition might be due to dislocation annihilation. The subsequent recovery might be caused by subgrain formation. However, the effect is negligible compared with other changes, and its influence on hardness can be ignored for the two investigated alloys.

### B. Microstructure Investigations

1. Isothermal heat treatment for 10 minutes

Figure 3 shows that after 10 minutes of the isothermal heat treatment at 463 K (190 °C) the alloy containing 0.10 wt pct Cu has a slightly higher hardness than the alloy containing 0.01 wt pct Cu, in both the undeformed and the predeformed conditions. TEM investigations of the respective microstructures proved to be difficult due to the small precipitate size after this short isothermal heat-treatment time. However, it could be demonstrated that the alloys in undeformed and predeformed conditions produced different microstructures. Figure 5 shows typical bright-field TEM images for the alloy containing 0.10 wt pct Cu in the undeformed and predeformed conditions after the isothermal heat treatment for 10 minutes. A small fraction of precipitates was observed in the undeformed condition, as well as a small fraction of dislocations which probably had formed naturally during quenching after SHT. By contrast, the alloy in the predeformed condition shows a large amount of dislocations, on which needle- (and/or plate-) shaped precipitates, as well as string-like precipitates, have been nucleated. This proves that nucleation and growth of the precipitates have been considerable after 10 minutes of the isothermal heat treatment. This is in good agreement with the above given interpretation of the hardness, generally saying that predeformation enhances precipitation kinetics. Since the needles/plates were short and precipitate number density low, further quantifications of the conditions were not performed.

2. Isothermal heat treatment for 300 minutes

Figure 6 shows bright-field TEM images for the two alloys in undeformed and predeformed conditions after the isothermal heat treatment at 463 K (190 °C) for 300 minutes. The corresponding quantified microstructure parameters are summarized in Table II. Regardless of predeformation, the alloy containing 0.10 wt pct Cu was producing finer microstructures characterized by higher number densities of shorter needles and total higher volume fractions as compared with the alloy.
containing 0.01 wt pct Cu. This supports the results of higher material hardness for the alloy with the higher Cu content (see Figure 3). Homogeneous distributions of precipitates were observed for both alloys in the undeformed condition, see Figures 6(a) and (b). In contrast, heterogeneous distributions associated with dislocation lines were found in the predeformed condition, see Figures 6(c) and (d). Predeformation was producing coarser microstructures characterized by lower number densities of longer, thicker needles in comparison with the undeformed conditions. This coarsening effect was reduced for the alloy containing the higher amount of Cu, as can be seen by comparing the quantified values for conditions (a), (c) with (b), (d) in Table II. The average precipitate’s cross section in the undeformed condition was higher for the alloy with the high amount of Cu (0.10 wt pct), while the ones in the predeformed condition were similar for both alloys, see conditions (a), (b) as compared with (c), (d) in Table II. It implies that the precipitate types change as a function of Cu amount in the undeformed condition, while the precipitate types may be similar in the predeformed condition. A detailed discussion of the precipitate types is given in the next paragraph. It is also interesting to note that a combination of 0.10 wt pct Cu and 10 pct predeformation (condition (d)) produced the highest precipitate volume fraction observed among the investigated alloys.

C. Precipitate Types

Based on HRTEM images, most precipitate types observed in the undeformed condition were perfect $\beta''$ for the alloy containing 0.01 wt pct Cu. By contrast, a large fraction of precipitates consisted of $\beta''$ and disordered atomic structures in the same needle, labeled $\beta''$/disordered from here on, were observed for the alloy containing 0.10 wt pct Cu. These precipitates coexisted with a certain fraction of perfect $\beta''$. Figure 7 shows HRTEM images of a perfect $\beta''$ and a $\beta''$/disordered precipitates, viewed in cross section. Corresponding fast Fourier transforms (FFT) of the perfect $\beta''$ and of the disordered part of the $\beta''$/disordered precipitate are also shown. While the periodicity of the perfect $\beta''$ particle was clearly identified in the HRTEM image and corresponding FFT (see Figures 7(a) and (c)), the disordered part of the $\beta''$/disordered precipitate showed no clear periodicity in the FFT of the disordered part (Figure 7(d)), associated with the common Si-network.[7,9] Low amounts of fully disordered structures were also observed for both alloys in the undeformed condition. Teichmann[16] revealed that most precipitates forming in a commercial Cu-free AA6060 alloy after an isothermal heat treatment at 463 K (190 °C) for 300 minutes contain disorders of various degrees. However, we observed that most precipitates in the undeformed condition were perfect $\beta''$ for the alloy containing 0.01 wt pct Cu. This difference can be because the alloy used in Reference 16 contained 0.20 wt pct Fe, while in this study, the alloys contained only 0.07 wt pct Fe. A higher Fe content determines the formation of large primary phases and dispersoids which absorb a certain amount of Si, modifying both the amount of solutes available for the precipitation of hardening phases, and the Mg/Si ratio available for precipitates in the alloy. This might have rendered the composition in Reference 16 less ideal for the formation of the $\beta''$ phase.

As mentioned earlier, an addition of ~0.4 wt pct Cu alters the precipitation sequence in undeformed conditions of Al-Mg-Si alloys.[9] [13] However, no precipitate types other than $\beta''$ and $\beta''$/disordered were observed in
the undeformed condition of the alloy containing 0.10 wt pct Cu. Furthermore, bright-field TEM images (see Figures 6(a) and (b)) indicate only contrast of needle type precipitates, and not that of C-plate-type precipitates. Therefore, it is suggested that the low amounts of Cu used in the present study (≤0.10 wt pct) do not affect the precipitation sequence, although it makes the $\beta''$ partially disordered and the microstructure finer.

The distribution of Cu atoms in these precipitates was investigated by HAADF-STEM. Figure 8 shows HAADF-STEM images from one perfect $\beta''$ and one $\beta''$/disordered precipitates in the alloy containing 0.10 wt pct Cu in the undeformed condition. The images show no distinctive bright Cu columns within the particle of the perfect $\beta''$ (see Figures 8(a) and (c)). In contrast, bright Cu columns appear in the $\beta''$/disordered precipitate (see Figures 8(b) and (d)). Furthermore, the

### Table II. Precipitate Statistics for the Alloys Calculated from a Combination of Bright-Field TEM Images and Thicknesses Measured by PEELS According to the Methodology[4,21]

<table>
<thead>
<tr>
<th>Needle Length (nm)</th>
<th>Number Density ($\mu$m$^{-3}$)</th>
<th>Cross Section (nm$^2$)</th>
<th>Volume Fraction (pct)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>73.82 ± 2.09</td>
<td>5652 ± 628</td>
<td>6.29 ± 0.31</td>
</tr>
<tr>
<td>(b)</td>
<td>50.00 ± 0.73</td>
<td>8254 ± 875</td>
<td>9.35 ± 0.46</td>
</tr>
<tr>
<td>(c)</td>
<td>119.10 ± 3.08</td>
<td>2306 ± 252</td>
<td>10.61 ± 0.61</td>
</tr>
<tr>
<td>(d)</td>
<td>77.29 ± 1.80</td>
<td>7271 ± 793</td>
<td>9.05 ± 0.37</td>
</tr>
</tbody>
</table>

Alphabetic nomenclatures correspond to Figs. 3, 4 and 6.
Cu atomic columns are localized only within the disordered parts and at the interface of the \(\beta''\)/disordered precipitate, but not inside the perfect \(\beta''\) part. These observations indicate that the perfect \(\beta''\) structure does not accommodate Cu atoms. The periodicity of the hexagonal Si-network and the aperiodic presence of Cu columns on the Si-network can be observed in the disordered part (see Figure 8(d)). This result is supported by previous study,\(^{14}\) where both aberration-corrected and uncorrected HAADF-STEM images of Cu-containing Al-Mg-Si precipitates demonstrated that, in addition to the Cu columns, Si atomic columns are also resolvable in the uncorrected images. The existence of the Si-network in the disordered parts confirms the observation from the HRTEM images (see Figures 7(b) and (d)).

In the predeformed conditions of the alloys, all the analyzed precipitates had partially disordered structure. In addition, most of the precipitates were nucleated along dislocation lines. No precipitate having the \(\beta''\) structure was observed regardless of the amount of Cu. This is probably because the heterogeneous nucleation sites dominate, facilitating formation of post-\(\beta''\) precipitates instead, with hexagonally arranged Si-columns.\(^{16,19}\) String-type and disordered B'Q needle/lath-shaped precipitates were observed along dislocation lines (see Figures 9(a) and (b), respectively). Many disordered precipitates showed the hexagonal B'Q cell periodicity (1.04 nm) along a main side of the cross section, parallel with a \(\langle 510 \rangle\)Al direction (see Figure 9(b)). These precipitate types are similar to what has been reported by Matsuda\(^{17,18}\) and Teichmann,\(^{16,19}\) even though only Cu-free alloys were analyzed in those studies. Therefore, we conclude that 0.10 wt pct Cu additions in alloys in predeformed condition does not have a considerable effect on precipitate types, which is also supported by the results of the statistically similar size of cross section shown in Table II (see conditions (c) and (d)). HAADF-STEM images of typical precipitates from the alloy

---

Fig. 7—HRTEM images of precipitate cross sections taken along \(\langle 001 \rangle\)Al for the alloy containing 0.10 wt pct Cu in the undeformed condition (b). (a) perfect \(\beta''\), (b) a combined \(\beta''\)/disordered precipitate, (c) FFT of (a) and (d) FFT of disordered part of (b). A unit cell of the perfect \(\beta''\) is shown by solid line in (a) and (b). The FFT of the disordered part was extracted from the area delimited by the dashed line square in (b). The d-spacing of 0.35 nm is the spatial period related to spots inside dashed circles in (d), and corresponds to a projected hexagonal periodicity of \(-0.4 \text{ nm}\) in real space, typical for the Si-network. It therefore indicates the presence of the network in the disordered part, where no unit cell could be identified in the HRTEM image (b).
containing 0.10 wt pct Cu in the predeformed condition are shown in Figures 9(c) to (f). It can be observed that they are disordered (with no apparent unit cell) and that all of them contain Cu. This may indicate that Cu aids in producing a potent nucleation site, which would explain the strong increase in precipitate number density and volume fraction in condition (d) as compared with (c), see Figure 3 and Table II. However, as mentioned above, no change in precipitate types was observed in condition (d) as compared with studies using Cu-free alloys. The reason might be the low Cu amount (~0.10 wt pct) and the fact that B' and Q' precipitates are isostructural,\cite{25,26} the latter associated with Cu-containing alloys.

Torsæter et al.\cite{27} proposed a local atomic arrangement of Si and Mg columns surrounding each Cu atomic column common for the Cu-containing, C, Q, and Q' (isostructural to Q) precipitates. Figure 10 shows the C and Q structures in detail, where the similarity of the local arrangement of Si and Mg columns around Cu columns is clarified. It was shown that this local arrangement is also present around each Cu column in the disordered L phase\cite{14} and is also found in precipitates of Al-Mg-Si-Ge-Cu alloy.\cite{28} It is interesting to note that the local atomic arrangement of Si and Mg columns does not exist in the \( \beta'' \) structure (see Figure 10). Hence, it might be suggested that these Cu atoms preferentially accommodate this local arrangement of Mg and Si columns, with \( \beta'' \) precipitates having to become partially disordered to be able to host Cu atoms in undeformed condition. Careful analysis of the HAADF-STEM images (Figures 8 and 9) showed that the Cu is often accommodated between Si columns, as expected. However, in some instances, the Cu may systematically take positions on the Si column. This is clear from the higher magnification in Figure 11, where Si columns are joined by dashed, white lines revealing

---

**Fig. 8—HAADF-STEM images of precipitate cross sections taken along \( \{001\}_\text{Al} \) for the alloy containing 0.10 wt pct Cu in the undeformed condition. (a) Unprocessed image of a perfect \( \beta'' \), (b) unprocessed image of \( \beta''/\text{disordered precipitate} \), (c) inverse FFT (IFFT)-filtered image of (a) and (d) IFFT-filtered image of (b). The IFFT filtering was applied to reduce noise using a circular band pass mask removing all periods shorter than 0.3 nm. A unit cell of the perfect \( \beta'' \) is shown by solid line in (a) and (b). Crystallographic orientation shown in (a) is common for all images. No specific atomic columns with high intensities are observed in the perfect \( \beta'' \) precipitate, or in the \( \beta'' \) part of the \( \beta''/\text{disordered precipitate} \). However, strong contrasts corresponding to Cu-containing atomic columns are present in the disordered part of the \( \beta''/\text{disordered precipitate} \), as well as at the precipitate–matrix interface. The periodicity of the hexagonal Si-network can be discerned in the disordered part, see the grid overlay in (d).**
the Si-network, and some Cu columns are indicated by the circles. The Cu-free B' structure shows also this local arrangement of Si and Mg columns supporting the argument that the low Cu amount (~0.10 wt pct) does not change in precipitate types in the predeformed condition.

Fig. 9—HRTEM images of (a) string-type and (b) disordered B'/Q' precipitates' cross sections taken along ⟨001⟩Al directions in the alloy containing 0.10 wt pct Cu in the predeformed condition. HAADF-STEM images of (c) string-type precipitates and (d) needle-type precipitate cross sections, (e) inverse FFT (IFFT)-filtered image of (c) and (f) inverse FFT (IFFT)-filtered image of (d). The IFFT filtering was processed to reduce noise using a circular band pass mask filtering out all periods shorter than 0.3 nm. Crystallographic orientation for (b) to (d) are the same as that for (a). Cu (brightest atomic columns) is present in both precipitate types, which are disordered (with no unit cell observed). However, the periodicity associated with the hexagonal Si-network can be identified, see the grid overlay in (d).
IV. CONCLUSIONS

The effects of low Cu addition (0.01 and 0.10 wt pct) and predeformation (10 pct) on a 6060 Al-Mg-Si alloy were investigated as a function of an isothermal heat treatment at 463 K (190 °C) for 10 and 300 minutes. Changes in hardness, and the influence on precipitate numbers, size, cross section, and types were studied. The results obtained are summarized as follows:

1. Enhancement of precipitation kinetics in the presence of dislocations was observed during the early stage of clustering/precipitation, up to 10 minutes of isothermal heat treatment regardless of Cu content in the alloy.

2. Homogeneous precipitate distributions were observed in the undeformed condition, while heterogeneous distributions associated with the presence of dislocation lines dominated in the predeformed conditions. This shows that dislocations are the preferred nucleation sites for precipitation.

3. Finer microstructures giving materials of higher hardness were produced in the alloy with the highest Cu amount for both the undeformed and the predeformed conditions. In both alloys, the dislocations introduced by predeformation led to microstructure coarsening during the isothermal heat treatment. This effect was weaker in the alloy containing the higher amount of Cu.

4. A large fraction of precipitate consisting of β" and disordered parts within the same needle was observed in the alloy containing 0.10 wt pct Cu in the undeformed condition. Mainly perfect β" were observed in the alloy with 0.01 wt pct Cu. Thus, the low Cu additions did not change the precipitate type, but induced disorder in the β" precipitates. However, no Cu atomic columns were observed within the structure of perfect β" precipitates, or in the prefect β" region of the β"/disordered precipitates. Instead, the Cu was localized in the disordered parts, which also contained the hexagonal Si-network.

5. String-type and needle/lath-shaped precipitates, many of them identified as B'/Q' periodicities, nucleated along dislocation line in the predeformed condition. The same precipitate types were found in the Cu-free alloys. Therefore, it can be concluded that Cu additions up to ~0.10 wt pct do not cause other precipitate types to appear in the predeformed condition, although HAADF-STEM images showed that Cu was present in each of the investigated precipitates.

6. The combination of predeformation and the highest amount of Cu (0.10 wt pct) produced the highest precipitate volume fraction among the investigated alloys, while retaining a fine microstructure. This suggests that predeformation and Cu act independently in forming nucleation sites, which enhances microstructural evolution of precipitates and improves material strength.
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Precipitates in a lean Al–Mg–Si alloy with low Cu addition (~0.10 wt.%) were investigated by aberration-corrected high angle annular dark field scanning transmission electron microscopy (HAADF-STEM). Most precipitates were found to be disordered on the generally ordered network of Si atomic columns which is common for the metastable precipitate structures. Fragments of known metastable precipitates in the Al–Mg–Si–(Cu) alloy system are found in the disordered precipitates. It was revealed that the disordered precipitates arise as a consequence of coexistence of the Si-network. Cu atomic columns are observed to either in-between the Si-network or replacing a Si-network column. In both cases, Cu is the center in a three-fold rotational symmetry on the Si-network. Parts of unit cells of Q’ phase were observed in the ends of a string-type precipitates known to extend along dislocation lines. It is suggested that the string-types form by a growth as extension of the B’/Q’ precipitates initially nucleated along dislocation lines. Alternating Mg and Si columns form a well-ordered interface structure in the disordered Q’ precipitate. It is identical to the interface of the Q’ parts in the string-type precipitate.

Keywords: aberration correction; HAADF-STEM; age-hardening; aluminium alloy; precipitation

1. Introduction

Al–Mg–Si alloys are structural materials characterized by a high number density of precipitates yielding interfacial strain into the Al matrix and hindering dislocation movement. The efficiency of such obstruction depends highly on precipitate structure (type) because of different atomic bonding on the interface. The precipitates form with relatively low amounts of solute elements (up to 2 wt.% of Mg and Si), which become supersaturated in the fcc Al lattice after solution heat treatment and rapid cooling. During a subsequent artificial ageing, atomic clusters form and grow into metastable precipitates. The precipitation sequence of the Al–Mg–Si alloys is as follows [1–7]:

SSSS → atomic clusters → GP zones (pre-β’’) → β’’ → β’, U1, U2, B’ → β, Si
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where SSSS stands for super-saturated solid solution. In recent years, the structures of the various metastable precipitates have been investigated in great detail by transmission electron microscopy (TEM) based studies; the main hardening precipitates are the highly-coherent, needle-shaped GP zones and \( \beta'' \) which form the finest microstructure at peak hardness conditions [2]. The U1, U2 and B’ structures come in the shapes of larger, thicker needles/rods/laths and are also known as Type-A, Type-B and Type-C, respectively [8]. They mostly form together with \( \beta' \) (rod) upon over-ageing [5]. They are semi-coherent and produce coarse microstructures with low strength. The equilibrium \( \beta \) (Mg\(_2\)Si) phase can be plate or cube-shaped. It often coexists with pure Si particles with diamond structure, for alloys with sufficiently high Si content.

The addition of Cu (~0.40 wt.%) alters the precipitation sequence as follows [9–13]:

\[
\text{SSSS} \rightarrow \text{atomic clusters} \rightarrow \text{GP zones (pre-}\beta''\text{)} \rightarrow \beta'', \text{ L, S, C, QP, QC} \rightarrow \beta', \text{ Q}' \rightarrow Q.
\]

This shows that Cu suppresses the formation of \( \beta'' \), and causes other metastable precipitates such as L, S, C, QP and QC form at peak hardness conditions [9, 11]. \( \text{Q}' \) forms in over-aged conditions [9, 12]. This phase is most likely isostructural to the equilibrium Q phase [14] and to the B’ phase in the Cu-free system [15].

In the Al–Mg–Si–(Cu) alloy system, all metastable precipitates, as well as the equilibrium Q phase, are structurally connected through a common network of Si atomic columns (the Si-network) with a projected near hexagonal symmetry of \( a = b \approx 0.4 \text{ nm}, \ c = n \times 0.405 \text{ nm} \) \((n \text{ is an integer})\), with \( c \) parallel to the needle/rod/lath directions [7,9]. These precipitates are basically a stack of elemental columns in a \( \langle 100 \rangle \) Al direction adapting the Al periodicity and can be defined as different arrangements of Al, Mg (and Cu) atomic columns situated in-between the triangularly arranged \((\approx 0.4 \text{ nm spaced})\) columns forming the Si-network. The Si-network is distorted in the case of the \( \beta'' \) phase as a consequence of the high coherency in this phase with the Al matrix.

In a previous work [16], we demonstrated that the addition of low amounts of Cu (~0.10 wt.%) to the Al–Mg–Si alloy system do not alter the precipitation sequence, although precipitation kinetics and number density of the precipitates change. In addition to perfect \( \beta'' \) precipitates, which are typically encountered at the peak hardness conditions of Al–Mg–Si alloys, large fraction of precipitates consisting of perfect \( \beta'' \) and disordered regions in the same precipitate needle (\( \beta''/\text{disordered precipitates} \)) was observed in the Cu-containing alloy. Using probe uncorrected high angle annular dark field scanning transmission electron microscopy (HAADF-STEM), no Cu could be detected in the perfect \( \beta'' \) parts while Cu atomic columns were observed within the disordered parts. Furthermore, it was found that the disordered parts are based on the above described Si-network. It was suggested that Cu atomic columns are associated with two specific local symmetries on the network (atomic configurations) by Mg, Si and Al atomic columns connected to the Si-network: Cu column either \textit{in-between the Si-network columns} (being surrounded by Mg and Si atomic columns of the Si-network), or \textit{replaces Si-network column}. While the exact atomic arrangement in the latter case could not be determined, it was suggested that the former local symmetry is similar to the one proposed earlier by Torsæter et al. [17]. This symmetry is not present in the bulk \( \beta'' \) precipitate, which might be related to its Cu-free composition [16].

Previous studies have reported that 10% pre-formation causes a heterogeneous precipitate distribution, with formation of different precipitate types in Al–Mg–Si alloy.
system: string-like (the ‘string-type’) and roundish (B′/Q′ precipitates) cross-sections along dislocation lines [16,18–21]. A low Cu addition (~0.10 wt.%) preserved these types, although Cu atomic columns were observed in all investigated precipitates, as confirmed by probe uncorrected HAADF-STEM [16]. It was suggested that these precipitates contain the same specific local symmetries surrounding Cu atomic columns. However, the atomic structures in detail could not be determined due to the limited resolution of the HAADF-STEM instrument [16]. Hence, discussion of the atomic column symmetries and its connection to the Si-network were yet hypothetical.

In this work, we study the local atomic structure of these precipitates in details. Aberration-corrected HAADF-STEM, used for the results presented in this work, enables to determine Cu local symmetries, structure of the disordered parts of the precipitates and their interface structure with the Al matrix. The new knowledge can contribute to improve understanding of precipitation and growth mechanism and potentially to aid microstructure modelling in its efforts to connect micro-/nano-structure to macroscopic properties of the alloys. In recent years, recycling of Al alloys has become an important activity. Hence, these studies of low Cu addition (~0.10 wt.%) include also an aim to investigate effects of Cu as a trace element on precipitate structure [16].

2. Experimental procedure

An alloy with chemical composition of 0.47 Mg, 0.42 Si, 0.07 Fe and 0.10 Cu (wt.%) was used for all experiments. The composition was measured by inductively coupled plasma optical emission spectroscopy. Other impurities had a total less than 0.01 wt.%. The alloy was cast as a cylindrical ingot, from which the extrusion billet was cut. The billet was homogenized at 575 °C for 2.5 h and subsequently extruded to a round profile with 20 mm in diameter. The extrusion was conducted well above the solvus temperature for the alloy. From the extruded profiles, the alloys were machined with tensile test geometry for making a pre-deformed condition while others were cut transversally for an undeformed condition. All alloys were solution heat treated (SHT) in a salt bath at 545 °C for 5 min, and subsequently water quenched. They were then stored at room temperature (i.e. natural ageing) for a total of 30 min. The pre-deformed conditions were made by plastically deformed to 10% by tensile stress within 5 min after the SHT (during the natural ageing). All alloys were further heat treated isothermally (i.e. artificial ageing) at 190 °C for 300 min. The preparation and thermo-mechanical history are identical to the previous work, which are fully described in [16].

HAADF-STEM specimens were prepared by electropolishing using a Tenupol 5 machine (Struers), on transversal slices along the extrusion and deformation directions in the case of undeformed and pre-deformed conditions, respectively. The electrolyte consisted of 1/3 vol.% HNO₃ in methanol and the solution was kept at a temperature between −20 and −35 °C.

The HAADF-STEM images were taken by a spherical aberration probe corrected JEOL JEM-ARM200F TEM with a Schottky field emitter operated at 200 kV. The probe diameter was 0.1 nm and the collection angle of the HAADF detector was in the range of 45–150 mrad. The HAADF-STEM technique enables to determine atomic column positions directly, being less affected by objective lens defocus and specimen thickness compared to high resolution TEM images. In addition, the technique provides atomic number (Z) contrast with the intensity proportional to $Z^{1.7-1.9}$ [22,23].
This enables to distinguish the heavier Cu (Z_{Cu} = 29) atomic columns from those of Mg (Z_{Mg} = 12), Al (Z_{Al} = 13) and Si (Z_{Si} = 14) in the precipitate structures. In order to reduce contamination on the specimen during the HAADF-STEM observation, all specimens were ion-milled by precision ion polishing system (PIPS Gatan) and plasma cleaned by plasma cleaner (SOLARUS Gatan) before the observation.

3. Results and discussion

All HAADF-STEM images shown in this paper were taken from material isothermally heat treated at 190 °C for 300 min, which is known to produce a peak aged condition in this alloy [16]. Since the precipitate needles are growing in ⟨0 0 1⟩ Al directions, all images were taken from the ⟨0 0 1⟩ Al zone axis, corresponding to the cross sections of the precipitate needle. Owing to the high resolution of aberration-corrected HAADF-STEM, all atomic columns could be resolved in the structures. Based on their high Z contrast, Cu atomic columns could be identified even in the unprocessed HAADF-STEM images. Fast Fourier transform (FFT) filtering has been applied to reduce noise using a circular band pass mask that removed all period shorter than 0.15 nm. After filtering the images, weaker-contrast Si, Al and Mg atomic columns could also be resolved. The atomic overlays for all figures in this paper were based on the Z contrast, inter-atomic distances and local similarities with well-known structures in the Al–Mg–Si alloy system. The following sub-sections discuss each type of precipitates observed.

3.1. β''/disordered precipitate

Figure 1 shows a typical example of the β''/disordered precipitate. It is here straightforward to distinguish between the perfect β'' and the disordered parts in the precipitate. In this type of precipitate, the Cu atomic columns are found only within the disordered parts or at the precipitates/matrix interface but never inside the β'' structure. This observation supports results of the previous work [16]. It is interesting to note that the disordered part of the precipitate consists of several identical local atomic column arrangements, and it appears to have no overall unit cell periodicity. These arrangements can be identified to be sub-cell fragments in different types of the other metastable precipitates in the Al–Mg–Si(Cu) alloy system, such as C, Q', β'_Ag and U2, see Figures 1 and 2. Figure 2 shows schematic drawing of unit cells of the encountered metastable precipitates. The legend in Figure 2 represents all figures in the present study. In the investigated precipitates, the disordered part is always based on the same ordered Si-network, see Figure 1. In addition, Cu atomic columns could be classified by their two different positions connected to Si-network: in-between the Si-network columns and replacing Si-network columns. The first case is identical to C, Q', Q and L precipitates [17]. This is dominant with respect to the fraction of Cu columns found in such positions. The second case is interestingly analogue to Ag columns in β'_Ag precipitates [24], but with Ag being replaced by Cu, see Figures 1 and 2. This local atomic configuration will be referred to as modified β' in the present study, and represents a structure which is isostructural with the β'_Ag. It is worth noting that both cases have three-fold rotational symmetry around the Cu atomic columns in this projection, namely along needle growth direction. It seems plausible that Cu occupies only the sites that
can produce three-fold symmetry, or it modifies the surrounding columns to produce this type of symmetry. The $\beta''$ structure lacks this type of sites (atomic columns) because it is more closely adapted to the matrix, with a maximum two-fold symmetry, as given by its space group C2/m (12) [2,3]. Cu is therefore only able to exist at the disordered part and interface. It is worth mentioning that Al and Mg atomic columns

Figure 1. HAADF-STEM images of a $\beta''$/disordered precipitate cross-section taken along $\langle 001 \rangle$ Al for the undeformed condition. (a) Inverse FFT (IFFT) filtered image. (b) Suggested atomic overlay on the image (a). See legend in Figure 2.
Figure 2. Legend representing all overlays in the present study and schematic drawings of unit cells of the encountered metastable precipitates: (a) $\beta''$ phase [2, 3], (b) C phase [17], (c) Q' phase [14], (d) modified $\beta'_Ag$ phase [24] and (e) U2 phase [7], drawn to the same scale. The atomic column arrangement around Cu is shown for both in-between the Si-network and replacing a Si-network column. Cu atomic columns for the former case is identical to C, Q, Q' and L phases [17] and the latter case is found in $\beta'_Ag$ phase [24] (Cu atomic columns instead of Ag in this case). Both Cu arrangements have three-fold rotational symmetry. Neither exists in the $\beta''$ phase probably because the space group of C2/m (12) at most allows two-fold rotation although parts of the near-hexagonal Si-network is found [2,3], see grey dashed line in (a). The $\beta''$ phase has fragments of U2 phase, which can create interface between perfect $\beta''$ and disordered parts along $\langle 310 \rangle$ Al direction in $\beta''$/disordered precipitate, see Figure 1.
also take positions in-between the Si-network columns; however, there is never a three-fold rotational symmetry around them.

In a previous work [16], it was measured that Cu-added alloy (~0.10 wt.% Cu) produces twice the precipitate number density than the base alloy (~0.01 wt.% Cu). It seems therefore that Cu atoms exert a strong effect on nucleation; either they create additional nuclei, or they merge with the ones already present, improving potently nucleation. Based on above mentioned observations, Cu atoms might produce clusters with atomic surrounding having three-fold symmetry connected to the Si-network during nucleation. This hypothesis will be discussed in later subsection.

As observed in Figures 1 and 2, some parts recognized to be associated with the U2 phase could frequently be observed in Cu-free areas of the disordered part of the β"/disordered precipitate. For instance, a long band consisting of the U2 structure acts as an interphase between bulk β" and the disordered part. It is interesting to mention that β" phase has fragment of U2 phase, see Figure 2(a). This could be a reason why the band consisting of the U2 structure acts as an interphase between bulk β" and disordered parts in β"/disordered precipitate. Similar U2 bands connect domains of β'_Ag in the precipitates of the respective system [24]. From Figure 1, it can be seen that the connection between the U2 band and the bulk β" is much accurate compositionally if the Mg1 site in β" phase is occupied by an Al atom. Therefore, a composition of Mg4Al3Si4 is chosen for the β" phase, which is one of the two lowest formation enthalpy structures according to previous study [3].

Cu atomic columns are also present to a certain extent at the precipitate/matrix interface, especially in the disordered part of the precipitate, see Figure 1. At the interface, Cu atomic columns are spread unevenly. Since the interface is rather incoherent, there will be sites that are more and less well suited for the Cu atoms. Another plausible explanation is that these columns formed in defect sites created due to the interface growth during nucleation/precipitation. Further experiments are needed to understand the possible role of Cu taking in shaping the interface. There was only one Cu-enriched column observed at the interface of the bulk β" with the Al matrix, located on a Si3 site [3], see Figure 1. For the small area of the disordered part where the Si network is oriented along (1 0 0) Al (see the lower-right side of the precipitate in Figure 1), these three Cu atomic columns at the interface resemble local parts of C or L phase precipitates [17].

As mentioned, fragments of the C, Q', β'_Ag and U2 phases were identified in the disordered parts. The Si-network is near-hexagonal in all these phases, but has two orientations (rotations in the (0 0 1) Al plane), which sets the orientation of the precipitate cross-section and interface directions. For the C and L phases, one vector of the hexagonal base of the Si-network is oriented along (1 0 0) Al. For the other phases, it is along (5 1 0) Al. This creates a discontinuity (faults) in the Si-network at the interconnected region of these components, as seen in Figure 1.

3.2. String-type and disordered Q' precipitates along dislocation lines

Examples of the string-type and disordered Q' precipitates are shown in Figures 3 and 4. It is revealed that both precipitate types are also composed of fragments from a number of different metastable precipitates in the Al–Mg–Si(–Cu) alloy system. Both types of Cu local configurations, with Cu column in-between the Si-network and replacing on the Si-network column, were observed in the string-type precipitate, as it
was the case in the disordered part of the $\beta''$/disordered precipitates. Fragments of U2 phase are also easily identified. From these observations, we can conclude that all disordered precipitates are composed of parts of various metastable precipitates structure on a common near-hexagonal Si-network in some manner. It is interesting to note that half unit cells of Q' precipitates were observed at the narrow ends of the cross-sections in the string-type precipitates see Figure 3. It is well known that Q' and the string-type precipitates preferably form along dislocation lines [16,18–21]. This could indicate that Q' precipitates (or fragments thereof) initially form along the dislocation line, and only later become connected by the string-type. For instance, for the precipitates in Figure 3, the half unit cell may represent the Q' phase parts first nucleated. In other words, the string-type precipitates could start at different positions from small regions of Q' building out the Si-network which should encounter somewhere in-between. This also means that they start not only at arbitrary heights, but also they meet in wrong directions. This will interrupt the ordering of the Si-network columns height, but could also lead to faults in the projected Si-network, both which will be sources of disorder. Note that the Si-network contains discontinuities in the non Q' precipitates regions, see Figure 3. It is interesting to note that another fragment was observed as shown by thick solid red line in Figure 3. The fragment is also connected with the ordering Si-network and is repeated like unit cell along $\langle 510 \rangle$ Al direction. However, this fragment has not reported yet as a pure precipitate phase. This could give interesting view to explain that Si-network might be much important than ordered precipitate structure during formation of precipitates, which will be discussed in next subsection.

Higher number density of precipitates was observed in the condition with the low Cu addition (~0.10 wt.%) compared to the base alloy (~0.01 wt.% Cu) in the pre-deformed condition [16]. This again supports the hypothesis for Cu atoms promoting nucleation in these materials.

It is worth noting that the precipitate interface structure of the Q' part of the disordered precipitate in Figure 4 is well defined, which is shown by thick solid blue line on the upper side of the atomic overlay in Figure 4. Cu atoms are not incorporated in the interface structure, which instead consists of alternating Mg and Si atomic columns. This interface structure is found to be identical in the Q' parts at the ends of the string-type precipitate, see Figure 3. The alternating Mg and Si atomic columns are also present at the interface of the lower side of the precipitates, although they are much in a disordered manner.

3.3. Hypothesis of Cu local configurations in connection with Si-network during nucleation

The disordered precipitates observed may provide new insight into the nucleation stage. The fragments which not continue to grow into bulk structures point out that the Si-network at some stage is more energetically favourable than the ordered precipitate structures. Note that the fragments of the other precipitates observed in the disordered precipitates were based on atomic columns along the whole needle-like precipitates. This means that the fragments grow side-by-side throughout the length of the precipitates. It is not possible to know the details during nucleation and in the early growth stage without dedicated experiment. However, it is plausible to say that the fragments based on Si-network would form during nucleation, in the early growth stage, before
Figure 3. HAADF-STEM images of string-type precipitate cross-section taken along \langle 001 \rangle Al for the 10% pre-deformed condition. (a) IFFT filtered image. (b) Suggested atomic overlay on the image (a). See legend in Figure 2. Half units cell of the Q’ phase are present at both ends of the precipitate.
growing as longer needles. During the early growth, several precipitate phases could be started off from the same ‘local Si network’. Then, it allows more than one structure or fragment to be possible across the initial cross-section. It is understandable that the Cu aggregate could play an important role considering nucleation. Since Cu seeks to be surrounded by Si atoms, it would be influencing the local order on the Si-network at early stage and could make clusters more potent for the Cu-containing phases.

Figure 4. HAADF-STEM images of disordered Q’ precipitate cross-section taken along ⟨0 0 1⟩Al for the 10% pre-deformed condition. (a) IFFT filtered image. (b) Suggested atomic overlay on the image (a). See legend in Figure 2. In addition, the alternating Mg and Si columns in the interface of the Q’ part with Al matrix along ⟨5 1 0⟩Al is shown by thick solid blue line. Another fragment, which have not been reported yet as a pure precipitate phase in the Al–Mg–Si system are shown in thick solid red line.
Here, one can wonder if the Cu atomic columns have full or partial occupancies of Cu atoms. Intensity and standard deviation measurements of Cu and Al matrix atomic columns in Figures 1, 3 and 4 may indicate a varying occupancy of Cu in the Cu columns. It is not straightforward to estimate the Cu distribution from these images, since the HAADF-STEM intensities vary with crystal structure and bonding, thickness of the specimen, where in the columns the Cu atoms eventually are, back ground intensity and the quality of the specimen. Future studies will hopefully clarify those aspects for further atomic modelling.

4. Conclusions
The precipitate structures formed in an alloy with composition 0.47 Mg, 0.42 Si, 0.07 Fe and a low addition of Cu (~0.10 wt.%) were investigated by aberration-corrected HAADF-STEM. It was found that a high fraction of the precipitates was disordered. The disordered precipitates were composed of local atomic column arrangements consistent with fragments of different types of metastable precipitates in the Al–Mg–Si–(Cu) alloy system, which exist side-by-side on a common near-hexagonal Si-network. Cu atomic columns were observed to be the centre in two types of columns arrangements depending on the Si-network. The Cu atomic columns take the place between three Si-network columns in the most frequent arrangement while Cu replaces a Si-network column in the less dominating arrangement. In both arrangements, the Cu has a three-fold rotational symmetry axis, as viewed along the needle growth direction. Half unit cells of Q′ phase were observed at the ends of a string-type precipitate. It is suggested that the string-type originates from initially nucleated Q′ precipitates/fragments which extend and meet each other along a dislocation line. A well-ordered interface structure consisting of alternating Mg and Si atomic columns was observed for the Q′ phase. This was identical to the interface of the Q′ precipices/fragments which extend and encounter each other along the dislocation line. The results of disordered precipitates indicate that the fragments are established early in the growth, possibly on small domains where the Si-network is established on just a few (0 0 1) Al planes. Cu plays an important role for precipitate nucleation. It is suggested that Cu atoms influence the cluster during nucleation, priming them for Cu-containing phases, which explains the increased precipitate number densities in the Cu-containing alloys. It is likely that such clusters could contain the specific Cu arrangements as discussed.
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Effects of addition of Zn (up to 1 wt%) on microstructure, precipitate structure and intergranular corrosion (IGC) in an Al–Mg–Si alloy system were investigated. During ageing at 185 °C, the alloys showed modest increases in hardness as function of Zn content, corresponding to increased number densities of needle-shaped precipitates in the Al–Mg–Si alloy system. No precipitates of the Al–Zn–Mg alloy system were found. Using high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM), the Zn atoms were incorporated in the precipitate structures at different atomic sites with various atomic column occupancies. Zn atoms segregated along grain boundaries, forming continuous film. It correlates to high IGC susceptibility when Zn concentration is ~1wt% and the materials in peak-aged condition.
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1. Introduction
1.1. Al–Mg–Si alloys

The 6xxx series aluminium alloys (i.e. Al–Mg–Si alloy system) constitute an important heat-treatable alloy system. They are used in a wide range of industrial applications since they have advantageous properties: high strength-weight ratio, good formability and corrosion resistance. Their main feature is an increase in hardness during a final isothermal heat treatment (i.e. artificial ageing) at an adequate temperature and time. During the artificial ageing, a large number of various nano-sized semi-coherent metastable precipitates will form. These precipitates set up surrounding strain fields which prevent dislocation movement due to the interfacial strain into the aluminium matrix (i.e. precipitation hardening). The interfacial strain depends on atomic matching at the precipitate–matrix interface, which eventually makes the dislocations shearing and/or looping on precipitates. The latter is known as Orowan mechanism occurring in certain size and distribution of precipitates. Hence, the alloy properties depend ultimately on
the precipitate types and the microstructure they produce (sizes, numbers and orientations). The precipitation sequence comprises several metastable precipitates. The metastable precipitates form as a consequence of precipitation which is controlled by the alloy composition and thermo-mechanical history. The precipitation sequence of the Al–Mg–Si alloys is as follows: [1–8]:

$$\text{SSSS} \rightarrow \text{atomic clusters} \rightarrow \text{GP zones} \rightarrow \beta'' \rightarrow \beta' \rightarrow \text{U1, U2, B' } \rightarrow \beta, \text{ Si}$$

where SSSS stands for super-saturated solid solution. Solute elements become supersaturated in the fcc Al lattice after rapid cooling from a solution heat treatment to room temperature. The diffusion of the solute elements starts even at room temperature leading to nucleation of the atomic clusters. The atomic clusters grow rapidly into metastable precipitates during the artificial ageing. Fully coherent Guinier–Preston (GP) zones form initially with the solute elements occupying fcc positions in the Al matrix. The subsequent metastable precipitates are seen to keep the alignment of some planes (fully coherent) only in one direction, corresponding to $\langle 001 \rangle$ Al which is the main growth direction of the precipitates. As a consequence, they have needle/lath/rod morphologies extending along $\langle 001 \rangle$ Al directions. The main hardening precipitates are the highly coherent, needle-shaped GP zones and $\beta''$ phase which form the finest microstructures, characterized by large number densities of small (short and thin) needles. The U1, U2 and B’ (also known as Type-A, Type-B and Type-C, respectively, [9]) are larger, thicker needles/rods/laths. They mostly form together with $\beta'$ (rod) upon over-ageing. They are semi-coherent and produce coarse microstructures with low strength. The equilibrium $\beta$ (Mg$_2$Si) phase is incoherent and can be both plate- and cube-shaped. It forms and grows rapidly at higher temperatures. It often coexists with pure Si particles with diamond structure, depending on the Si content of alloy.

1.2. Effects of additional alloying elements

Effects of additional alloying elements in the Al–Mg–Si alloys are of key interest since they affect directly the microstructure and precipitate structure. For instance, Cu (~0.4 wt%) drastically alters the precipitation sequence as follows [10–14]:

$$\text{SSSS } \rightarrow \text{atomic clusters } \rightarrow \text{GP zones } \rightarrow \beta'' \rightarrow \beta' \rightarrow \beta', Q' \rightarrow Q.$$  

The proportion of the $\beta''$ phase diminishes strongly for increased Cu content. The other metastable precipitates such as L, S, C, QP and QC form at peak-aged conditions [10, 11]. The $Q'$ phase forms in over-aged conditions [10,12]. $Q'$ is most likely isostructural to the equilibrium Q phase [14].

An interesting feature of the Al–Mg–Si–(Cu) alloy system is that all metastable precipitates, as well as the equilibrium Q phase, are structurally connected through a common network of Si atomic columns (Si-network) with a projected near hexagonal symmetry of $a = b \approx 0.4 \text{ nm}, c = n \times 0.405 \text{ nm} (n \text{ is integer}),$ with $c$ parallel to the needle/rod/lath main growth directions [7,10]. Consequently, the precipitates consist of different arrangements of Al, Mg and Cu atomic columns located in-between the Si-network columns. Typically Cu promotes the formation of disordered precipitates, which lack a unit cell, although they are based on the Si-network. In the $\beta''$ phase, the Si-network is distorted, probably because of its high coherency with the Al matrix.
Ge is another additional alloying element influencing precipitation in the Al–Mg–Si (–Cu) alloys. It leads to the formation of Ge containing hardening phases which are iso-
structural with the β' and U1 phases in the Al–Mg–Si alloy system [15–17]. It was
found that Ge forms a network similar to the Si-network. It is mixed (Si/Ge) when both
elements are present in the alloy [17].

Addition of Ag (~0.5 wt%) in the Al–Mg–Si alloy system lead to an increase in
hardness and elongation [18] by means of a new Ag-containing phase called β′Ag phase
where Ag replaces one-third of the Si-network columns [19].

The amount of these additional alloying elements is an important factor influencing
alloy properties and precipitation. It was previously demonstrated [20] that a low addi-
tion of Cu (~0.1 wt%) leads to a higher number density of precipitates, and conse-
quently to higher strength, although the precipitation sequence is not altered.
Furthermore, this level of Cu makes the β'' precipitates partially disordered in the same
precipitate needle, which is also structurally connected to the Si-network [20]. A low
additions of Ca (~0.1 wt.%) lowers, on the other hand, the precipitate number density,
because of formation of large Ca-containing particles which absorb Si [21].

1.3. Zn as an additional alloying element
Zn is the main alloying element in the heat-treatable 7xxx series (Al–Zn–Mg)
aluminium alloys. For instance, the commercial 7075 alloy typically contains 5.5 Zn,
2.5 Mg and 1.5 Cu (wt%). In this system, Zn atoms combine with Mg to form plate-like
semi-coherent η' metastable precipitates and equilibrium η-MgZn2 precipitates on
{1 1 1}Al planes [22–24]. These alloys have very low Si content. Our interest here is to
investigate how modest additions of Zn influence Al–Mg–Si alloys. Concurrently,
recycling of Al alloys is a noteworthy activity in the Al industry. Since Zn is one of
the trace elements that can potentially end up in aluminium scrap metals during recycling,
it is important to know to which extent different levels of Zn will influence the micro-
structure, precipitate structure, mechanical and corrosion properties in Al–Mg–Si alloys.
In the present paper, influence of Zn on the precipitation in Al–Mg–Si alloys has sys-
tematically been investigated for different levels of Zn (up to 1 wt%).

2. Experimental procedure
Five alloys were prepared from ultrapure Al with different amounts of Zn (0.000,
0.001, 0.01, 0.1 and 1 wt %). The levels of Mg and Si were fixed. The alloys were cast
as cylindrical ingots with 95 mm in diameter, from which extrusion billets were cut.
The alloy compositions were measured by inductively coupled plasma optical emission
spectroscopy and are shown in Table 1. Hereafter, the alloys with different amounts of
Zn will be referred to as LZ0, LZ1, LZ2, LZ3 and LZ4 as shown in Table 1. All alloys
contain ~0.07 wt% Fe, which is low for most industrial alloys. The billets were
homogenized at 575 °C for 2.5 h and subsequently extruded into round profiles with 20
mm in diameter. The extrusions were conducted using a direct press and a single-hole
die. The extrusion temperature was in the range of 500–510 °C, which is well above
the solvus temperature for the alloys. The entire extruded profiles were water-quenched
approximately 5 s after the die exit. Thus, only a short solid solution heat treatment was
needed prior to subsequent heat treatment procedures. The extruded profiles were cut
into 500 mm lengths; solution heat-treated in an air-circulation oven at 540 °C for 1 h, and subsequently water-quenched. The alloys were then exposed to room temperature (i.e. natural ageing) for a total of 4 h. Furthermore, the alloys were aged at 185 °C in the air-circulation oven.

Vickers hardness measurements were carried out along the extrusion direction on transversally cut slices. A Durascan-70 (Struers) machine was used for the hardness measurements. The hardness indenter carried a 5 kg load. The loading time was 15 s. Each data point corresponds to the average of 10 hardness indentations, with the corresponding standard error. Electrical conductivity measurements were carried out at room temperature on the same surface as the hardness measurements. A SIGMATEST 2.069 operated at a frequency of 960 kHz was used. Each data point corresponds to the average of five conductivity measurements, with the corresponding standard error. Calibration of the equipment for the conductivity measurement was performed regularly in order to minimize error of the measurements. The hardness and conductivity were measured on the samples at 17 different ageing times up to 24 h.

TEM specimens were prepared by electropolishing with a Tenupol 5 machine (Struers), on the transversal slices used in the hardness measurements. The electrolyte consisted of 1/3 HNO₃ in methanol and the solution was kept at a temperature between −20 and −35 °C. Precipitate microstructure was investigated by TEM in bright-field mode using a Philips CM30 operated at 150 kV with a double-tilt holder. The thickness of the specimens was measured with a Gatan parallel electron energy loss spectrometer (PEELS). The thickness measurements were performed in the central area shown in the micrographs. The thickness in all images shown in this study was around 70–110 nm. All TEM and PEELS analyses were performed along 〈001〉Al directions where approximately one-third of the needles can be viewed in cross-section and two-third perpendicular to the needle lengths. The combination of the TEM bright-field images and PEELS spectra enables average precipitate needle-lengths, cross-sections, number densities and volume fractions to be quantified. A full description of the methodology is given elsewhere [4,25]. Precipitate atomic structures were investigated by high-resolution high-angle annular dark-field scanning TEM (HAADF-STEM) using a spherical aberration (Cs) probe corrected JEOL ARM 200F STEM operated at 200 kV. The inner and outer collection angles of the HAADF detector were in the range of 45–150 mrad and the probe size was 0.1 nm. The HAADF-STEM technique enables to determine atomic column positions directly, being less affected by objective lens defocus and specimen thickness compared to high resolution TEM. In addition, the technique provides atomic number (Z) contrast with the intensity proportional to Z¹.⁷–¹.⁹ [26,27]. This enables to distinguish the heavier Zn (Z_{Zn} = 30) atomic columns from those of Mg.

Table 1. Measured alloy compositions (wt%) for the five alloys studied.

<table>
<thead>
<tr>
<th>Alloys/Elements</th>
<th>Al</th>
<th>Mg</th>
<th>Si</th>
<th>Fe</th>
<th>Zn</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>LZ0</td>
<td>Bal.</td>
<td>0.47</td>
<td>0.40</td>
<td>0.07</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>LZ1</td>
<td>Bal.</td>
<td>0.48</td>
<td>0.39</td>
<td>0.07</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>LZ2</td>
<td>Bal.</td>
<td>0.47</td>
<td>0.40</td>
<td>0.07</td>
<td>0.012</td>
<td>0.000</td>
</tr>
<tr>
<td>LZ3</td>
<td>Bal.</td>
<td>0.48</td>
<td>0.41</td>
<td>0.07</td>
<td>0.110</td>
<td>0.000</td>
</tr>
<tr>
<td>LZ4</td>
<td>Bal.</td>
<td>0.47</td>
<td>0.39</td>
<td>0.07</td>
<td>1.019</td>
<td>0.000</td>
</tr>
</tbody>
</table>
(Z_{Mg} = 12), Al (Z_{Al} = 13) and Si (Z_{Si} = 14) in the precipitate structures. In order to reduce contamination on the specimen during the HAADF-STEM observation, all specimens were ion-milled in a precision ion polishing system (PIPS Gatan) and further cleaned in plasma cleaner (SOLARUS, Gatan) before the observation. Fast Fourier transform (FFT) filtering has been applied to the HAADF-STEM images in order to reduce noise using a circular band pass mask which removes all periods shorter than 0.15 nm. A JEOL 2010F operated at 200 kV and equipped with an energy dispersive X-ray spectroscopy (EDS) from Oxford Instruments (with INCA software) was used for elemental mapping. For these acquisitions, drift compensation was activated, whereby the microscope regularly acquires annular dark-field scanning TEM (ADF-STEM) images and cross-correlates them to a reference image in order to adjust the STEM-EDS scanning position.

Accelerated corrosion tests were performed by following the British Standard (BS 11846 method B). The intergranular corrosion (IGC) susceptibility was evaluated after the corrosion test. The samples for the corrosion test were cut from the round extruded profiles parallel to the extrusion direction to a ‘D-shape’ (a shape of half cylinder) so that the metallography could be observed parallel with and perpendicular to the extrusion direction. Before the corrosion test, the samples were degreased using acetone and ethanol, followed by alkaline etching. The alkaline etching was conducted with immersion in a 7.5 wt% NaOH solution for 3 min at 55–60 °C, and then desmutting in concentrated HNO₃, which removed approximately 15 μm of sample surface. The corrosion test was conducted by immersion for 24 h in an acidified sodium chloride solution (30 g NaCl and 10 ml concentrated HCl per litre). After the immersion, the samples were washed in water and then in ethanol and subsequently dried. In order to investigate IGC susceptibility at different precipitation stages, samples with different heat treatment times were prepared corresponding to under-aged, peak-aged (T6) and over-aged (T7) conditions. Metallographic examinations after the corrosion test were conducted by optical microscopy.

3. Results and discussion

3.1. Hardness and electrical conductivity

Figure 1 shows hardness and conductivity curves for the five Zn-containing alloys as a function of ageing time, up to 24 h. The observations from the curves can be explained as follows:

- Both hardness and conductivity increase with increasing ageing time. This must be a result of precipitation; hardness increases as precipitates form, while conductivity increases since the Al matrix becomes depleted of solute atoms.
- The overall hardness of LZ4 is slightly higher than that of other alloys while the conductivity is lower. Lower conductivity may indicate the presence of Zn in solid solution throughout the ageing, while the slightly higher hardness could be due to the same effect (solution hardening), or in combination with a weak influence on precipitation. It is interesting to note that after 2 h of ageing time, corresponding to largest hardness difference between the alloys, hardness is nearly proportional with the Zn amount in the alloy. This indicates that Zn additions influence the formation of precipitates, although the effect seems to be weak.
Interestingly the conductivity curves for LZ0–LZ3 can be seen to converge with increasing ageing time. This could suggest that a certain amount of Zn diffuses from the Al matrix and enters into the precipitates. This phenomenon was not observed in LZ4, which may show that a saturation level of Zn in the precipitates has been reached.

3.2. Microstructure

Figure 2 shows bright-field TEM images for LZ1 and LZ4 after the ageing at 185 °C for 12 h, representing peak-aged condition. The corresponding quantified microstructure...
parameters are summarized in Table 2. Only needle-like precipitates, typical for the Al–Mg–Si(–Cu) alloy system were observed along $\langle 001 \rangle_{\text{Al}}$ directions. No plate-like precipitates were observed on $\{111\}_{\text{Al}}$ planes, as common for the Al–Zn–Mg alloy system. This indicates that $\eta'$ or $\eta$ phases were not formed in the investigated alloys. It should be noted that the normal ageing temperatures in Al–Zn–Mg alloy system are lower (~120 °C). It is therefore not impossible that these plate-like precipitates may form at the current ageing temperature for the Al–Mg–Si alloys. Mg prefers to combine with Si to form needle-like precipitates rather than with Zn for the composition and heat treatment given in this study. Homogeneous distributions of precipitates were observed for both alloys. The main difference between LZ1 and LZ4 is a slightly higher precipitate number density in LZ4, which correlates with a somewhat smaller precipitate average length and cross-section, resulting in the volume fraction. These results confirm, in the observations of hardness and conductivity, that Zn has a weak influence on precipitation, and consequently it should be expected that Zn is incorporated into the precipitate structure. This will be discussed in detail in a later sub-section.

Figure 3 shows an ADF-STEM image and corresponding to EDS elemental maps for relevant elements along a grain boundary and adjacent grains for the LZ4 after
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**Figure 3.** ADF-STEM image (left) for LZ4 after the ageing at 185 °C for 12 h and corresponding to EDS elemental maps for relevant elements (right) in the analysed area delimited by the dashed line rectangle. Alphabetic notations represent Mg: Magnesium, Si: Silicon, O: Oxygen and Zn: Zinc.
the ageing at 185 °C for 12 h. The ADF-STEM contrast of precipitate needles can be observed in the Al matrix, which clearly corresponds to the Mg and Si elemental maps. A precipitate free zone can also be seen in the Mg and Si elemental maps in the vicinity of the grain boundary. It is interesting to mention that EDS elemental map for Zn shows a shape of a line indicating the presence of a Zn thin film along the whole grain boundary. This continuous film can also be recognized in contrast to the ADF-STEM image. Figure 3 shows no trace of any precipitates in the Zn elemental map in Al matrix, while distinct EDS signals of needle precipitates in the Mg and Si elemental maps. Quantitative analysis of EDS data indicates that the Zn concentration in the two grains adjacent to the grain boundary is similar to the Zn nominal alloy composition. This leads to the conclusion that Zn is homogeneously distributed in the Al matrix, which seems to be supported by the observed low-electrical conductivity of LZ4, see Figure 1(b). This supports that Zn can only exist in low amounts in the precipitate needles. If Zn enters the composition of precipitate needles, it must be at a low level, below the detectability limit of the EDS detector. The ADF-STEM contrast and elemental maps along the grain boundary in Figure 3 also indicate the formation of grain boundary precipitates, consisting of Mg and Si. Based on EDS quantitative measurements, the Mg/Si ratios for these precipitates was found to be 1.5–1.7, which seem to correspond to the β′ (Mg1.3Si) phase [6]. The data does not exclude the possibility of low Zn amounts being incorporated into such grain boundary precipitates. One grain boundary precipitate shows signals of Si and O, see Figure 3. In Al–Mg–Si alloys, it is not unusual to find amorphous and/or oxidized remains. This is presumably attributed to damage during electropolishing in specimen preparation.

### 3.3. IGC susceptibility

As shown in the EDS elemental map, Zn segregates along grain boundaries at peak-aged condition, forming an apparent continuous film. Among several types of corrosion considered, IGC is of high interest since it is related to grain boundary precipitates and atomic segregation on grain boundaries. In general, IGC is the result of microgalvanic reactions at grain boundaries; the grain boundary precipitates and/or segregated atoms are either active or noble with respect to the Al matrix. Figure 4 shows cross-section examinations after the IGC test for LZ3 and LZ4. Similar cross-section for the alloys with lower Zn contents – LZ0, LZ1 and LZ2 – had strong resemblance with LZ3, thus showing negligible IGC susceptibility. This implies that levels of Zn below 0.1 wt% have little influence concerning IGC. On the contrary, the cross-section of LZ4 shows strong evidence of corrosion attacks, indicating that the IGC susceptibility is pronounced only for the highest Zn concentration (1 wt%). This indicates that the critical level of Zn to influence the IGC is somewhere between 0.1 and 1 wt%. It is interesting to note that the IGC susceptibility depends highly on heat treatment, being pronounced at peak-aged and over-aged conditions, as compared to an under-aged condition, see Figure 4. The results of the IGC susceptibility and the TEM investigations suggest that the observed difference in the IGC must somehow be related to the characteristics of the Zn thin film presenting along the grain boundaries for the high Zn content. This should be compared with a recent finding in Cu-containing Al–Mg–Si alloys. Here,
IGC susceptibility was found to be reduced at peak-aged and over-aged conditions, when an analogous Cu-rich film along grain boundaries had become discontinuous during coarsening of grain boundary precipitates [28,29]. Note that the results in the present study may be interpreted oppositely, since the IGC susceptibility increases at peak-aged and over-aged conditions with the Zn film. Our investigation also shows that the IGC susceptibility is dependent on the extrusion direction; the corrosion attacks were pronounced along the extrusion direction, compared to perpendicular to it, see Figure 4. This might be attributed to different grain boundary orientation and/or a fibrous texture along the extrusion direction.

3.4. Precipitate structures

Based on the findings discussed in the previous sub-sections, it is still questionable whether or not Zn incorporates into the precipitate structure; the microstructure quantification (Table 2) shows that there is a correlation between an increased precipitate number density and a high Zn amount in the alloy composition, while the EDS maps (Figure 3) do not seem to show any Zn signal associated with the precipitates. In this
sub-section, precipitate structure will be discussed by observations from aberration corrected HAADF-STEM. All HAADF-STEM images shown in this sub-section were taken from LZ4 after ageing for 12 h (peak-aged). They were taken from the \(\langle 001 \rangle\) Al zone axis, corresponding to the cross-sections of the precipitate needles. Owing to the high resolution of aberration-corrected HAADF-STEM, all atomic columns could be resolved in the structures. Based on the high Z contrast, a column having a sufficient fraction of Zn atom can easily be identified even in the unprocessed HAADF-STEM images. After filtering the images, weaker-contrast Si, Al and Mg atomic columns could also be resolved. The atomic overlays for all figures in this sub-section were based on the Z contrast, inter-atomic distances and local similarities with well-known structures in the Al–Mg–Si(–Cu) alloy system.

Most analysed precipitates had disordered structures lacking a unit cell, but it was found that they still were based on the Si-network. Figures 5–7 show examples of disordered precipitates while Figures 8 and 9 displays a \(\beta''\) precipitate. A legend in Figure 10 explains the atomic overlays in Figures 5, 7, 8 and 9, as well as unit cells of phases in which fragments are frequently encountered in the structure of the disordered precipitates. In the HAADF-STEM images, bright spots represent atomic columns containing Zn. This is a strong indication of the Zn incorporation into precipitates. In the disordered precipitates, the intensity of the Zn-containing columns was found to vary, indicating fluctuating, partial Zn occupancy. It is worth noting that the disordered precipitates were still based on a regular Si-network. They are found to contain fragments of known precipitates in the Al–Mg–Si(–Cu) system. As a consequence of the disorder, the Zn distribution is non-periodic. Columns containing Zn were identified both in-between the columns of the Si-network, as well as replacing Si-network columns. In
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Figure 5. HAADF-STEM images of disordered precipitate cross-section taken along \(\langle 001 \rangle\) Al for LZ4 after ageing for 12 h. (a) FFT filtered image and (b) suggested atomic overlay. Local atomic configurations shown in the areas (i), (ii) and (iii) can be identified as the \(\beta''_{\text{Ag}}\) phase [19], the C phase [30] and the U2 phase [8], respectively. See legend in Figure 10.
this respect, the Zn distribution resembles that of Cu [31] in similarly disordered precipitates. On the other hand, Zn seems to have less preference for particular local atomic sites. It can be observed that Zn has a weak preference for a number of sites: such as the Ag and Al sites in the $\beta''_{\text{Ag}}$ phase [19], the Cu sites in the C phase [30] and the Al

Figure 6. HAADF-STEM images of disordered precipitate cross-section taken along $\langle 0 \ 0 \ 1 \rangle$ Al for LZ4 after ageing for 12 h. (a) Unprocessed image, (b) FFT-filtered image of (a). White solid arrow shows Zn atoms segregated to the interface, but occupying Al fcc positions.

Figure 7. HAADF-STEM images of disordered precipitate cross-section taken along $\langle 0 \ 0 \ 1 \rangle$ Al for LZ4 after ageing for 12 h. (a) FFT filtered image and (b) suggested atomic overlay on the image (a). See legend in Figure 10.
and Si sites in the U2 phase [8], see Figures 5 and 10. Some Zn is observed in Al fcc sites, as can be seen as an enrichment (of ‘bright spots’) at precipitate/matrix interface in Figure 6. This is probably a consequence of localized high interfacial strain, which could favour the Zn atoms with respect to Al. The observation resembles the case of Ag enrichment of the Al matrix around precipitates [19]. It is also observed that the

Figure 8. HAADF-STEM images of a β′′ precipitate cross-section taken along (0 0 1) Al for LZ4 after ageing for 12 h. (a) Unprocessed image, (b) FFT filtered image of (a) and (c) enlarged image of (b) with overlay of a unit cell of the β′′ phase. See legend in Figure 10.
structure of the $\beta_A^\prime$ disordered precipitates contains fragments and/or unit cell of the $\beta''$ phase, see Figures 5 and 7. Apart from the disordered precipitates, a perfect $\beta''$ precipitate was also observed, as shown in Figure 8. In the case of the $\beta''$ precipitate, Zn is only been observed at the Si3/Al sites [2,3], see Figures 8 and 10. Intensity line profile analyses show distinct higher intensity at the Si3/Al sites than another Si site. In addition, for a $\beta''$ precipitate in Zn-free Al–Mg–Si alloys, an intensity line profile for each Si site gives similar intensity, see comparison in Figure 9. These observations can support the incorporation of Zn at the Si3/Al sites in the $\beta''$ precipitate in the present work.

The contrast of these Zn atomic columns is relatively weak although it is higher than intensities of the Si columns, which indicates a low Zn occupancy in the site. It is interesting to note that the Si3/Al site in $\beta''$ phase is locally identical to the Al site in the U2 phase, as these precipitates show close structural similarities, see Figure 10.

All these observations show that the general effect of Zn on precipitate structure is weak, as no new Zn-containing precipitate types have been observed. In other words, Zn does not alter precipitation sequence in the Al–Mg–Si system. Zn is rather incorporated into the structures of known precipitates by partly replacing other elements. The overall fraction of Zn in such precipitates is small. A simple calculation assuming 100% Zn occupancy in all Zn-containing columns in the precipitates shown in Figures 5, 7 and 8 (which is never the case based on the Zn-contrast) would set the highest limit of Zn to 18 at% in $\beta''$ precipitates, and to 18 at% and 11 at% in the disordered precipitates shown in Figures 5 and 7, respectively. Further investigation including quantitative HAADF-STEM image simulations and first principle calculations will have

Figure 9. HAADF-STEM images of $\beta''$ precipitate cross-sections taken along $\langle 0 \ 0 \ 1 \rangle$ Al with corresponding intensity line profiles. (a) Enlarged unprocessed image of Figure 8 with corresponding intensity line profile (inserted). (b) Unprocessed image adopted from Ref. [32] taken from the similar alloy composition without Zn at peak hardness condition and the similar HAADF-STEM experimental condition, with corresponding intensity line profile (inserted). The intensity line profiles were taken from the white rectangle marked 1 to 2, shown in (a) and (b), respectively. Atomic overlays of a $\beta''$ phase unit cell are shown. See legend in Figure 10.
Figure 10. Legend representing atomic overlays in Figures 5, 7, 8 and 9 and schematic drawings of unit cells of the encountered metastable precipitates: (a) the $\beta'$$_{Ag}$ phase [19], (b) the C phase [30], (c) the U2 phase [8] and (d) the $\beta''$ phase with assumed Mg4Al3Si4 composition [2,3], all drawn to the same scale. Columns containing Zn appear as replacing the Ag and Al atomic columns in the $\beta'$$_{Ag}$ phase, the Cu atomic columns in the C phase, the Al and Si atomic columns in the U2 phase and the Al atomic columns in the $\beta''$ phase, see Figures 5, 7, 8 and 9.
to be performed for a better estimation of the Zn occupancies in the Zn-containing atomic columns.

4. Conclusions

The effects of Zn additions (up to 1 wt%) on precipitate microstructures, mechanical properties, corrosion properties and precipitate structures in Al–Mg–Si alloys have been investigated as a function of ageing at 185 °C. It could be concluded that Zn additions up to 0.1 wt% do not have a measurable influence on these properties and parameters. However, a slight increase in material’s hardness and a decrease in electrical conductivity have been detected at 1 wt% Zn. The higher hardness correlates with a quantified increase in precipitate number density and presence of Zn in solid solution. The lower electrical conductivity suggests more Zn exists in solid solution. No precipitates of the Al–Zn–Mg system have been detected, instead all investigated areas showed needles parallel to 〈001〉 Al, characteristic for the Al–Mg–Si system. Zn segregation along grain boundaries was observed in the peak-aged condition of LZ4. This was found to be linked to high IGC susceptibility. The IGC susceptibility was lower in an under-aged condition. Most precipitates had disordered cross-sections, while some β″ were also observed. All disordered precipitates were based on the Si-network and incorporated fragments of known metastable phases in the Al–Mg–Si(Cu) system. Low amounts of Zn have been observed to enter the structures of all investigated precipitates. However, Zn does not alter precipitation sequence of the Al–Mg–Si system, but makes precipitate disordered. Most Zn-containing atomic columns had low and fluctuating Zn occupancies. These columns occupy positions both in-between the columns of the Si-network, or replacing the Si-network columns. Weak Zn preference for certain atomic sites was found.
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Abstract

The Zn-containing $\beta''$ phase in Al-Mg-Si alloys has been investigated by aberration corrected high angle annular dark-field scanning transmission electron microscopy (HAADF-STEM), combined with density functional theory (DFT) calculations. The mean intensity of one Si site of the $\beta''$ phase is higher than the other Si sites, indicating that this site is partially occupied by Zn atoms. This is in agreement with DFT calculations suggesting that this Si site is preferential for Zn incorporation. The Zn occupancy depends on the region in the precipitate and the Zn distribution along the precipitate needle. DFT calculations predict that the Zn-Zn interaction is weak suggesting that Zn atoms are not clustering but are uniformly distributed along the atomic columns. Zn incorporation has a weak influence on the $\beta''$ phase. The unit cell dimensions of the phase do not change.

Keywords: aluminum alloys; precipitate; STEM HAADF; DFT; atomic structure; image analysis

1. Introduction

Al-Mg-Si alloys are heat-treatable materials used in many industrial applications on the basis of their characteristic properties: high strength-to-weight ratio, good formability and corrosion resistance. The main property of these heat-treatable materials is a significant increase in hardness during a final isothermal heat treatment (artificial aging) at an adequate temperature and time. This is due to the formation of large numbers of nano-sized semi-coherent metastable precipitates, hindering dislocation movement. The precipitates form from a super saturated solid solution (SSSS) and are controlled by the alloy composition and the thermo-mechanical history. The materials strength ultimately depends on the precipitate structure and the microstructures they produce (sizes, numbers and orientations). Further, composition, morphology and aspect ratio for a precipitate may be affected by small amounts of a different type of solute atoms. This could be triggered by direct incorporation of these additional solute atoms in the existing precipitate, either in the bulk (change of cell dimensions) or at the interface (change of interfacial energies). Such alloy modifications are of growing interest due to increasingly specific industrial requirements for materials properties.

The precipitation sequence of Al-Mg-Si alloys is as follows [1-9]:
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\[
SSSS \rightarrow \text{atomic clusters} \rightarrow GP \text{ zones} (\text{pre} - \beta'^\prime) \rightarrow \beta' \rightarrow \beta, U1 (\text{Type A}), U2 (\text{Type B}), B' (\text{Type C}) \rightarrow \beta, Si (1)
\]

The U1, U2 and B’ phases are also known as Type A, Type B and Type C, respectively [10].

The \(\beta'^\prime\) phase is the most important metastable phase encountered together with GP zones, leading to the finest microstructure at peak hardness condition [1]. The monoclinic structure of the \(\beta'^\prime\) phase was identified more than a decade ago [2, 9], see Figure 1 (a) and Table 1. By contrast, the composition has been still widely discussed [3, 11-15]. The \(\beta'^\prime/\text{Al}\) matrix interface is fully coherent and has \{130\} and \{320\} habit planes. The orientation relationships with the face-centered cubic (fcc) Al matrix are:

\[
[230]\text{Al}//\{100\}\beta'^\prime; [001]\text{Al}//\{010\}\beta'^\prime; [-310]\text{Al}//\{001\}\beta'^\prime.
\]

Figure 1. (a) A schematic illustration of the \(\beta'^\prime\) phase. The different sites are labeled. Characteristic eye-like atomic coordination around the Mg1 site can be seen (triple solid black line). The dashed black rectangle (white rectangle in (b)) represents a unit cell of the \(\beta'^\prime\) phase and the dashed blue one a primitive cell used in the DFT calculations. (b) A HAADF-STEM image of \(\beta'^\prime\) precipitate cross section taken along \(\langle 001 \rangle \text{Al}\) for alloys with 0.42 at% Zn after isothermal heat treatment for 12 hours at 185\(^\circ\)C. The image was filtered using Fast Fourier transform (FFT) filtering to reduce noise using a circular band pass mask that removed all periods shorter than 0.15 nm (adopted from Ref. [16]).

Table 1: Structural overview and atomic site positions \((x, y, z)\) in the \(\beta'^\prime\) phase [2, 3].

<table>
<thead>
<tr>
<th>Composition</th>
<th>Mg5Al2Si4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space group</td>
<td>C2/m</td>
</tr>
<tr>
<td>Lattice parameter (nm)</td>
<td>(a=1.516, b=0.405, c=0.674, \beta=106^\circ)</td>
</tr>
<tr>
<td>Mg1 site</td>
<td>0, 0, 0</td>
</tr>
<tr>
<td>Mg2 site</td>
<td>0.347, 0, 0.074</td>
</tr>
<tr>
<td>Mg3 site</td>
<td>0.423, 0, 0.636</td>
</tr>
<tr>
<td>Si1 site</td>
<td>0.054, 0, 0.661</td>
</tr>
<tr>
<td>Si2 site</td>
<td>0.190, 0, 0.232</td>
</tr>
<tr>
<td>Si3/Al site</td>
<td>0.211, 0, 0.626</td>
</tr>
</tbody>
</table>

The lattice misfits along these directions are in the order of 3.8\%, 0\% and 5.3\%, respectively [2, 9] from which a needle shaped precipitate, directed along \(\langle 010 \rangle \beta'^\prime\), results. Recent extensive experimental atom probe tomography
(APT) studies suggested [3, 12, 13] that the Mg/Si ratio is close to 1.1 which differs from the originally proposed \( \beta'' \)-Mg5Si6 phase. Both experimental studies and theoretical density functional theory (DFT) calculations [3, 12-14] have proposed the Mg5Al2Si4 composition as the minimum energy configuration for the \( \beta'' \) phase. The most recent DFT calculations [14] deduced very weak enthalpy differences for \( \beta'' \)-Mg5-xAl2+xSi4 (-1 < x < 1). Further, the \( \beta'' \) phase could have compositional variations within a single precipitate, as suggested by the most recent experimental study [15]. These results imply the possibility of a strong sensitivity for the \( \beta'' \) phase composition, aspect ratio and ultimately the microstructure, to incorporation of foreign solute atom types.

In the present work, we investigate the incorporation of Zn in \( \beta'' \), utilizing a series of experimental and theoretical methods, from the perspective of a general analysis of foreign solute atom types in this phase. It has previously been demonstrated, by high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM), that Zn is confined to the Si3/Al sites of the \( \beta'' \) phase, see Figure 1 (b). The contrast of these Zn-containing atomic columns was weak, which indicates a low Zn partial occupation in the site [16]. Our main interest in this work is how to extract, to the largest possible degree, further information towards an improved understanding of a well-known phase with foreign solute atom types here, the \( \beta'' \) phase with the Zn incorporation.

It is well known that information acquired from HAADF-STEM images is limited due to the projection of the 3-dimensional (3D) atomic structure and complicated scattering mechanisms [17, 18]. We aim at circumventing this limitation by utilizing both a statistical analysis and simulations of the HAADF-STEM intensities, as well as DFT calculations. This attempt should serve to highlight the present limitations of the general structural analysis, as well as the key areas where further investigations are needed.

2. Experimental Procedure

2.1. Materials and HAADF-STEM images

An alloy with composition Al-0.52Mg-0.38Si-0.42Zn (at%) was prepared by extrusion from cast billets. This composition is close to the commercial 6060 Al alloy, except for the Zn addition. Other impurities are below 0.01 at%.

The alloy was solution heat treated at 540°C for 1 h, kept for 4 h at room temperature and isothermally heat treated at 185°C for 12 h. This heat treatment procedure induces peak hardness condition. The preparation and heat treatment are identical to the previous work [16]. HAADF-STEM specimens were prepared by electropolishing with a Tenupol 5 machine (Struers, Denmark). The electrolyte consisted of 1/3 HNO3 in methanol and the solution was kept at a temperature between -20°C and -35°C. In order to reduce contamination during observation, all specimens were ion-milled by a precision ion polishing system (PIPS Gatan). In addition, all specimens were plasma cleaned before HAADF-STEM imaging in order to reduce the effect of contamination, using a Model 1020 Plasma Cleaner (Fischione Instruments). The HAADF-STEM images were taken by a spherical aberration (Cs) probe-corrected JEOL ARM2000F STEM with a Shottky field emitter operating at 200 kV. The probe size was 0.1 nm. The collection angle of the HAADF detector was in the range of 45-150 mrad. The thickness of the specimen was around 50 nm. The HAADF-STEM technique provides atomic number (Z) contrast with the intensity proportional to Z and \( \beta'' \)-Mg5Si6 phase composition, aspect ratio and Si ratio is close to 1.1 which differs from the originally proposed \( \beta'' \)-Mg5Si6 phase. The most recent DFT calculations [14] deduced very weak enthalpy differences for \( \beta'' \)-Mg5-xAl2+xSi4 (-1 < x < 1). Further, the \( \beta'' \) phase could have compositional variations within a single precipitate, as suggested by the most recent experimental study [15]. These results imply the possibility of a strong sensitivity for the \( \beta'' \) phase composition, aspect ratio and ultimately the microstructure, to incorporation of foreign solute atom types.

2.2. Analysis of HAADF-STEM intensity by a statistical approach

The intensities of the atomic column in the precipitates were identified using a statistical analysis [19, 20]. The HAADF-STEM intensity can be approximated as a convolution of an object function and a probe function as follows [18]:

\[
I(\vec{R}) = O(\vec{R}) \otimes P(\vec{R})
\]

where \( \vec{R} \) is the position of the STEM probe, \( O(\vec{R}) \) is the objective function and \( P(\vec{R}) \) is the probe function. The probe function represents the intensity distribution of the convergent scanning beam, which depends on acceleration voltage, objective aperture, convergence angle and defocus [18]. On the other hand, the objective function describes the scattering potential of atomic columns influencing the detector. This is peaked at the atomic column positions and can be modeled as a Gaussian function [19, 20]. The estimated scattered intensity for an atomic column is expected to be identical for columns with the same chemical composition. In this manner, histograms of the estimated peak
intensity of the atomic columns can be drawn [19]. This methodology [19, 20] has been developed to count nano-sized particles from HAADF-STEM images. We here apply the method to identify the atom types in the various columns assuming a fixed number of atoms through a column. This has recently been applied to investigate the $\beta^\prime$ phase without Zn incorporation, deducing atomic column types [15].

Following the methodology proposed by van Aert et al [19, 20], integrated column intensities were measured for each atomic column in the experimental images (i.e. without any filtering) and histograms of column intensities were fitted with a Gaussian mixture model using a statistical analysis in which the number of Gaussian components are determined from the variation of the ICL (integrated classification likelihood) criterion. This approach enables the intensity distribution of each atomic column to be estimated. Consequently, the intensity distribution of the Gaussian components for each atomic column can be discussed.

2.3. HAADF-STEM image simulations

In order to clarify how a partial occupancy of Zn at the Si3/Al site in the $\beta^\prime$ phase influences the HAADF-STEM intensity, three different Zn occupancies, 0%, 5% and 10% of the Si3/Al site were simulated. In addition, to investigate how the intensity differs depending on the distribution of Zn along a precipitate needle, three different distributions of Zn along the electron beam direction were considered: even distribution throughout the column, and top and bottom Zn enrichments. These three distributions are illustrated in Figure 2. In this manner, we can extract 3-dimensional information of the precipitate atomic structure from the projected HAADF-STEM images.

![Figure 2. Schematic image of precipitate columns for different distributions of Zn along the electron beam direction](image)
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The HAADF-STEM image simulations were conducted using the frozen phonon multislice program provided by the QSTEM package [21] with slice thickness of 0.205 nm (half a unit cell, see Table 1). The convergence semi angle of the electron probe was 20 mrad and the HAADF collector angles were between 45 and 150 mrad. These values were the same as in the experiment. The simulated structures were assumed (see Table 1) to adopt the experimentally reported [2] $\beta^\prime$ cell dimensions, regardless of the selected phase composition. The HAADF-STEM images were calculated for every two slices. Each simulation was averaged over 30 frozen phonon configurations. The chosen Debye-Waller factors for each site matched those of the elemental phases at 300 K: 0.8333, 1.8837 and 0.5261 Å² for Al, Mg and Si, respectively [22].
2.4. Density functional theory (DFT) calculations

The DFT [23, 24] calculations of the Zn containing β" phase have three key purposes. We attempt to:
- Compute the energy gain for a Zn atom incorporated in β", as obtained relative to having this atom in solid solution.
- Clarify the level of Zn induced changes to the β" composition.
- Elucidate the strength of Zn-Zn interactions in β" (and thus, in turn, the expected degree of Zn clustering in the precipitate)

To capture the state of Zn in the precipitate, calculations on a bulk β" system are needed. Due to the expected low Zn occupancy in β", we modelled the precipitate using supercells, comprising $N_a \times N_b \times N_c$ primitive β" unit cells (see Figure 1(a)) along $d_{g'}, b_{g'}$, $c_{g'}$, respectively. Initially, we incorporated one Zn atom in a $1 \times 4 \times 1$ cell, testing the preference for each non-equivalent site in β", in a manner to be described below. To examine Zn clustering tendencies, we introduced a second Zn atom on an equivalent site, varying the Zn-Zn separation. We then examined two possible scenarios:
- One Zn atom removed from the Al supercell and incorporated on site $\Xi$, with the Al atom present here expelled to the Al matrix.
- The same substitution process examined for the solute atom occupying site $\Xi$ before the introduction of the artificial Al defects.

In this manner, we probe not only the drive for Zn incorporation on each given site in β", but also the level of competition with the solute atom most likely occupying this site when no Zn is present in the alloy. Formally, the system enthalpy change $\Delta H(\beta"; X \rightarrow \Xi)$ due to one of these substitution processes may be written as:

$$\Delta H(\beta"; X \rightarrow \Xi) = H(\beta"; 3 \times \{Al \rightarrow \Xi\}; 1 \times X \rightarrow \Xi) + H(\text{fccAl}) - H(\beta"; 4 \times Al \rightarrow \Xi) - H(\text{fccAl}; 1 \times \{X \rightarrow S\}). \quad (4)$$

Here, $H$ denotes the calculated enthalpy for the system described in parenthesis (first argument: host material; remaining arguments: substitution processes, number of processes $\times$ atom $\rightarrow$ site), with $X$ specifying the element incorporated in the precipitate and $S$ denoting a substitutional site in the Al host lattice. For sites $\Xi$ hosting Al in β" $\beta"_0$, the replacement processes Al $\rightarrow$ $\Xi$ have no practical effect. However, even for this situation we consider incorporation of the most likely solute atom Mg/Si on site $\Xi$ for comparison with the Zn incorporation. Following [3, 14], we considered three different (energetically competitive) $\beta"_0$ configurations: Mg4Al3Si4 (Al on Mg1, Si3 sites in Figure 1 (a)), Mg5Al2Si4 (Al on Si3 sites), and Mg6AlSi4 (Al on one Si3 site).

All computational studies were performed at 0 K, employing Vanderbilt ultrasoft pseudopotentials [25] as implemented in the plane wave (PW) based Vienna Ab initio Simulation Package (VASP) [26, 27]. For the description of the exchange-correlation functional, the Perdew-Wang generalized gradient approximation [28] was used. The chosen PW cut-off in simulations was 234 eV, with (12, 6, 14) Monkhorst-Pack [29] k-point grids used for the $1 \times 4 \times 1$ β" supercell, and compatible grids for other cells. Generally, all structural parameters (cell dimensions, basis vector angles and atomic positions) were relaxed. The use of enthalpies over formation energies $E$ in eq. (4) relates to our neglecting the influence of the (small) pressure-volume (PV) term distinguishing these quantities.

3. Results

3.1. HAADF-STEM intensity distribution of atomic columns by statistical analysis

Figure 3 shows an unprocessed HAADF-STEM image of a β" precipitate cross section taken along (001)Al and the corresponding average HAADF-STEM intensity map. The average HAADF-STEM intensity map shows thickness variation in the matrix surrounding the precipitate, deduced by integrated intensity of a square area larger than the size of a projected column. Figure 4 shows the intensity map of the Si3/Al sites, and intensity distributions for each Mg site and each Si site in the precipitate. The following observations can be made from Figures 3 and 4:
- The intensity map shows a strong intensity variation depending on thickness of the scanned area. In addition, the intensity from the bulk precipitate is relatively lower than Al matrix. This is probably attributed to elastic lattice strain in the precipitate [30].

- While the intensity distributions for the Mg sites are similar to each other, those for the Si sites show clear differences among the sites. The mean intensity of the Si3/Al sites is clearly larger than other Si sites. This is in good agreement with a partial occupation of Zn in the Si3/Al sites.

- Intensities in the Si3/Al sites are lower close to the interfaces along [230]Al; the higher intensity comes from the bulk Si3/Al sites, not from either near or at interfaces along [230]Al. Interestingly, this tendency cannot be observed for the interfaces along [-310]Al, but higher intensities do not stand at the Si3/Al sites on the interfaces along [-310]Al.

- One of the interfaces along [230]Al is non-systematically brighter than the bulk (bottom part of the precipitate shown in Figure 4(a)). This might be non-systematical Zn enrichment at the precipitate/matrix interface. Similar observations were made for disordered precipitates examined in previous work [16].

- The width of the intensity distribution for the Si2 and Si3/Al sites is larger than that for the Si1 site.

Figure 3. (a) Unprocessed HAADF-STEM image of a Zn-containing $\beta''$ precipitate cross section taken along $\langle 001 \rangle$Al and each colored overlay point on atomic columns position in (b) represent the integrated HAADF-STEM intensity of a square area of 1.25 x 1.25 nm$^2$ (i.e. much larger than the size of a projected column). The overlay therefore represents the average thickness variations in the matrix surrounding the precipitate. The HAADF intensity is displayed in arbitrary units.

3.2. Simulated HAADF-STEM intensity

Figure 5 shows simulated intensities for the Si3/Al site as a function of thickness for 5% and 10% Zn occupancies with different Zn distributions along the electron beam direction as shown in Figure 2. As a reference, the intensity for all Si sites (Si1, Si2 and Si3) in the $\beta''$ phase without Zn occupation are also shown in Figure 5. As expected, the intensity increases with increasing thickness. Since an intensity variation in a HAADF-STEM image is approximately linear with increasing thickness [18], an intensity gradient was deduced by linear interpolation. Table 2 lists the intensity gradient with thickness, corresponding to Figure 5. The intensities depend on Zn occupancy and the distribution. The following observations can be made from Figure 5 and Table 2:

- The intensity differences between Si sites are negligibly small, compared to the intensity variations in the case with partial Zn occupation.

- The presence of Zn increases the intensity, independent of the Zn distribution imposed along the electron beam direction.
Figure 4. (a) Color mapping of the integrated intensity measured on the atomic Si3/Al sites. The HAADF-STEM intensity is displayed in arbitrary unit. Intensity distributions for (b) Mg sites and (c) Si sites in the precipitate. The non-systematically higher intensity columns (bottom part of the precipitate) are excluded in the statistics of intensity distributions.

Figure 5. Simulated intensities of the Si3/Al site in the $\beta^\prime$ phase (points) as a function of thickness for 5% and 10% Zn occupancies with different Zn distributions along the electron beam direction, as given in the legend. As a reference (solid lines), the intensities of all Si sites (Si1, Si2 and Si3 sites) in the $\beta^\prime$ phase without Zn (assuming the conventional Mg5Si6 composition) occupation are also shown for Si atoms at all Si sites and Al atoms at the Si3/Al site (assuming the Mg5Al2Si4 and Mg4Al3Si4 compositions). See Table 2 for the intensity gradient increases with thickness. The right bottom rectangle corresponds the dashed rectangle for thickness above 40 nm.
- The intensity gradient with respect to thickness increases for each distribution; the gradient is larger with 10% Zn occupancy than with 5% Zn occupancy.
- Variations of intensity gradients are observed depending on the Zn distribution along the column. These variations are weak in 5% Zn occupancy and lower thicknesses for 10% Zn occupancy. However, for 10% Zn occupancy and a larger thickness (more than around 40 nm), the intensity in top enrichment is higher than that in even distribution and bottom enrichment. These latter results indicate that determining the level of partial Zn occupancy from HAADF-STEM image intensities is not a trivial problem.

Table 2: Intensity gradients with thickness deduced by linear interpolation for 5% and 10% Zn occupancies with different distributions along the electron beam direction, corresponding to the points in Figure 5.

<table>
<thead>
<tr>
<th>Si3/Al sites</th>
<th>Gradient ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Zn occupation</td>
<td>1.2</td>
</tr>
<tr>
<td>5% Zn with even distribution</td>
<td>2.0</td>
</tr>
<tr>
<td>5% Zn with top enrichment</td>
<td>2.2</td>
</tr>
<tr>
<td>5% Zn with bottom enrichment</td>
<td>2.1</td>
</tr>
<tr>
<td>10% Zn with even distribution</td>
<td>2.3</td>
</tr>
<tr>
<td>10% Zn with top enrichment</td>
<td>3.0</td>
</tr>
<tr>
<td>10% Zn with bottom enrichment</td>
<td>2.5</td>
</tr>
</tbody>
</table>

3.3. Formation enthalpy of Zn incorporation

Figure 6 shows the calculated energies $\Delta H(\beta_0'; X \rightarrow \Xi)$ obtained when considering incorporation of $X = \text{Zn/Mg/Si}$ on the various sites $\Xi$ in an initially Zn free precipitate $\beta_0''$, as described with eq. (4). Given the chosen supercell sizes (see section 2.4), the examined Zn occupancy is 12.5% for all sites but Mg1, where the occupancy is twice as high. The following observations can be made:
- For the Si3/Al sites, where Zn atoms were observed experimentally, theory predicts weak binding ($0.18 \text{ eV/Zn atom or higher}$), with little variation for the three different $\beta_0''$ configurations and a minimum at the Mg5Al2Si4 composition.
- Compared to Zn, Mg may occupy the Si3/Al sites at a similar energy gain, but with the Mg1, Mg2, and Mg3 sites clearly favored.
- Compared to the Si3/Al site, Zn is predicted to bind more strongly on the Si1 and Si2 sites. Here, however, the competing Si atom is always binding more favorably. The only exception is the Si1 site in the Mg4Al13Si4 composition where Zn incorporation is competitive.

We draw the following conclusions from these results: according to theory, Zn incorporation on the Si3/Al site in $\beta''$ may be expected, with Zn admitted as a defect in the precipitate, rather than stabilizing a new phase. In particular, this statement reflects the apparent absence of any strong preference of Zn for a particular composition of the $\beta''$ phase.

Additional studies probing the level of Zn-Zn interactions in $\beta''$ were performed only for Zn on Si3/Al sites in $\beta''\text{Mg5Al2Si4}$. The results suggest an almost complete indifference of the system energy to the Zn separation, implying that Zn is statistically distributed on the Si3/Al sites, as opposed to clustering, see Figure 7 (a).

The variation in the Zn binding energy as a function of distance from the interface was also examined for Zn on the Si3/Al site in $\beta''\text{Mg5Al2Si4}$. Figure 7 (b) shows the results of the binding energy. This indicates that Zn atoms are preferentially incorporated in bulk $\beta''$ - not close to the interface.

4. Discussion

Although we see strong intensity variations due to thickness variations and elastic strain, the statistical analysis of the HAADF-STEM image intensities clearly indicates that the Si3/Al sites display a larger mean intensity compared to the Si1 and Si2 sites of the $\beta''$ phase. In addition, the intensity distribution for the Si3/Al sites is broader. The HAADF-STEM image simulations suggest that the intensity difference between Si sites is negligibly small, compared to intensity variations obtained with partial Zn occupations. Furthermore, DFT calculations predicted that the Si3/Al site should be the most favorable site for Zn incorporation in the $\beta''$ phase. These results are in good agreement with a partial occupation of Zn atoms in the Si3/Al sites. Note that the intensity distribution for the Si2 sites is also broader.
Figure 6. Calculated bulk formation enthalpies of Zn incorporation in different sites of the $\beta''$ phase with different compositions, 1: Mg4Al3Si4, 2: Mg5Al2Si4 and 3: Mg6AlSi4. Gray and white bars represent Zn-containing and Zn-free compositions, respectively.

Figure 7. Zn binding energies at the Si3/Al site (a) as a function of distance between the Zn atoms along the precipitate needle direction, and (b) as a function of the intercolumn distance from the interfaces. The Zn binding energy 0 eV/Zn atom represents the formation enthalpy of isolated Zn in solid solution (SS). In (b), 0 nm represents the Si3/Al site at boundary of structural interface [14] and negative and positive values correspond to $\beta''$ bulk side and Al matrix side, respectively.
and has slightly higher intensity than that for the Si1 sites, see Figure 4 (c). However, DFT calculations suggest that Zn is effectively less likely on the Si2 sites, compared to the Si3/Al (and even the Si1) sites. The broader intensity distribution for the Si2 sites might result from the Zn presence on the neighboring Si3/Al sites which are partially occupied by Zn atoms, i.e. the increased intensity is due to electron channeling or cross-talk artefacts [31] between these sites. This could influence intensities along (001)Al for a specimen thickness larger than 50 nm [32] - roughly the specimen thickness in this work. The intensity on the Mg sites was lower than on the Si sites. This suggests that the Mg sites are not occupied by Zn atoms, a conclusion also supported by the DFT calculations.

The higher intensities in Figure 4 (a) come from the bulk Si3/Al sites, as opposed to the precipitate/Al matrix interfaces and their vicinity, in case of the interface along [230]Al. We stress here that the average intensity in the bulk region (Figure 3(b)) is also higher than near the interface. This may be attributed to the elastic lattice strain on the \( \beta'' \) precipitate, see the strain map in Ref [15]. We cannot exclude, on the basis of the present work, that this strain is appreciably affecting the Zn binding energy reduction near the interface. In particular, we note that the DFT results in Figure 7 (b) do not predict differences in the Zn behavior at the two interfaces. Further, the Zn binding energy in \( \beta'' \) is always weak and as such susceptible to remaining errors in the calculations, e.g. finite temperature effects. To clarify whether strain or chemical effects are the more influential, DFT studies on strained supercells (following e.g. the methodology in Ref. [33]) as well as a closer experimental examination of compositional variations within the precipitate of Figure 3 (a) would be of interest.

The DFT results suggest (see Figure 6) that Zn on the Si3/Al site has only very weak preference for a particular \( \beta'' \) composition. Since the Zn-free \( \beta'' \) energy contours are equally weak, we cannot deduce solely from the above information how Zn may affect \( \beta'' \) chemically. However, the results of Figure 6 also suggest that, in addition to the Si3/Al site, the Si1 site could be a competitive site for Zn incorporation in \( \beta'' \)-Mg4Al3Si4. Experimentally, no Zn on the Si1 site is observed. Further, the intensity distributions for the Mg sites in Figure 4 (b) are highly similar. Those two observations suggest that the analyzed \( \beta'' \) is unlikely to dominated by local regions with the Mg4Al3Si4 composition. Even with the significant theoretical incorporation of Zn in \( \beta'' \), the cell dimensions and the structure of this phase change only weakly, preferably along the \( \beta'' \) needle direction. It is inferred that Zn has a weak interaction with the \( \beta'' \) phase, where it can be considered a defect preferentially located at the Si3/Al site.

The precise level of Zn occupancy at the Si3/Al site depends not only on the location within the precipitate, but also on the Zn distribution along the precipitate needle, as seen in the HAADF-STEM intensity analysis and simulations, respectively. The dependence on the distribution is weak at low Zn occupancy (5%). However, if the occupancy is 10% and the specimen thickness exceeds 40 nm, the intensities for top enrichment in Figure 5 are non-negligibly higher than the other distributions. The main reason for this dependence is a large influence of electron channeling (and/or de-channeling). In addition, the HAADF-STEM intensity generally depends on several factors: crystal structure and bonding, Debye-Waller factors, thickness and background intensity. These factors are decoupled influences on the HAADF-STEM intensity. As an example of the remaining complexities present here, a recent study [34] has shown that the HAADF-STEM intensity depends greatly on the Debye-Waller factors. Interestingly, the results indicated that Z-contrast of the HAADF-STEM intensity was no longer valid, but depending on crystal structure and bonding. Other examples of complexities to be considered can be mentioned: an inhomogeneous HAADF detector intensity [35] and static disorder in atomic columns due to occupation of more than one type of atom in the column - so called static atomic displacements [36].

The DFT calculations suggest that the Zn-Zn interactions are weak for the Si3/Al site in the \( \beta'' \) phase. Based on these results, Zn is in favor of a uniform (statistical) distribution throughout the Si3/Al site column, as opposed to the clustering tendencies reflected by the top and bottom enrichment assumed in the HAADF-STEM image simulation, see Figure 2. In previous results [16], Zn was shown to induce only a low increase in Al-Mg-Si alloy precipitate number density, compared to Zn-free alloys, consistent with the suggested weak Zn influence proposed in the present study. Here, one thing has to be considered for the extreme case: in principle, a new superstructure with different symmetry would arise if the Zn atoms were periodically distributed. The Zn distribution could be determined from an HAADF-STEM image taken in the direction normal to the precipitate needle (90 degrees tilted from the present orientation). As the needles are thin (less than 10 nm), however, observation may be difficult due to the huge projected atomic overlap with fcc Al along in this direction.
5. Conclusions

A combination of statistical analysis and simulations of HAADF-STEM intensities, and DFT calculations has been used to extract further information from HAADF-STEM images of the Zn-containing β" phase in Al-Mg-Si alloys. Statistical analysis of HAADF-STEM intensities shows that the intensity distribution of the Si3/Al sites in the β" phase is broader for atomic site columns occupied by Zn. DFT calculations support that the Si3/Al sites are preferential sites for Zn incorporation. The occupancy of Zn atoms in the Si3/Al site is uncertain since it depends on the region in the precipitate and the distribution along the precipitate needle. The HAADF-STEM intensity varies depending on distribution of the Zn atoms in a column along a precipitate needle. As suggested from DFT calculations, Zn atoms may not be clustering since the Zn-Zn interaction is weak. This suggests that the Zn atoms are uniformly distributed throughout the column in the Si3/Al sites. The unit cell dimension does not change due to the Zn incorporation. Zn atoms have a weak influence on the β" phase in spite of the incorporation.
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Part III

Concluding remarks
Chapter 5

Conclusions and outlook

Effects of Cu and Zn as trace elements on precipitation in Al-Mg-Si alloys are investigated and discussed mainly by TEM techniques, including advanced aberration-corrected STEM. In addition, effects of quench rate and pre-deformation are also investigated in connection to the investigation of the effect of Cu as a trace element. The structure of the Zn-containing β" phase in the Al-Mg-Si alloy is also investigated. In this chapter, conclusions from the investigations and outlook for the thesis work are described.

5.1 Effect of trace elements

In Paper I, the effect of Cu as a trace element on precipitate microstructure is systematically investigated with different additions of Cu (0.001 wt%, 0.01 wt% and 0.1 wt%) in an Al-Mg-Si alloy. In addition to the effect of Cu, effects of slow quench rate after solution heat treatment and 1% pre-deformation are also investigated. In Paper II, following Paper I, the effect of Cu addition (0.1 wt%) on precipitate structures is investigated by aberration uncorrected HAADF-STEM. In Paper III, the precipitate structures are further investigated by aberration-corrected HAADF-STEM. In Paper IV, the effect of Zn is systematically investigated with different additions of Zn (0.000 wt%, 0.001 wt%, 0.01 wt%, 0.1 wt% and 1 wt%). The following is a description of conclusions and outlook.

5.1.1 Cu

An addition of Cu ~0.4 wt% in Al-Mg-Si alloys is known to increase strength [63–65], enhance precipitation kinetics [65, 67], make the precipitate microstructure fine [66, 67] and alter the precipitation sequence [69, 70]. However, in the case of low additions (< 0.1 wt%) as a trace element, this will depend on the Cu level.
A Cu content of below 0.01 wt% has negligible influence on the hardness. Also, precipitation kinetics is not influenced by Cu additions of 0.01 wt% and below. These conclusions are also valid for alloys with slow quench rate and 1 wt% pre-deformation.

An addition of 0.1 wt% Cu makes precipitate free zones narrower. It is known that slow cooling makes precipitate free zones wider, leading to lower strength. Cu additions can in this way potentially compensate the negative effects of slow cooling.

An addition of 0.1 wt% Cu also leads to higher hardness corresponding to higher number density of shorter precipitates. Precipitation kinetics is also faster. The precipitation sequence in the Al-Mg-Si system does not alter. However, the addition of 0.1 wt% Cu makes precipitates with partially disordered structure. Cu atomic columns are observed only in the disordered part of the precipitates. In addition, the disordered part of the structure consists of specific atomic configurations around the Cu atomic columns. The atomic configurations of Cu can be divided into two types, depending on the Si-network: the Cu atomic columns are 1. in-between the Si-network columns and 2: on the Si-network columns. It is revealed that the former configuration has the same atomic coordination around the Cu atomic columns as in fragments of the C and Q’ phases in the Cu-containing (~0.4 wt%) Al-Mg-Si system. Moreover, the latter is the same as for Ag columns in the \( \beta'_{\text{Ag}} \) phase. In addition, a whole disordered part consists of the Si-network regardless of Cu atomic columns. Fragments of the U2 phase are consisted of the disordered part without Cu atomic columns. These observation are made also for the 10% pre-deformed alloys which in addition show the string-type and B'/Q’ precipitates heterogeneously nucleated along dislocation lines. It is concluded that a 0.1 wt% Cu addition makes the precipitates partially disordered, but that the structure consists of fragments of "known" metastable precipitate phases in the Al-Mg-Si system and consequently of the Si-network.

The atomic configurations around Cu atomic columns based on the Si-network seem to be energetically favourable, even when the structure is disordered. It is plausible that the fragments form during nucleation, and Cu atoms seek to be surrounded by Si atoms. This could make clusters more potent, as a higher number density of precipitates is observed in the 0.1 wt% Cu added alloys. As a prospective future work, DFT calculations could support the hypothesis of an energetical preference of Cu atoms in the fragments. In addition, the role of the Si-network for stabilizing the atomic configurations could be revealed.
5.2 Zn-containing $\beta''$ phase

5.1.2 Zn

Zn additions of 0.1 wt% and below do not have a measurable influence on strength, microstructure and corrosion properties. On the other hand, a Zn addition of 1 wt% makes hardness slightly higher and conductivity lower during precipitation. The higher hardness is associated with a slightly higher number density with shorter precipitates. Some Zn atoms are still in solid solution which can be drawn by the observation of lower conductivity at the peak hardness condition.

Zn atoms diffuse into grain boundaries during precipitation to make a Zn film. This leads to high susceptibility of IGC properties. The effect is more pronounced for peak hardness and over-aged conditions than for under-aged conditions. These observations are made only in an addition of 1 wt% Zn. Additions of 0.1 wt% Zn and below leads to low susceptibility of IGC properties.

Zn is known as the main alloying elements in Al-Zn-Mg alloys (7xxx series) having different types of precipitates from Al-Mg-Si alloys, but no precipitate types in the Al-Zn-Mg system have been observed in the Zn added Al-Mg-Si alloy. Instead, most precipitates have a disordered structures – lacking a unit cell periodicity, but consisting of the Si-network. The disordered structure consists of specific atomic configurations around the Zn atomic columns which is in-between the Si-network or on the Si-network. These observation are analogous to the disordered structures found around Cu atomic columns. However, in Zn case, Zn atomic columns have a weaker preference for the sites they occupy: these are the Ag and Al sites in the $\beta''_{Ag}$ phase, the Cu sites in the C and Q' phases and the Al and Si sites in the U2 phase. It has been concluded that Zn has a weak interaction with these sites.

In the Al-Zn-Mg system, Zn atoms combine with Mg to form the plate-like semi-coherent $\gamma'$ metastable precipitates and equilibrium $\eta$-MgZn$_2$ precipitates on \{111\} Al planes [92–94]. These precipitates do not form when 1 wt% Zn is added to Al-Mg-Si alloys. Since Si atoms play a key role in stabilizing the Si-network (presented in even disordered structures), it should be possible to find an optimal compositions to transit formed precipitates either in the Al-Mg-Si system or in the Al-Zn-Mg system. For future prospective work, it could find the transiting composition for further microstructural modelling and understanding of precipitate growth mechanism. This can be done by optimizing compositions and heat treatment.

5.2 Zn-containing $\beta''$ phase

Although most precipitates are disordered in 1 wt% Zn added Al-Mg-Si alloys, perfect $\beta''$ precipitates can be observed in peak hardness condition. Analysis of
HAADF-STEM images shows that the Si3/Al site in the β" phase is partially occupied by Zn. DFT calculations can support that the Si3/Al site is the preferential site for Zn incorporation. Calculations suggest that Zn atoms are not clustering, but that they have a weak interaction with other Zn atoms.

A certain amount of Zn atoms stay in solid solution. The estimation of Zn concentration in the solid solution enables occupancies of the partial Zn atoms in the Si3/Al site to be estimated. This would give more insight to the complicated processes of atomic diffusion and precipitate nucleation and growth. The concentrations could be estimated by APT.
Appendix
Appendix A

Parameters of STEM simulations

As described in section 3.7 and in Paper V, STEM image simulations have been conducted using the multislice frozen phonon simulations provided by QSTEM software package [148]. The simulations have been conducted by a primitive cell of the $\beta''$ phase shown in Figure A.1(i). The structure and the atomic positions are provided in Tables 2-2 and 2-3. Figure A.1(ii) shows an example of simulated image for the primitive unit cell of the $\beta''$ phase. Numerical parameters of the STEM simulations used in Paper V are shown in Table A.1. The microscope parameters are the same as in the experiment in Paper V. The slice thickness is chosen to be half a unit cell. The chosen Debye-Waller factors for each site match those of the elemental phases at 300K [169]. The geometrical aberrations are chosen to be zero. Hence, the probe width is derived by the diffraction limit. The $\beta''$ phase has a monoclinic unit cell while scan area can be chosen as rectangle area. Hence, the scan area is chosen so that it covers the primitive cell. The pixel size of the scan area is chosen by the criteria described in [170].
Figure A.1: (i) A primitive cell of the $\beta''$ phase and (ii) an example of simulated image. The composition of the $\beta''$ phase is assumed to be $\text{Mg}_5\text{Al}_2\text{Si}_4$. In (ii), the image is shown with oversampling for a presentation purpose.

Table A.1: Parameters of STEM simulations used for the $\beta''$ phase in Paper V.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration voltage</td>
<td>200 kV</td>
</tr>
<tr>
<td>Slice thickness</td>
<td>0.205 nm</td>
</tr>
<tr>
<td>Convergence semi angle</td>
<td>20 mrad</td>
</tr>
<tr>
<td>HAADF detector collection angle</td>
<td>45 – 150 mrad</td>
</tr>
<tr>
<td>Debye-Waller factors</td>
<td></td>
</tr>
<tr>
<td>Mg:</td>
<td>$1.8837 \text{ Å}^2$</td>
</tr>
<tr>
<td>Al:</td>
<td>$0.8334 \text{ Å}^2$</td>
</tr>
<tr>
<td>Si:</td>
<td>$0.5261 \text{ Å}^2$</td>
</tr>
<tr>
<td>Zn:</td>
<td>$1.1782 \text{ Å}^2$</td>
</tr>
<tr>
<td>Temperature</td>
<td>300 K</td>
</tr>
<tr>
<td>Number of phonon configurations</td>
<td>30</td>
</tr>
<tr>
<td>Probe array</td>
<td>$400 \times 400$ pixels</td>
</tr>
<tr>
<td>Resolution</td>
<td>$0.0375 \times 0.0375$ Å</td>
</tr>
<tr>
<td>Defocus spread</td>
<td>0.015 nm</td>
</tr>
<tr>
<td>Probe width</td>
<td>0.077 nm</td>
</tr>
<tr>
<td>Dimension of scan area</td>
<td>$7.25 \times 9$ Å$^2$</td>
</tr>
<tr>
<td>Pixel size of scan area</td>
<td>$48 \times 58$ pixels</td>
</tr>
</tbody>
</table>
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