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Abstract

This thesis presents a computational reduction-based security analysis of the Extensible Authentication Protocol (EAP) and the IEEE 802.11 protocol. EAP is a widely used authentication framework while IEEE 802.11 is the most commonly used standard for creating wireless local area networks (WLANs), better known as Wi-Fi. The typical use case of EAP is to allow a client on a WLAN to connect to an access point through the use of mutually trusted server. EAP is a general framework that specifies how different sub-protocols can be combined to securely achieve this goal. IEEE 802.11 is usually one of the sub-protocols used within the EAP framework.

There are three main contributions of this thesis. The first is a modular security analysis of the general EAP framework. This includes two generic composition theorems that reflect the modular nature of EAP, and which establish sufficient criteria on its sub-protocols in order for the whole framework to be instantiated securely. Having proven the soundness of the general EAP framework, it remains to find suitable sub-protocols that satisfy the security criteria of the composition results.

Our second main contribution is a security analysis of one such concrete sub-protocol, namely the EAP-TLS protocol which is used to establish a shared key between the wireless client and the trusted server. We prove that EAP-TLS is a secure two-party authenticated key exchange protocol by presenting a generic compiler that transforms secure channel protocols into secure key exchange protocols.

Our third main contribution is a thorough security analysis of the IEEE 802.11 protocol. We study both the handshake protocol as well as the encryption algorithm used to protect the application data. On their own, our results on IEEE 802.11 apply to the usage found in wireless home networks where a key is shared between the client and access point a priori, e.g. using a password. However, by combining this with our composition theorems for the EAP framework, we also obtain a result for IEEE 802.11 in its “enterprise” variant, where the common key is instead established using a mutually trusted server.
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Designing secure cryptographic protocols is difficult. Over the years a large number of security protocols have been proposed that later turned out to be flawed. This is mostly due to the inherent complexity of the protocols themselves, but it can also be partly ascribed to the paradigm in which they were traditionally designed. Typically, a protocol designer would start out by proposing some concrete protocol construction $P$. Next, the protocol would get analyzed, often revealing some flaw. The designer would then revise the original design of $P$ to (hopefully) include a fix for the discovered flaw. The whole cycle would then repeat itself, with a new round of analysis discovering new flaws, yielding more fixes, and so on.

Over time, a body of prudent practices emerged [AN96], identifying common pitfalls when designing cryptographic protocols. However, these practices represented no more than useful heuristics and guidelines, rather than necessary and sufficient criteria for creating secure protocols. Within the academic cryptography community this realization led to an interest in finding more rigorous and formal approaches towards assessing the security of a protocol.

Traditionally, two distinct approaches have been taken in order to formally model cryptographic protocols. The first, and the one we will be following in this thesis, is the *computational* approach. As its name suggests, it has its
roots in computational complexity theory and views cryptographic operations as algorithms working on bitstrings. Adversaries are modeled as probabilistic Turing machines and security is expressed in terms of the probability and computational complexity of carrying out a successful attack. We will have more to say about the computational model below, as well as in Chapter 3.

The second approach is the *symbolic* approach, also called *formal methods*. It has its roots in logic and formal language theory and views cryptographic operations as functions on formal symbolic expressions. A symbolic security model consists of a set of axioms and inference rules that can be applied to the symbolic expressions. For example, a formal expression of the form $\{M\}_K$ could represent the encryption of a message $M$ under some key $K$. Note, however, that both $M$ and $K$ are also formal expressions, and thus carry no inherent meaning. An inference rule could say that, given $\{M\}_K$ and $K$, one can conclude $M$. That is, the inference rule allows you to decrypt $M$ from $\{M\}_K$ given $K$. On the other hand, without $K$ it is impossible to deduce $M$. In particular, since only operations derivable from the inference rules are possible, cryptographic primitives in the symbolic model are *perfect*. Security in the symbolic model is expressed as saying that one cannot reach a certain configuration by applying the inference rules, starting from the given axioms. Unlike in the computational approach, there is no probabilistic reasoning in the symbolic world.

A major benefit of the symbolic model is that it readily allows for machine-checkable proofs, or even automatic derivation of proofs. Many tools exist for this purpose, including ProVerif [Bla16], Scyther [Cre08], and Tamarin [Mei+13]. On the other hand, a common criticism of the symbolic approach is that its assumption of perfect black-box primitives is unrealistic. A protocol proven secure in the symbolic model may nevertheless have an attack in the computational model. Still, there have been attempts to bridge the gap between the computational model and the symbolic model, beginning with [AR00].

Finally, there have also been much recent development in tools that can automatically verify proofs in the computational model, such as CryptoVerif [Bla08], EasyCrypt [Bar+13], and miTLS [Bha+13]. Although this thesis will be based on the computational model, it will, however, not be making use of any of these tools. Instead, it will follow the more traditional style of “pen-and-paper” proofs. Moreover, since our security models will be in the computational setting, we will not be saying more about the symbolic model in this thesis. As a result, most of our literature references will be to results in the computational model. At the same time, we acknowledge that there is a vast body of cryptographic research that consequently will not be covered here.
1.1 Computational modeling of cryptographic protocols

The idea of formalizing cryptography within a computational complexity theoretical setting was introduced by Goldwasser and Micali in 1984 [GM84]. Central to their work was the formal definition of what it means for a cryptographic scheme to be secure. Specifically, they focused on the goal of public-key encryption and formalized the now fundamental definition of semantic security. To go along with their new definition, they also created a concrete scheme which they could now prove satisfied the definition of semantic security by giving a reduction to a number-theoretic assumption. Soon after, many other common cryptographic primitives, like digital signatures, symmetric encryption, pseudorandom functions, and message-authentication schemes were formalized (and proven secure) in a similar manner.

However, it would go almost 10 years from Goldwasser and Micali’s initial paper until the first formal model for cryptographic protocols was presented by Bellare and Rogaway [BR94] in 1993. On the other hand, their model became highly influential for the formal research on protocols, in particular key exchange protocols, and it is still the basis for many of the models used today.

The BR-model. The starting point of the BR-model is a set of principals that want to communicate over an insecure network. Every pair of principals shares a common long-term key, and their goal is to negotiate a temporary session key which they will use to secure their further communication. In the formal model the details of the communication network is mostly abstracted away, leaving only the principals themselves and a specification of how they behave on receiving input from the network. How the messages are delivered to each principal is left to the adversary’s discretion, i.e., in the BR-model the adversary is the network. In particular, while the adversary can choose to forward messages as intended by the protocol, it also has full freedom to arbitrarily change, delay, reorder, reroute or drop messages as it sees fit. It is important that we allow the attacker this kind of flexibility since we want our protocols to be secure from any choice of adversarial strategy. That is, in general it is impossible to enumerate every possible way that a protocol might get attacked, so the only thing we can reasonably make assumptions about is the attacker’s computational powers.

Depending on the type of protocol, its security goals may vary. Classically, the goals considered by Bellare and Rogaway [BR94], were those of authenticated key exchange and entity authentication. The first property focuses on the security of the established session keys themselves. The formal definition of this borrows from the idea of semantic security for public-key encryption
schemes, and demands that an adversary should learn nothing about the distributed keys. The second property focuses on the authenticity of the protocol conversation, meaning that two protocol participants can be assured that they have in fact been speaking to each other at the end of the protocol run. There are also protocols goals beyond those of authenticated key exchange and entity authentication, for example focusing on the secure usage of the distributed session keys. This will all be covered in detail in Chapter 3.

**Simulation-based vs. game-based security.** Within the computational setting, there are two main approaches to defining the security of protocols. One is the simulation-based approach and the other is the game-based approach. In the simulation-based approach, security is defined by considering two “worlds”: an ideal world where the protocol is replaced with some idealized functionality that is secure by design; and a real world where the actual protocol is being used. Security is expressed by saying that for any attacker $A$ against the protocol in the real world, there should exist a corresponding simulator $S$ in the ideal world, such that the transcript that $A$ generates through its interactions with the real protocol, is computationally indistinguishable from the transcript that $S$ generates through its interaction with the ideal functionality. Since the ideal functionality is secure by design, the existence of $S$ means that $A$’s ability to break the real protocol must be limited.

A number of simulation-based models have been developed in order to analyze protocols. Examples include the model of Shoup [Sho99], the UC model of Canetti [Can01], the IITM model of Küsters and Tuengerthal [KT13], and the GNUC model of Hofheinz and Shoup [HS15]. Of these, the latter three are so-called universal composability models, where the emphasis is on very general composition results that allow secure sub-protocols to be arbitrarily composed in order to form larger and still secure protocols. Due to their generality, universal composability models tend to be quite complex.

The alternative to simulation-based models is game-based models. Here, security properties are formulated directly as winning conditions in a formal experiment, called a game, played between an honest entity $C$ called the challenger, and an adversary $A$. A protocol is said to be secure with respect to the property modeled by the game, if no computationally efficient adversary can manage to win in the game except with a small probability. What “efficient” and “small” means in this setting can be formalized in different ways; see Chapter 3.

The original BR-model [BR94] was in the game-based setting, and naturally so were also the large number of extensions and follow-up works that built on it, for example [BR95, BM97, BPR00, CK01, LLM07, Jag+12]. In this thesis we are going to take the game-based approach to security.
1.2 Content and contribution of thesis

This thesis provides a formal security analysis of the Extensible Authentication Protocol (EAP) [RFC3748] and the IEEE 802.11 [IEEE 802.11] protocol in a computational game-based setting. Compared to the Transport Layer Security (TLS) [RFC5246] protocol, which has been subject to a large amount of formal analysis, both EAP and IEEE 802.11 have received considerably less scrutiny. That is not to say that EAP and IEEE 802.11 are little used; quite the contrary. For instance, according to the Wireless Geographic Logging Engine (WiGLE)\(^1\) project, there are more than 350 million Wi-Fi networks available worldwide today—Wi-Fi being the name more commonly associated with IEEE 802.11. Similarly, the *eduroam*\(^2\) network alone, which is a roaming service provided to students and employees of educational institutions around the world, accounted for more than 3 billion user authentications in 2016\(^3\)—all of these use EAP. The importance of these protocols should thus be clear from the sheer scale of their deployment.

The main contribution of this thesis is a formal analysis of the EAP and IEEE 802.11 protocols in a computational setting based on the BR-model. Our analysis will cover these protocols both separately and when combined (since EAP and IEEE 802.11 are often used together). Chapter 2 will describe EAP and IEEE 802.11 in detail, but here we nevertheless give a very brief description of these protocols so as to illustrate the main results of the thesis. Hopefully, Wi-Fi, and thus IEEE 802.11, should be well-known to everyone: a wireless client and an access point use a shared secret, typically a password, to protect the wireless link between them. This involves an initial key exchange phase, where the client and access point derive a cryptographic key from the common secret, and a channel encryption phase, where the application data is being sent. At the same time, IEEE 802.11 can also be used in situations where the client and access point do not share a common secret beforehand. This is exactly the setting of the eduroam network mentioned above. Here, they will first use a trusted third-party to help them establish a common secret. The protocol used to facilitate this is EAP.

EAP specifies a way for two parties to establish a common secret through the help of a trusted third-party. However, rather than viewing EAP as a single protocol, it can be better thought of as a protocol framework used to compose other concrete protocols. For the EAP framework to be secure the concrete protocols need to be safely instantiated, but EAP itself does not specify them. IEEE 802.11 is commonly used as one of the concrete sub-protocols in the EAP framework.

---

\(^1\)https://wigle.net/  
\(^2\)https://www.eduroam.org/  
\(^3\)https://www.eduroam.org/2017/03/07/2016-a-record-breaking-year-for-eduroam/
framework, but it does not have to be; EAP is mostly protocol agnostic.

Given these high-level descriptions of EAP and IEEE 802.11, our results can be summarized as follows. Below we refer to security notions such as authenticated key exchange and secure channel protocols only informally. Their formal definitions will be made precise in Chapter 3.

- Our first result is a game-based security analysis of the general EAP framework. This involves two generic composition theorems that abstract away the concrete protocols used within EAP. Instead, the theorems establish sufficient criteria on the protocol building blocks in order for the EAP framework to be instantiated securely. The overall security goal of EAP that we aim for is that of a three-party authenticated key exchange. Having proven the soundness of the general EAP framework, it remains to find suitable concrete protocols that satisfy the security criteria laid down by the composition results.

- One such concrete protocol is EAP-TLS [RFC5216], which within the EAP framework is used between the client and the trusted third-party. We prove that EAP-TLS is a secure two-party authenticated key exchange, which is sufficient in order to be used in our compositions results. However, this result also has independent interest outside of the EAP framework, because of the way it is established. Essentially, we give a generic transformation that shows how secure channel protocols can be turned into secure key exchange protocols by exporting additional session keys from their handshake protocols. This has applications to the practice of exporting extra keys from the TLS handshake, since TLS is a secure channel protocol, but not a secure key exchange protocol (we return to this point in Chapter 3).

- Finally, we analyze the IEEE 802.11 protocol. Again, this analysis has independent interest outside of the EAP framework, since IEEE 802.11 is often used without EAP. Recall from our brief description above that IEEE 802.11 proper consists of a key exchange phase followed by a channel encryption phase. We prove that the former constitutes a secure two-party authenticated key exchange protocol, and that the latter satisfies the notion of a secure stateful authenticated encryption scheme. Although these results are of independent interest, they also combine with our EAP composition theorems to culminate in our biggest main result: namely the security of EAP and IEEE 802.11 used together.

The results outlined above roughly correspond to the contents of Chapter 4, Chapter 5, and Chapter 6, respectively.
Modularity. A common theme among all the results established in this thesis is an emphasis on reusing existing security results as far as possible. For example, the TLS protocol is an important component in both EAP and EAP-TLS, but we do not want to redo any analysis of TLS for the purposes of establishing our results. Instead, we want to be able to leverage the large amount of already existing analysis of TLS in a black-box manner. This requires generic and modular results, but it also requires security models that are comparable. This is one of the reasons why we have chosen to use a game-based formulation of security over a simulation-based formulation. Many of the existing results on the real-world protocols we care about, such as TLS, IPsec, and SSH, are for the most part proven in a game-based setting.

1.2.1 Publications

The material in this thesis is primarily based on the following two papers:


Specifically, the material found in Chapter 4 and Chapter 6 of this thesis is taken from [BJ17], while the material in Chapter 5 comes from [BJS16]. However, the content as it appears in this thesis has undergone major revisions compared to the original publications. Moreover, this thesis also introduces some new material not found in either of the published papers. In particular, Section 6.3 and Section 6.4 present some additional results and discussions on IEEE 802.11.

1.2.2 Outline of thesis

In Chapter 2 we give detailed protocol descriptions of EAP and IEEE 802.11. In Chapter 3 we provide the formal framework that will be used to analyze EAP,
EAP-TLS and IEEE 802.11 in the later chapters. Since our analyses cover a wide range of different protocols, a great number of definitions and notions are needed. We have tried to discuss and justify all of our definitional choices to the greatest extent possible.

In Chapter 4 we conduct our first security analysis, beginning with the general EAP framework. The main results of the chapter are two modular and generic protocol composition theorems. Then, in Chapter 5, we analyze one specific component in the EAP framework, namely the EAP-TLS protocol. However, although the starting point is the concrete EAP-TLS protocol, the main result of the chapter is again a generic result with applications beyond the immediate scope of EAP-TLS. Following this, in Chapter 6 we analyze the IEEE 802.11 protocol. The main technical result is an analysis of the IEEE 802.11 key exchange protocol when considered as a standalone protocol—as it is typically used in home networks. However, the result additionally combines with the composition theorems of Chapter 4 to yield a result for IEEE 802.11 combined with EAP. Furthermore, Chapter 6 also presents some new material on IEEE 802.11 which have not appeared elsewhere, including and analysis of the IEEE 802.11 data encryption algorithm called CCMP, as well as a discussion of the multi-ciphersuite and negotiation security of IEEE 802.11.

Finally, in Chapter 7 we conclude the thesis by putting our work in a larger context and discussing some of its limitations. We also point out some possible directions for future work.

Note. We use the symbol “▲” to denote the end of a remark or example, and use the symbol “■” to denote the end of a proof.
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This chapter describes EAP and IEEE 802.11 in detail from a functional perspective. In later chapters we will analyze their security.

2.1 EAP

The Extensible Authentication Protocol (EAP) is an authentication framework used to provide network access control. It is defined by the IETF in the base standard RFC3748 [RFC3748], but a large number of supporting RFCs also update or extend the base standard further in various ways.

The purpose of EAP is to provide central management of authentication in a network with many clients and network connection points. Specifically, EAP considers a setting consisting of three principal entities: clients, authenticators, and authentication servers. The clients are regular users that want to get access to the network using a device such as a laptop or a smartphone. The
authenticators control access to the network and are typically implemented in network devices such as switches and wireless access points. Authorized clients will be granted access to the network by the authenticators, unauthorized clients will be blocked.

The main difficulty of this scenario is that the clients and the authenticators do not have any common credentials \textit{a priori}. In order to make their access control decisions, the authenticators will consult with an authentication server, which stores the credentials of every user that is authorized to access the network. On a network there will typically be many clients and authenticators, but only a few authentication servers.

\textbf{Remark 2.1.} Within the EAP standard [RFC3748] the client is usually referred to as the \textit{peer} or the \textit{supplicant}, but in this thesis we will be using the word \textit{client} exclusively. Moreover, due the visual resemblance between the words “authenticator” and “authentication”, from now on we will refer to authentication servers simply as \textit{servers} in order to avoid confusion.

\textbf{EAP architecture.} The general EAP architecture is shown in Figure 2.1. The exchange begins when a client wants to connect to a network controlled by an authenticator. Since the client and the authenticator do not share any common credentials, the idea is to first have the client authenticate itself towards the server and then let the server vouch for the client towards the authenticator. The client and the server can use any authentication method they like in order to authenticate each other. However, in order to do this in a uniform manner across different authentication methods, EAP defines four generic message types that are used to encapsulate the concrete authentication protocol. The four message types are \textbf{Request}, \textbf{Response}, \textbf{Success} and \textbf{Failure}, respectively.
The combination of a concrete authentication method, say TLS or IPsec, together with its encapsulation inside the generic EAP message types, is called an EAP method.

**EAP methods.** Individual EAP methods are defined in separate RFC documents that specifies how the concrete authentication method is to be used within the EAP framework. For example, RFC5216 [RFC5216] defines the EAP-TLS method, which provides certificate-based mutual authentication between the client and the server based on the TLS protocol. Numerous other EAP methods have also been defined; see Table 2.1 for a few examples.

Although EAP defines message formats in the form of Request, Response, Success, and Failure messages, it does not specify how these message should be transmitted through the network. For this, EAP depends on some lower-layer protocol to take care of the actual delivery of the messages. Thus, EAP messages will themselves be encapsulated inside other transport protocols. For example, when passing EAP messages over a LAN, a protocol known as EAPOL (EAP over LAN) is typically used. EAPOL is defined in the IEEE 802.1X [IEEE 802.1X] standard. Notably, EAP does not require IP connectivity in order to be used.

Besides authentication, EAP methods usually also derive some shared keying material between the client and the server. The keying material (if derived) needs to be at least 512 bits long and is referred to as the master session key (MSK). The server will transport the MSK to the authenticator, so that it can be used in a subsequent authentication step directly between the authenticator and the client (more on this below). We are going to assume that all EAP methods derive keying material in this thesis, even though some of the originally defined EAP methods, such as EAP-MD5 and EAP-OTP, do not support this feature.

For as long as the EAP method is being run between the client and the server, the authenticator operates in so-called pass-through mode. This means that it merely relays the messages between the client and the server. In fact, the authenticator can be completely oblivious as to which concrete authentication method is being used since the whole exchange is wrapped inside the generic EAP message types.

**Key transport.** Once the client has successfully authenticated itself towards the server using an EAP method, the server will communicate this fact to the authenticator using an EAP Success message. This EAP Success message will also contain the keying material that the server and the client agreed upon in the prior EAP method exchange. If the client failed to authenticate towards the server, the server will instead send an EAP Failure message to the
Table 2.1: Examples of standardized EAP methods.

<table>
<thead>
<tr>
<th>EAP method</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAP-TLS</td>
<td>TLS-based mutual authentication using certificates.</td>
<td>[RFC5216]</td>
</tr>
<tr>
<td>EAP-TTLS</td>
<td>Tunneled TLS. Certificate-based authentication from server to client, followed by an arbitrary authentication method from client to server inside the established TLS tunnel.</td>
<td>[RFC5281]</td>
</tr>
<tr>
<td>PEAP</td>
<td>Similar to EAP-TTLS, but where the inner authentication method is the password-based protocol MS-CHAPv2 [RFC2759]</td>
<td>[PEAPv2]</td>
</tr>
<tr>
<td>EAP-IKEv2</td>
<td>IKEv2-based [RFC7296] authentication. Credentials can be based on certificates, pre-shared keys or passwords.</td>
<td>[RFC5106]</td>
</tr>
<tr>
<td>EAP-AKA</td>
<td>Authentication based on the Authentication and Key Agreement (AKA) protocol used in 3G and 4G mobile networks. Trust relationships are based on symmetric keys stored in a SIM card on the client side.</td>
<td>[RFC4187]</td>
</tr>
<tr>
<td>EAP-GTC</td>
<td>Authentication based on generic token cards and one-time passwords.</td>
<td>[RFC3748]</td>
</tr>
<tr>
<td>EAP-PSK</td>
<td>A lightweight authentication method based on PSKs.</td>
<td>[RFC4764]</td>
</tr>
</tbody>
</table>

authenticator and abort the exchange.

Since the server transports sensitive data such as keying material to the authenticator, the security of the connection between the server and the authenticator is also of great importance. However, just like the EAP standard does not mandate a single concrete authentication method to be used between the client and the server, it similarly does not mandate any particular protocol to be used between the server and the authenticator. Thus, implementors are free to choose whatever protocol they want as long as it supports the features required by the EAP framework. Still, in practice, the de facto standard is the RADIUS protocol [RFC2865] (and to some lesser extent its successor Diameter [RFC6733]). In fact, it is not uncommon to call the authentication server in the EAP framework a “RADIUS server”. Note that RADIUS and Diameter are also used for purposes other than authentication and authorization, for example accounting, metering, and billing of network services. Because of this, RADIUS and Diameter are more generally referred to as Authentication, Authorization, and Accounting (AAA) protocols.

Link-layer protocol. Once the master session key MSK has been delivered from the server to the authenticator, the EAP exchange is technically com-
plete. At this point the client and the authenticator are both in possession of the same MSK. Since they could have obtained the same MSK only if they were both trusted by the server, they have also implicitly authenticated each other. However, rather than using the MSK directly to encrypt their subsequent communication, the client and the authenticator will instead use the MSK as input to a lower-layer authentication and key exchange protocol. This protocol directly authenticates the client and the authenticator to each other using the MSK as a shared key, in addition to deriving temporal encryption keys to protect their communication.

Again, the choice of authentication protocol to run between the client and the authenticator is independent of EAP and usually depends on the physical medium being used between them. Recall that the authenticators are normally implemented in devices such as switches and wireless access points. These devices operate at the link-layer in the network stack, so the authentication protocol between the client and the authenticator will also take place at this layer, as shown in Figure 2.1. While many different link-layer protocols exist, in this thesis we will primarily focus on the IEEE 802.11 [IEEE 802.11] protocol used in wireless LANs (Wi-Fi). IEEE 802.11 will be described in detail in the next section.

Example 2.2. Given the large number of acronyms and different protocols used within the EAP architecture, it might be helpful to look at a concrete example to see how all the different pieces fit together. As a use case, we consider the eduroam network. Recall from Chapter 1 that eduroam is a roaming service provided to students and employees of educational institutions and research organizations around the world. eduroam allows users from any participating institution to automatically connect to the eduroam network using a single set of credentials, even if visiting a different institution then their own, i.e., when roaming. To achieve this, eduroam uses EAP with a hierarchical network of RADIUS servers. However, in order to keep the example simple, we will only look at the case of a non-roaming user; that is, a user that wants to connect to the eduroam network at their home institution.

Suppose Alice is a student at the NTNU university, who wants to connect to the eduroam network. At the NTNU campus there are many wireless access points broadcasting the eduroam network identifier, and Alice can connect to any one of them. However, none of the access points have any a priori knowledge of Alice. Instead, NTNU maintains a central RADIUS server containing the credentials of all its users, including Alice. In this example we are going to assume that all users at NTNU are issued client certificates which uniquely identify them. Conversely, the RADIUS server also has a certificate of its own which is trusted by all its users. Furthermore, while the access points have no shared credentials with any of the users, they each share a (unique) long-term
symmetric key with the RADIUS server. Referring back to Figure 2.1 we thus have the following situation: Alice corresponds to the client, the access point is the authenticator, and the NTNU RADIUS server is the server.

When Alice wants to connect to the eduroam network, she first associates to a wireless access point broadcasting the eduroam network identifier. The access point will now ask Alice to identify herself using an EAP Request message. Since the communication between Alice and the access point takes place over the link-layer, the EAP Request message is encapsulated inside an EAPOL protocol frame. On receiving the EAP Request message, Alice responds with an EAP Response message (again encapsulated inside EAPOL) containing her username: alice@ntnu.no. The access point will now forward this EAP Response message to the NTNU RADIUS server by encapsulating it inside a RADIUS packet.\(^1\) The RADIUS message will itself be transferred over IP.

Following the receipt of the EAP Response message, Alice and the RADIUS server will initiate an EAP-TLS exchange, using their respective certificates to authenticate each other. Alice will use EAP Response messages over EAPOL, while the server will use EAP Request messages over RADIUS. All of the messages pass through the access point, which continuously de-encapsulates the EAPOL frames coming from Alice, and re-encapsulates the containing EAP messages as RADIUS messages towards the server (and vice versa).

Once the EAP-TLS exchange is complete, corresponding to the red part in Figure 2.1, Alice and the RADIUS server are in possession of a shared key MSK exported by the EAP-TLS method. In order to securely transfer the MSK from the RADIUS server to the access point, the RADIUS protocol specifies a custom encryption scheme based on the Microsoft Point-to-Point Encryption (MPPE) protocol [RFC2548]. Basically, this encryption scheme uses the long-term secret shared between the access point and the RADIUS server to derive a key-stream which is XOR’ed together with the MSK. Using this method, the RADIUS server transfers the MSK to the access point in addition to an EAP Success message to indicate that its EAP-TLS exchange with Alice completed successfully. This is shown as the blue part in Figure 2.1.

Finally, Alice and the access point use the MSK as input to the IEEE 802.11 handshake protocol, which they now run directly between themselves. This is shown as the green part in Figure 2.1. The IEEE 802.11 protocol will be described in detail in the next section, but the result is that Alice and the access point prove mutual possession of the MSK, and derive an encryption key to protect their subsequent communication. Since Alice and the access point could only have obtained the same MSK if they have a mutual trust relationship with the RADIUS server, this implicitly proves that they are both authorized.

\(^1\)RADIUS is a challenge-response protocol just like EAP, having its own set of generic messages (called Access/Request in RADIUS).
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IEEE 802.11 [IEEE 802.11] is the most widely used standard for creating wireless local area networks (WLANs). IEEE 802.11 defines a set of specifications for the physical and medium access control (MAC) layer, describing how wireless devices within a WLAN can achieve connectivity. IEEE 802.11 supports three modes of operation depending on the network topology: infrastructure mode, ad-hoc mode, and mesh network mode.

Infrastructure mode is the most common topology currently in use, and involves one or more access points that coordinate the communication within the WLAN. In particular, in infrastructure mode all client traffic must pass through the access points. The access points usually also provide the clients with connectivity to a larger network, such as the Internet. Conversely, in ad-hoc and mesh-networking mode there is no central infrastructure. Wireless clients talk directly to each other and there might be no connectivity to a larger network. This thesis will only focus on the infrastructure mode of operation.

2.2.1 IEEE 802.11 basics

Most of the IEEE 802.11 standard is not directly concerned with security, but instead deals with communication and transmission aspects such as the choice of radio modulation, transfer rates, and frequency spectrums. In this section we give a very brief description of the IEEE 802.11 protocol in infrastructure mode from a non-security perspective, providing details only to the extent it will be needed for the rest of the thesis.

An IEEE 802.11 network in infrastructure mode is identified by its Service Set Identifier (SSID). This is the network name that an access point broadcasts. Multiple interconnected access points may advertise the same SSID to form what is know as an Extended Service Set (ESS). The union of all the access points advertising the same SSID forms an ESS. Note that a single access point might broadcast several SSIDs at the same time, hence serving multiple ESSs simultaneously. An access point broadcasts all the SSIDs it serves at regular intervals in short messages called beacons. The beacon messages allow wireless devices to discover the presence of a network by scanning the frequency bands on which they are sent.

Before a wireless client can send or receive data from an SSID served by an access point, it first needs to associate with the access point. This process includes presenting the access point with its media access control (MAC) address.
so that the access point can address future messages directly to it. A MAC address is normally unique per physical network card, but it can be changed in software. We will usually refer to MAC addresses as link-layer addresses or physical addresses in order to avoid confusion with the cryptographic concept of a message authentication code.

Messages sent over a WLAN are called frames. All frames have a fixed format consisting of an IEEE 802.11 header, a frame body containing the application data, and an error-correcting code. Apart from the fact that the header includes the link-layer addresses of the sender and the receiver, we will not describe the IEEE 802.11 header in any detail since it has no importance for security. An IEEE 802.11 frame can have a maximum size of roughly 8 kB, but is usually smaller; around 200–2000 bytes.

Like in the EAP standard [RFC3748], the clients in IEEE 802.11 [IEEE 802.11] are generally referred to as supplicants. However, we will only be using the word clients.

### 2.2.2 A brief history of security in IEEE 802.11

There have been several different security protocols defined within the IEEE 802.11 standard. Originally, the only security protocol defined for IEEE 802.11 networks was the Wired Equivalent Privacy (WEP) protocol, which revolved around the stream cipher RC4. After its introduction in 1997 there have been discovered flaws in virtually every part of WEP’s design. Today the protocol can be broken within a matter of seconds. See [Wal00, FMS01, BGW01, SIR02, Cam+03, SIR04, Mis+04, BHL06, Tew07, TWP08, TB09, MT11, Sep+14] for some of the existing analysis of WEP.

As an interim solution until a long-term replacement for WEP could be defined by the IEEE, an industry consortium called the Wi-Fi Alliance designed the Temporal Key Integrity Protocol (TKIP). While officially called TKIP, it is probably better known under its marketing name Wi-Fi Protected Access (WPA). An important design requirement for TKIP/WPA was that it should be able to run on the same legacy hardware as WEP in order to facilitate easy upgrades of existing IEEE 802.11 deployments. In particular, this led TKIP/WPA to reuse RC4 as its algorithm of choice for bulk data encryption. TKIP/WPA has received quite a bit of analysis [MRH04, Woo04, TB09, SVV11, Hal+09, MT11, Tod+12, VP13, Gup+15, PPS15, IM15, VP15]. Both WEP and TKIP are today deprecated by the IEEE.

Ultimately, the long-term replacement for WEP was specified by the IEEE in a 2004 amendment to the original IEEE 802.11 standard, denoted IEEE 802.11i

2https://www.wi-fi.org/
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[IEEE 802.11i]. This amendment defines the concept of a Robust Security Network (RSN) which specifies the security capabilities that a wireless device needs to support. There are two main components to an RSN: a key establishment protocol called the 4-Way Handshake (4WHS); and a bulk data encryption algorithm which must either be TKIP or a new algorithm defined in IEEE 802.11i based on AES, called the Counter Mode Cipher Block Chaining Message Authentication Code Protocol (CCMP). A client and an access point will first use the 4WHS protocol to establish a temporal session key, and then use this key with the CCMP encryption algorithm to protect the subsequent communication. We will explain the 4WHS and CCMP in more detail in Section 2.2.3.

Since IEEE 802.11 also supports multicast and broadcast communication, IEEE 802.11i additionally specifies a Group Key Handshake. The Group Key Handshake is used to establish a common (temporal) group key among all the devices currently connected to the WLAN. The common group key is used with CCMP to protect all multicast and broadcast messages within the WLAN.

Like TKIP, IEEE 802.11i and RSN are probably better known under the marketing name Wi-Fi Protected Access 2 (WPA2). Compared to WEP and TKIP, there has been much less cryptanalysis of RSN/WPA2. Most existing analyses have focused on the 4WHS protocol and its susceptibility to dictionary attacks when using password-based authentication [Joh+15, Kam+16]. In particular, if the long-term key is derived from a low-entropy password, then a passive observer of the 4WHS can conduct an off-line dictionary attack in order to recover the password.\(^3\) Besides dictionary attacks, there have also been a number of DoS attacks against the 4WHS [HM04, HM05, RLM06, Eia09, Eia10, EM12], as well as attacks focusing on various implementation aspects of RSN/WPA2 [Cas+13, VP16].

Finally, we note that in addition to IEEE 802.11i, there have been several other security-relevant amendments to the IEEE 802.11 standard as well. For example, amendment IEEE 802.11w [IEEE 802.11w] defines procedures for protection of management frames; amendment IEEE 802.11s [IEEE 802.11s] defines security in mesh networking (including a new password-based key establishment protocol called Simultaneous Authentication of Equals (SAE) [Har08], as well as using the AES-SIV mode of operation [RFC5297] for the protection of mesh management frames); and amendment IEEE 802.11r [IEEE 802.11r] defines security procedures for fast transitioning between access points. All the above amendments have been incorporated into the current full IEEE 802.11 standard [IEEE 802.11].

In this thesis we will only focus on the RSN security procedures introduced in amendment IEEE 802.11i. Specifically, when in the following we talk about

\(^3\)For instance the open-source tool aircrack-ng (https://www.aircrack-ng.org/) incorporates such an attack in an easy-to-use command-line program.
the security of IEEE 802.11, we mean the collection of the 4WHS, CCMP, and the Group Key Handshake defined in the current IEEE 802.11 standard [IEEE 802.11], excluding TKIP. In fact, most of our security analysis will be focused on the 4WHS protocol. For the remainder of the thesis we will use the terms IEEE 802.11, RSN and WPA2 interchangeably to refer to the security protocols that were introduced in amendment IEEE 802.11i.

2.2.3 Detailed description of the IEEE 802.11 security protocol

IEEE 802.11 in infrastructure mode is either a two-party protocol involving a wireless client and an access point, or a three-party protocol which additionally includes a trusted server. The goal is for the client and access point to establish a Robust Security Network (RSN) association, which involves running the 4WHS key exchange protocol to establish a session key, and using the CCMP encryption scheme to protect their data. The 4WHS protocol needs a shared symmetric key, which can either be configured as a pre-shared key (PSK) on both the client and the access point, or be derived from some process involving the trusted server. Which protocol to use for this purpose is technically outside the scope of the IEEE 802.11 standard [IEEE 802.11], but in practice it is usually based on EAP. In any case, when a third-party server is involved in establishing the shared key for the 4WHS protocol, we call it IEEE 802.11 with upper-layer authentication. The complete IEEE 802.11 establishment procedures consist of six stages and are shown in Figure 2.2.

Stage 1. Network and Security Capability Discovery. In this stage the client discovers available networks and their security capabilities. As mentioned in Section 2.2.1, an access point will advertise its presence by regularly broadcasting so-called beacon frames (Message (1) in Figure 2.2). A beacon frame contains the network SSID as well as all the capabilities supported by the access point. In particular, this includes the security protocols it is willing to use (WEP, TKIP, RSN), together with a list of ciphersuites that it supports. An IEEE 802.11 ciphersuite specifies a collection of algorithms which is used either to protect the handshake itself, or the application data. We will specify the various algorithms supported by IEEE 802.11 when we describe the 4WHS protocol in Stage 4. Any client can learn the capabilities supported by an access point by passively listening for the information contained in the beacon frames. Alternatively, a client can actively ask for it by sending a probe request message (Message (2) in Figure 2.2). An access point that receives a probe request message will reply with a probe response message (Message (3)) containing the same information as in its beacon frame.
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Figure 2.2: The IEEE 802.11 protocol in infrastructure mode. Diagram adapted from [HM05].
Stage 2. Open System Authentication and Association. In this stage the client selects the access point it wants to connect to. The first step involves a procedure called Open System Authentication (Message (4) and Message (5) in Figure 2.2). In terms of security this is a null operation; it is included simply to maintain backward compatibility with previous IEEE 802.11 specifications. The second step is client association as described in Section 2.2.1. The client sends an association request message (Message (6) in Figure 2.2) that specifies which of the capabilities of the access point it wants to use. In particular, this involves selecting a ciphersuite from the list $CS$ that the access point broadcast earlier. The ciphersuite chosen by the client is denoted $CS_C$. Additionally, the client also indicates whether a PSK or upper-layer EAP authentication will be used in the following authentication stages. Provided the access point finds the client’s choices acceptable, it replies with an association response message (Message (7)) and continues to the next stage of the protocol. If a pre-shared key is used for authentication, then Stage 3 as described below is omitted, and the protocol continues directly to Stage 4.

Stage 3. Upper-layer Authentication. When upper-layer authentication is being used, the client authenticates itself towards a trusted server, usually using EAP as described in Section 2.1. In Figure 2.2 we have assumed that EAP-TLS is the EAP method being used between the client and the server, and that RADIUS is being used as the key transport protocol between the server and the access point. The whole exchange is shown as Messages (8)–(15) in Figure 2.2, although note that Message (12) really constitutes several messages. The end result of a successful run of EAP is that a shared master session key MSK is distributed to both the client and the access point. The MSK will be used as the shared key input for the 4WHS protocol in Stage 4.

Stage 4. The 4-Way Handshake (4WHS). In this stage the client and the access point run the 4WHS protocol in order to authenticate each other, as well as to derive temporary session keys for protecting their subsequent communication. The 4WHS, shown in Messages (16)–(19) in Figure 2.2, is based on a shared symmetric key called the pairwise master key (PMK).

If EAP was used in Stage 3 to distribute an MSK to the client and the access point, then the PMK is set to be the first 256 bits of the MSK (recall from Section 2.1 that the keying material exported by an EAP method needs to be at least 512 bits long). Otherwise, if no upper-level EAP authentication is being used, the PMK is a pre-shared key installed manually at the client and the access point. Usually, this pre-shared key is derived from a password using the password-based key derivation function PBKDF2 [RFC8018], but it can also be created in other ways.
Regardless of how the PMK was obtained, the 4WHS protocol proceeds as follows. In the first handshake message (Message (16) in Figure 2.2) the access point sends a nonce $\eta_A$ to the client. On receiving this message, the client creates its own nonce $\eta_C$ and derives a Pairwise Transient Key (PTK), computed in the following way. Let $\hat{U}$ denote the 48 bit physical MAC address of a user $U$, and let $\min$ and $\max$ denote functions that compute, respectively, the smallest and largest of two MAC address based on their numerical values when treated as 48 bit unsigned integers. Then

$$PTK = k_\mu \| k_\varepsilon \| k_\alpha \leftarrow \text{PRF}(PMK, \text{"Pairwise key expansion"}, \hat{P} \| \eta), \quad (2.1)$$

where $\hat{P} \leftarrow \min\{\hat{A}, \hat{C}\} \| \max\{\hat{A}, \hat{C}\}$ is the combination of the client’s ($\hat{C}$) and access point’s ($\hat{A}$) physical addresses, and $\eta \leftarrow \min\{\eta_A, \eta_C\} \| \max\{\eta_A, \eta_C\}$ is the combination of their nonces. The pseudorandom function PRF is based on HMAC [RFC2104]. The PTK is parsed into three sub-keys $k_\mu$, $k_\varepsilon$, and $k_\alpha$, having the following purposes:

- $k_\mu$ – this is a key for a message authentication code (MAC) used to provide integrity of the handshake messages.
- $k_\varepsilon$ – this is an encryption key used to protect the distribution of a Group Transient Key (GTK) inside the 4WHS (see below), or in a dedicated Group Key Handshake step (see Stage 5).
- $k_\alpha$ – this is the session key used to encrypt the bulk data traffic in Stage 6.

After computing the PTK, the client creates the second protocol message of the 4WHS (Message (17) in Figure 2.2). This message contains the client’s nonce $\eta_C$, as well as the ciphersuite $CS_C$ that it selected during the association step in Stage 2. The integrity of the entire message is protected by a MAC keyed with $k_\mu$. The precise MAC algorithm to use is determined by the ciphersuite $CS_C$ that was chosen in Stage 2. The IEEE 802.11 standard specifies three legal MAC algorithms: HMAC-MD5 [RFC2104] (deprecated), HMAC-SHA1-128 [RFC2104], and AES-128-CMAC [FIPS:SP-800-38B].

On receiving the second handshake message, the access point first extracts the client’s nonce $\eta_C$ and derives the PTK according to Equation (2.1). Using the derived PTK, the access point first checks the validity of the MAC tag on the message, and compares the included ciphersuite $CS_C$ with the one it received during the association request in Stage 2 (Message (4)). If the verification is not successful, then the access point silently discards the message. Otherwise, the access point creates the third handshake message of the 4WHS (Message (18) in Figure 2.2). This message includes: (i) the nonce $\eta_A$ that the access point sent in its previous handshake message (Message (16));
(ii) the list of ciphersuites $\mathcal{CS}$ the access point advertised in Stage 1 of the IEEE 802.11 establishment procedures; and (iii) a group key GTK. The two latter values are encrypted with an encryption scheme $\mathcal{E}$ using the key $k_\mathcal{E}$, where the choice of encryption scheme is again determined by the selected ciphersuite $\mathcal{CS}_C$. The IEEE 802.11 standard specifies two legal encryption algorithms: RC4 (deprecated) and NIST AES Key Wrap [RFC3394]. The integrity of the entire message is protected by a MAC keyed with $k_\mu$.

On receiving the third handshake message, the client first decrypts (with $k_\mathcal{E}$) the list of ciphersuites $\mathcal{CS}$ and the group key GTK. If the ciphersuite list does not match what the access point broadcast in Stage 1, then the client aborts the protocol. Otherwise, the client proceeds by verifying the MAC tag. If the verification was successful, then the client creates the fourth and final message of the handshake (Message (19) in Figure 2.2). If the verification was not successful, then the client silently discards the message.

**Remark 2.3.** Some additional points about the 4WHS are worth emphasis.

- (No forward secrecy) The 4WHS does not provide forward secrecy. Anyone who knows the PMK and observes the nonces $\eta_A$ and $\eta_C$ can compute the PTK. Additionally, if the PMK is derived from a low-entropy password, then the PMK is subject to off-line dictionary attacks. As mentioned in Section 2.2.2, most existing security analyses of WPA2 have focused on this aspect of the 4WHS.

- (Replay protection mechanism) The 4WHS employs a somewhat unusual approach for protecting against replay attacks. Instead of explicitly acknowledging a nonce by repeating it in a following response message, the 4WHS instead mixes $\eta_A$ and $\eta_C$ into the derivation of the PTK. Replays are then detected implicitly by MAC verification failures.

- (Downgrade protection) To protect against ciphersuite downgrade attacks, the second and third messages of the 4WHS repeat the ciphersuites that were advertised earlier in the IEEE 802.11 establishment procedures (i.e., Message (1), (3) and (6) in Figure 2.2). However, note that if WEP is enabled alongside RSN/WPA/WPA2, then this downgrade protection can easily be bypassed by an attacker. Namely, since WEP does not involve running the 4WHS protocol at all, an attacker can remove the option of WPA/WPA2 from the access point’s beacon and probe request messages, leading the client to believe that only WEP is supported. Since no subsequent ciphersuite verification is being done in this case, the downgrade will not be detected.

- (GTK selection) The group key GTK is chosen solely by the access point without any input from the clients. Although the IEEE 802.11 standard
suggests deriving the GTK from a Group Master Key (GMK), the only formal requirement on the GTK is that it should be a random number.

Stage 5. Group Key Handshake. This is an optional stage, providing a (new) group key (GTK) to all clients that are currently associated to the access point and have completed the 4WHS. The GTK is used to protect broadcast and multicast messages within the WLAN. The access point distributes the GTK to each client one by one, using their individually shared PTKs to protect the Group Key Handshake message carrying the GTK. The encryption and MAC algorithms used to protect the group handshake messages are the same as those used for the 4WHS. Note that the access point also includes a nonce $\eta_G$ in its group handshake message (Message (20) in Figure 2.2) which the client is required to acknowledge (Message (21)).

Stage 6. Application Data. The final stage of the IEEE 802.11 protocol is the actual transmission of application data. Messages are protected by one of the two encryption algorithms TKIP and CCMP using the $k_a$ sub-key of the PTK. Since TKIP is deprecated by the IEEE 802.11 standard, we only explain CCMP to some extent here. CCMP is a stateful authenticated encryption scheme based on the block cipher AES [FIPS:197-2001]. It ensures data confidentiality, integrity, and replay protection using the CCM mode of operation [RFC3610] to encrypt each frame. CCM itself is a combination of counter mode encryption with CBC MAC. CCMP will be explained in greater detail when we analyze it in Section 6.3.
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In this chapter we define the formal security models that will be used to prove our results on EAP, EAP-TLS and IEEE 802.11 in the later chapters. We seek to establish two main definitions: the security of an authenticated key exchange (AKE) protocol and the security of an authenticated and confidential channel establishment (ACCE) protocol. EAP, EAP-TLS and the IEEE 802.11 4WHS protocol are all naturally modeled as AKE protocols. In fact, since EAP, EAP-TLS and the 4WHS all achieve different levels of security, we will actually
define three AKE models of varying strengths. ACCE protocols will be used as important building blocks in our analyses of EAP and EAP-TLS. Definitions of standard primitives, like pseudorandom functions and MACs, are provided in Appendix A.

### 3.1 Notation and preliminaries

For \( m, n \in \mathbb{N} \) and \( m \leq n \), let \([m,n] \overset{\text{def}}{=} \{m, m+1, \ldots, n\}\) and \([n] \overset{\text{def}}{=} \{1, n\}\). We use \( v \leftarrow x \) to denote the assignment of \( x \) to the variable \( v \), and \( x \leftarrow\leftarrow X \) to denote that \( x \) is assigned a random value according to the distribution \( X \). If \( S \) is a finite set, then \( x \leftarrow\leftarrow S \) means to sample \( x \) uniformly at random from \( S \). We write \( X \leftarrow X \cup x \) for adding an element \( x \) to a set \( X \). The set of all bitstrings of length \( n \) is denoted by \( \{0,1\}^n \) and the set of all finite length bitstrings is denoted by \( \{0,1\}^* \). The string of zero length is denoted \( \epsilon \). The concatenation of two bitstrings \( x \) and \( y \) is written \( x \| y \). Algorithms are in general randomized and we let \( y \leftarrow\leftarrow A(x_1,\ldots,x_n) \) denote running the (possibly randomized) algorithm \( A \) on inputs \( x_1,\ldots,x_n \), assigning \( A \)'s output to the variable \( y \). We write \( A^O \) for an algorithm being given oracle access to a function or algorithm \( O(\cdot) \). If \( O = \{O_1,\ldots,O_t\} \) is a collection of functions or algorithms, then \( A^O \) means to give oracle access to all the \( O_i \). We use a distinguished error symbol \( \perp \) to denote cases where a computation might have failed, some value is missing, or if some precondition is not met.

#### 3.1.1 Security games

All our security definitions are formulated in terms of formal experiments, called games. A game consists of an interaction between an adversary and an honest entity called the challenger. During a game, the adversary interacts with the challenger using a set of queries. The type of queries present, and how the challenger answers them, depends on the particular game. Associated to each game is one or more events that constitute the winning conditions of the game. A winning condition precisely defines what it means for an adversary to break a protocol and is meant to capture one or more of the intuitive security properties we might want a protocol to satisfy. Since both the adversary and the challenger are probabilistic algorithms, a security game can also be thought of as a random variable over a probability space where the random coins of the challenger and adversary are drawn uniformly at random. In particular, the outcome of the game, i.e., whether the adversary has won or not, is a random variable on this probability space. Our formalization of games mostly follows the style of Shoup [Sho04], as opposed to the more syntactic version of Bellare and Rogaway [BR04].
Given that one has defined a formal security game, what does it mean for a protocol to be secure? Intuitively, a protocol is secure if any “efficient” adversary only has a “small” probability of satisfying the winning condition of the security game. In other words, a secure protocol provides the security property formalized by the winning condition. At the same time, it is important to remember that a security game is an abstraction of the real world. It represents an estimate of what we think the adversary might be able to do, as well as a hope that the associated winning condition truly models the security goal we set out to capture. Any statement about security always takes place in some choice of model, and this model is only an approximation of the real world.

3.1.2 Concrete vs. asymptotic security

In our informal definition of security we emphasized that adversaries should be “efficient” and their winning probabilities “small” but not necessarily zero. The reason for this is that most protocols cannot hope to achieve unconditional security in the face of arbitrary adversaries. But how do we define “efficient” and “small”. There are two common approaches.

The first is the asymptotic approach, where “efficient” is equated with probabilistic polynomial-time (PPT) algorithms and “small” with negligible functions, where a function $g: \mathbb{N} \rightarrow \mathbb{R}$ is negligible if for all integers $c$ there exists an integer $N$ such that for all $n \geq N$, $g(n) < n^{-c}$. The asymptotic approach says nothing about a protocol’s security for any particular choice of parameters. Instead, the adversary’s winning probability, as well as its running time, is measured relative to some security parameter $\lambda$. A protocol is said to be (asymptotically) secure if for all PPT adversaries $A$, the probability that $A$ wins the security game is negligible in $\lambda$. The asymptotic approach has its roots in complexity theory and has been the traditional approach taken in cryptography, originating with the seminal work of Goldwasser and Micali [GM84].

The second approach, and the one we will be taking in this thesis, is called concrete security. It was originally introduced by Bellare, Killian, and Rogaway [BKR94]. In the concrete security approach one actually forgoes the whole question of defining “efficient” and “small” altogether. Instead, what is emphasized is the demonstration of an explicit reduction $R$, which takes as input an adversary $A$ that supposedly breaks the protocol, and transforms it into an algorithm that solves some other problem $P$. The reduction’s success probability in solving problem $P$, as well as its resource usage, is explicitly expressed in terms of $A$’s winning probability and resource usage (i.e., the number of queries it made in the security game). The conceptual idea of the reduction methodology is that if we believe that no “reasonable” algorithm can be found for solving problem $P$, then no algorithm for breaking the protocol can be found
either. However, the interpretation of “reasonable” is left to the user of the protocol to decide. Note that there are subtleties in what type of conclusions one can draw from a result expressed in the concrete security setting, especially when we know that efficient algorithms for solving $P$ must exist, but we do not know how to actually to find them (see [Rog06, BL13]).

Whether to favor an asymptotic or a concrete security treatment depends on the application context. Asymptotic security is typically very useful when stating high-level results and feasibility results where the qualitative relationship between security notions is being emphasized. For example, the fact that one-way functions imply pseudorandom generators can be elegantly stated in the asymptotic language. Concrete security statements on the other hand are usually more precise, focusing on the quantitative relationship between notions. It promotes more application oriented results. Ultimately, the choice between asymptotic and concrete security is not fundamental. A concrete reduction can trivially be transformed into a statement about asymptotic security, and a proof showing that a protocol is asymptotically secure typically carries within it an explicit reduction.

A word on language. Technically speaking, since we are working in the concrete security setting, we cannot ever say that a scheme or protocol is actually secure. Unfortunately, this makes talking about our security results quite cumbersome. For instance, instead of being able to say things like “if scheme $X$ is IND-CPA secure and scheme $Y$ is EUF-CMA secure, then protocol $Z$ is AKE secure”, we need to say “given that algorithm $A$ breaks protocol $Z$ according to security game AKE, we can create explicit algorithms $B_1$ and $B_2$ that breaks scheme $X$ according to security game IND-CPA, and scheme $Y$ according to security game EUF-CMA, respectively”. This quickly gets tedious. Thus, in our informal expositions we allow ourselves to use the first kind of statement rather than the second, safe in the knowledge that the reader can make the necessary translation in their head. However, we emphasize that all our formal definitions and theorem statements will be given in the second, precise form.

3.2 A unified protocol execution model

Our modeling of AKE and ACCE protocols follows the so-called BR-model which originates in the seminal work by Bellare and Rogaway [BR94], and includes a number of extensions and follow-up work [BR95, BM97, BPR00, CK01]. A protocol in the BR-model is formally just an algorithm. However, it is more useful to think of what this algorithm represents: a collection of principals interacting across an insecure network. Each principal sends and receives messages over the network by constructing and processing messages
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accord, that messages are transmitted according to some rule specific to the protocol being modeled. On the other hand, details of how the network routes and delivers these messages are abstracted away. Instead, the adversary is assumed to be in full control of the network, being able to decide exactly where and when messages are delivered to the principals. In particular, this means that the adversary can also choose to alter the messages, reorder them, drop them, or even inject messages of its own. Generally, whatever gets delivered to the principals happens at the behest of the adversary.

Principals hold both long-term and short-term keys (the latter usually called session keys), and the adversary will also be given the ability to obtain both of these types of keys at will. This models the fact that, in the real-world, keys which are supposed to be kept secret can nevertheless get lost for a large number of reasons. We return to this in Section 3.2.3.

The following subsections describe our variant of the BR-model in detail. Since AKE and ACCE protocols are mostly the same in terms of modeling, we use a unified protocol model that covers everything that is common to both. Material specific to AKE and ACCE protocols is covered in Section 3.3 and Section 3.4, respectively. Essentially, their main difference lies in the winning conditions of their respective security games.

3.2.1 Protocol participants

A protocol is carried out by a set of principals or parties \( U \in P \), each taking on a distinct role within the protocol run. In two-party protocols there is an initiator role and a responder role, and in three-party protocols there is also an additional role called the server. We consider only protocols where each party implements only one of the predefined roles in the protocol. That is, the set of party identities \( P \) is partitioned into three disjoint sets \( I, R, \) and \( S \) consisting of the initiators, responders, and servers, respectively. Of course, in two-party protocols there are no servers, so we have \( S = \emptyset \). As a convention, we will use \( A \) to denote a party having the initiator role, \( B \) to denote a party having the responder role, \( S \) to denote a party having the server role, and \( U, V, W \) to denote parties that could have any role.

Protocol roles serve as symmetry-breaking devices, requiring that each participant in the protocol be discernible from the others. Of course, in real-world protocols there might be no explicit variable that records a user’s role. Instead, a participant’s role may be implicitly present in the structure and message flow of the protocol itself, such as the naming of the protocol messages or the order in which different messages are delivered and processed. Indeed, the names “initiator” and “responder” reflect the intuitive idea that one party is expected to initiate the protocol, while the other is supposed to wait for some initial
incoming message before responding.

Conversely, there are protocols in which there are no fundamental differences in the actions being performed by the different protocol participants. For instance, in role-symmetric protocols (see [Cre09, Cre11a]) the messages are identically distributed, so up to their order, there is no discernible difference between the messages in the protocol. Examples of such protocols are MQV [Law+03] and HMQV [Kra05b]. Here, two initiators can establish a common key with each other. In fact, the two initiators might even belong to the same party. For role-symmetric protocols, care needs to be taken so that they are not vulnerable to so-called reflection attacks [Cre11b] where an attacker replays a sender’s messages back to itself. On the other hand, we point out that whether a reflection attack should actually be considered problematic or not, might depend on the protocol’s authentication goals; see Section 3.5 for further discussion on authentication.

Finally, we remark that our model could easily be generalized to protocols that consist of \(N\) distinct roles instead of just two or three. However, for the purposes of this thesis, three distinct roles are enough. Similarly, many formal models also allow parties to take on different roles in different runs of the protocol (see e.g., [Jag+12]). That is, party \(U\) could in one run of the protocol take the role of an initiator, while in another take on the role of a responder (or a server). For simplicity and clarity of presentation we assume that a party only implements one role.

### 3.2.2 Long-term keys

Every party holds at least one long-term key. Our model includes both asymmetric private/public key-pairs as well as a symmetric pre-shared keys (PSKs). In principle, we could allow arbitrary configurations of long-term keys, where each party could hold multiple asymmetric keys and share multiple PSKs with arbitrary subsets of \(\mathcal{P}\). However, we are going to restrict our attention to the following three specific classes of protocols in terms of their configurations of long-term keys.

1. Two-party protocols exclusively based on public-keys. In this case, every party \(U\) gets a single asymmetric private/public key-pair \((sk_U, pk_U)\).

2. Two-party protocols exclusively based on PSKs. In this case, every pair of initiator/responder \((A, B)\) shares a single symmetric long-term key \(K_{AB}\).

3. Three-party protocols, where the long-term keys are configured as follows:
   - each initiator \(A \in \mathcal{I}\) has one private/public key-pair \((sk_A, pk_A)\);
• each responder $B \in \mathcal{R}$ has one PSK for every server $S \in \mathcal{S}$, denoted $K_{BS}$;
• each server $S \in \mathcal{S}$ has one private/public key-pair $(sk_S, pk_S)$ and one PSK $K_{BS}$ for every responder $B \in \mathcal{R}$.

The choice of focusing only on the above three classes of protocols is not arbitrary. Rather, they model in a somewhat simplified manner the way long-term keys are used in, respectively, EAP-TLS, IEEE 802.11, and EAP. Specifically, Item 3 captures the setting of EAP where the EAP method that is run between the client and the server is based on public-keys, and the key-transport protocol between the server and the authenticator (normally RADIUS) is based on PSKs. It would be possible to also handle EAP methods that use PSKs or even a mix of both, but for ease of presentation we limit ourselves to the asymmetric case only.

Finally, when asymmetric long-term keys are used, then all users are given an authentic copy of every public key in the system. This is a standard assumption used in most key exchange models, but it is nevertheless a big assumption. It glosses over the big challenges faced with constructing and maintaining a public key infrastructure (PKI) needed for users to obtain authentic public keys. The alternative is to explicitly include PKIs into the formal models, which has been done in a handful of related papers [Bol+07, FW09, Boy+13]. This generally leads to more realistic modeling at the cost of making an already complex model even more complex. For the sake of keeping our model manageable we have chosen to omit any considerations of PKIs in this thesis and do not model any aspects relating to the actions and functioning of certificate authorities (CAs). In particular, this means that we do not consider attacks where the adversary can register its own public key(s) as authentic, or pass off somebody else’s public key as its own; nor do we model attacks where the adversary registers invalid keys, which can have devastating effects on some protocols (see [MU06]). In short, in our model all long-term keys are honestly generated and authentically distributed at the beginning of the security game.

### 3.2.3 Protocol syntax

A protocol is a tuple $\Pi = (\mathit{KG}, \mathit{NextMsg}, \kappa)$, where $\mathit{KG}$ is a key generation algorithm, $\mathit{NextMsg}$ is an algorithm that specifies how honest parties process and construct protocol messages, and $\kappa \in \mathbb{N}$ is a session key length. Algorithm $\mathit{KG}$ either takes no input, in which case it produces a long-term asymmetric key-pair $(sk, pk)$ consisting of a private key $sk$ and a public key $pk$; or it takes as input the string “PSK”, in which case it produces a long-term symmetric key $K$. Each party $U \in \mathcal{P}$ can take part in multiple executions of the protocol—
called sessions\textsuperscript{1}—both concurrently and sequentially. We use an administrative label $\pi^i_U$ to refer to the $i$th session at user $U$. Sometimes we simplify $\pi^i_U$ to $\pi$.

Associated to each session $\pi^i_U$, there is a collection of variables that embodies the local state of $\pi^i_U$ during the run of the protocol. The type of variables that make up a session’s state are in general highly protocol dependent, but in our model the following variables are always assumed to be present.

- **peers** – an unordered list of party identities $V \in \mathcal{P}$ representing the principals that $\pi^i_U$ believes take part in this protocol run (including $U$ itself),
- $\vec{\alpha} = (\alpha_1, \ldots, \alpha_n)$ – a vector of acceptance states $\alpha_i \in \{\text{running, accepted, rejected}\}$,
- $k \in \{0, 1\}^* \cup \{\perp\}$ – the symmetric session key derived by $\pi^i_U$,
- $\tau \in \{0, 1\}^*$ – the local transcript of $\pi^i_U$, consisting of all the messages it has sent and received,
- $st \in \{0, 1\}^*$ – any additional auxiliary state that might be needed by the protocol.

We use the notation “$\pi^i_U.x$” to refer to some variable $x$ of session $\pi^i_U$. For instance, $\pi^i_U.k$ denotes the session key of $\pi^i_U$, while $\pi^i_U.peers$ denotes its list of peers.

In addition to the variables above, a session also has access to the long-term keys of the party to which it belongs, as well as the public keys of the other parties in the system. Specifically, to $\pi^i_U$ we also associate the following variables:

- $sk_U, pk_U$ – the long-term private/public key of party $U$,
- $\text{PubKey}[\cdot]$ – a list of public keys indexed by their owner’s identity $V \in \mathcal{P}$,
- $\text{PSK}[\cdot]$ – a list of the PSKs that $U$ shares with other parties, indexed by their identities $V \in \mathcal{P}$.

Of course, if we consider two-party protocols based on PSKs, then the variables $sk_U, pk_U$ and $\text{PubKey}$ are not needed. Likewise, for two-party protocols based on public keys, or for initiators in three-party protocols, then the variable PSK will be superfluous. In general, depending on the type of protocol under consideration, some of the long-term key variables may not be needed. By convention, unnecessary variables are set to $\perp$.

\textsuperscript{1}What we call a session is also often called an instance in the literature.
Remark 3.1. Bellare, Pointcheval, and Rogaway [BPR00, Remark 2] points out the difference between accepting and terminating. When a session terminates, then it does not send any further messages in the protocol. On the other hand, a session might be able to accept—meaning that from this point on we expect some security property to hold—even if more messages will be exchanged subsequently.

We use a vector \( \vec{\alpha} \) of acceptance states to model protocols \( \Pi \) that are built out of sub-protocols \( \Pi_i \) run sequentially after each other. This is somewhat similar to the multi-stage model of Fischlin and Günther [FG14] where there is a separate accept state for each individual stage. However, we use sub-protocols purely to make our expositions in constructions and proofs easier. We do not define any security goals in terms of a protocol’s sub-protocols, and a protocol is not required to have a logical sub-protocol structure.

Each entry of \( \vec{\alpha} \) signifies whether the session believes that sub-protocol \( \Pi_i \) has operated correctly (accepted), something has gone wrong (rejected), or that the session hasn’t come to a decision yet (running). Since we only consider sub-protocols run sequentially, we demand the following semantics from the variables \( \vec{\alpha} = (\alpha_1, \ldots, \alpha_n) \) and \( k \):

\[
\alpha_i = \text{accepted} \implies \alpha_{i-1} = \text{accepted}, \quad (3.1)
\]
\[
\alpha_i = \text{rejected} \implies \alpha_{i+1} = \text{rejected}, \quad (3.2)
\]
\[
\alpha_n = \text{accepted} \implies k \neq \bot. \quad (3.3)
\]

In other words: a session can only accept in sub-protocol \( \Pi_i \) if it has already accepted in all prior sub-protocols; if it rejects in a sub-protocol \( \Pi_i \), then this cascades to all subsequent sub-protocols; and finally, if a session accepts in the final sub-protocol \( \Pi_n \), then it must have set its session key \( k \). Moreover, we demand that the session key only be set once.

In our formal security experiments, the accepted state will be used as a reference point from which security properties are expected to hold for a session. Let \( \alpha_F \) be the final acceptance state of \( \vec{\alpha} \). As a convention we always use \( \alpha_F \) to refer to the acceptance state of the full protocol \( \Pi \) (considered as a composition of \( n-1 \) sub-protocols). A session is said to have accepted, rejected or still be running in the full protocol based on the value of \( \alpha_F \). Thus, ignoring all the other states in \( \vec{\alpha} \), the single acceptance state used in most other security models corresponds to \( \alpha_F \) in ours.

Finally, note that the acceptance states are not intended to be secret, but will be explicitly given to the adversary.
3.2.4 Protocol correctness

Protocols are required to satisfy the following correctness requirement in the absence of any adversary. If an initiator session $\pi_A^i$, a responder session $\pi_B^j$—and possibly a server session $\pi_S^k$ (if in the three-party setting)—run the protocol between them according to its specification, then we require that: (1) all sessions end up accepting, (2) all sessions have their $\text{peers}$ variable set to the unordered list $\{A, B, [S]\}$, and (3) $\pi_A^i$ and $\pi_B^j$ derive the same session key $\pi_A^i.k = \pi_B^j.k$.

Although correctness can be further formalized in various ways, we hope that its intuitive meaning should be sufficiently clear as to obviate this need.

Note that we have only demanded that the initiator and the responder derive the same key. What about the server’s key in the case of three-party protocols? The purpose of the server is to help the initiator and the responder establish a common key, but this does not imply that the server will necessarily derive a session key itself. Of course, there are protocols in which the server will be in possession of the session key—in fact, the server might be the one that chooses and distributes it!—but this is not always the case. Thus, in general it does not make sense to ask for correctness with respect to the server’s key.

In order to maintain consistency with the requirement of Equation (3.3), we establish by convention that the session key variable $k$ of all server sessions $\pi_S^i$ is always set to the all-zero string $0^\kappa$. Note that this is pure formalism: for protocols where the server does, in fact, derive the same session key as the initiator and responder, this value will simply be stored in the auxiliary state variable $\pi_S^i.st$ rather than the variable $\pi_S^i.k$.

3.2.5 Security experiment

As mentioned at the beginning of this section, security will be defined in terms of a formal experiment run between an adversary and a challenger. Technically, for each of the security properties we want to define—2P-AKE, 3P-AKE, and (2P-)ACCE—there will be a corresponding security experiment. However, since all these experiments are very similar in nature, we use a common experiment template, shown in Figure 3.1, that captures all of them. Experiment $\text{Exp}_{\Pi, \mathcal{Q}}(\mathcal{A})$ is parameterized by a protocol $\Pi$, a query set $\mathcal{Q}$, and an adversary $\mathcal{A}$. The query set $\mathcal{Q}$ is a collection of the permissible queries that $\mathcal{A}$ can make during the experiment. Each query represents a function or algorithm implemented by the experiment.

\footnote{For example, with an adequate definition of a benign adversary [BR95], one can easily formalize correctness using the game framework used in this thesis. Alternatively, correctness could be defined directly in terms of a protocol’s message sequence diagram (see also the discussion on matching conversations in Section 3.2.6).}
Experiment $\text{Exp}_{\Pi, Q}(\mathcal{A})$ begins with a set-up phase, where all the long-term keys in the system are being generated. Recall from Section 3.2.2 that we are considering three types of protocols in this thesis: two-party protocols based on public keys, two-party protocols based on PSKs, and three-party protocols that combine both public keys and PSKs. The set-up phase in Figure 3.1 reflects these three scenarios.

Following the creation of the long-term keys the adversary $\mathcal{A}$ is run, being given as input a list $\text{pubkeys}$ containing all the public keys in the system (if any). In this phase the adversary gets to interact with the experiment using the queries contained in the query set $Q$. The query sets used to define AKE and ACCE security will be different, but they will contain a common base query set $Q_{\text{base}}$ consisting of the queries $\text{NewSession}$, $\text{Send}$, $\text{Reveal}$ and $\text{Corrupt}$.

A $\text{NewSession}$ query allows the adversary to create a new session at a given party. A $\text{Send}$ query allows the adversary to interact with the sessions by sending (arbitrary) messages to them. This will yield a response based on the $\text{NextMsg}$ algorithm of protocol $\Pi$. A $\text{Reveal}$ query allows the adversary to learn the session key of a given session. This models the fact that in the real world, the adversary might know some of the session keys in the system for a number of reasons, e.g. because of break-ins, cryptanalysis, leakage due to application usage, or misconfigurations. Although the loss of a session key will certainly compromise the security for that particular session, one hopes that it will not impact the security of other sessions, using different session keys. Finally, a
Corrupt query allows the adversary to obtain a long-term secret key of a given party. This query models the fact that in the real world some of the secret long-term keys might become known to the adversary, for example by break-ins, subversions, or mishandling of credentials. The loss of a long-term secret key can potentially be even more devastating than losing a single session key, since now it might have ramifications for all the sessions of a given party, as well as all the sessions wanting to communicate with that party. Nevertheless, many protocols can mitigate the damage caused by leaking long-term keys. For example if a protocol has forward secrecy [MvV96, p. 496] then the loss of a long-term key should not affect the security of already established session keys. Similarly, if a protocol has resistance to key compromise impersonation (KCI) attacks [JV96, BM97], then the loss of an asymmetric long-term private key $sk_U$ will not enable an attacker to impersonate other parties towards the holder of $sk_U$. We now give precise definitions of the queries contained in $Q_{base}$.

- **NewSession**$(U, [V, W])$: This query creates a new session $\pi_U^i$ at party $U$. It takes one mandatory input $U$, namely the party where the session is created, and two optional inputs $V$ and $W$, representing the intended peers of $U$. It is required that $U$, $V$ and $W$ all have different roles.

  The variables associated to $\pi_U^i$ are initialized as follows: $\pi_U^i$.peers = $\{U, [V, W]\}$, $\pi_U^i.\vec{\alpha} = (\text{running}, \ldots, \text{running})$, $\pi_U^i.k = \bot$, $\pi_U^i.\tau = \bot$, and $\pi_U^i.st$ is set to whatever is needed by protocol $\Pi$. Additionally, depending on the type of protocol, the long-term key variables $sk$, $pk$, peers, PubKey and PSK are initialized accordingly, based on the long-term keys in the system.

  Finally, if $U \in I$, then $\pi_U^i$ also produces its first message $m^*$ according to the message creation algorithm NextMsg of protocol $\Pi$. In this case $m^*$ gets added to $\pi_U^i.\tau$. The administrative label $\pi_U^i.\tau$, the message $m^*$, and $\pi_U^i$’s accept state $\pi_U^i.\vec{\alpha}$ are all returned to $A$.

- **Send**$(\pi_U^i, m)$: This query sends a message $m$ to session $\pi_U^i$. The session computes a response message $m^*$ according to the specification of protocol $\Pi$. This also updates $\pi_U^i$’s current internal state. Both $m^*$ and $\pi_U^i.\vec{\alpha}$ are returned to $A$.

- **Reveal**$(\pi_U^i)$: This query returns the session key $\pi_U^i.k$ of $\pi_U^i$. From this point on, $\pi_U^i$ is said to be revealed.

- **Corrupt**$(U, [V])$: Depending on the second input parameter, this query returns a certain long-term key of party $U$.
  - **Corrupt**$(U)$: If $U$ has an associated private-public key-pair $(sk_U, pk_U)$, return the private key $sk_U$. 

– \texttt{Corrupt}(U, V): If \(U\) and \(V\) share a symmetric long-term key \(K_{UV}\), return \(K_{UV}\).

The long-term key returned from this query is said to be \textit{exposed} and the owner(s) of the key, \textit{corrupted}.

Since the inputs \(V, W\) to the \texttt{NewSession} query are optional, we are working in the \textit{post-specified peer model} [CK02]. This means that a session might not know its peers at the beginning of the protocol, but will instead learn this as the protocol progresses.

Note that a \texttt{Corrupt} query returns a party’s long-term key and nothing else. Particularly, the adversary does not take control of all the sessions at this party, nor learn their internal state (except for the leaked long-term key). This is in contrast to some protocol models [CK01, CK02], where corruption means to take full control of a party and all its sessions. We emphasize that in our model, sessions created by the \texttt{NewSession} query \textit{always} behave honestly (i.e., according to the protocol specification), using whatever internal state they have. The adversary can learn some of this state using \texttt{Reveal} and \texttt{Corrupt} queries, but it never gets to directly control the sessions’ actions. On the other hand, with the knowledge of a party’s long-term key, the adversary can of course simulate a run of a session at this party. However, this “dishonest session” does not have a material representation in experiment \(\text{Exp}_{\Pi, Q}(A)\) in the form of an administrative session label \(\pi\).

Ultimately, the adversary will halt in experiment \(\text{Exp}_{\Pi, Q}(A)\) with some (possibly empty) output \textit{out}, which also ends the experiment. Note that experiment \(\text{Exp}_{\Pi, Q}(A)\) does not in itself produce any output, nor define any winning condition for \(A\). Rather, it provides a single experiment on which we can define many different winning conditions. Sections 3.3 through 3.5 define the concrete winning conditions used to formalize the security goals of 2P/3P-AKE, ACCE, and explicit entity authentication, respectively. For some security properties, the output \textit{out} produced by \(A\) will be used to define the winning condition of the security game.

### 3.2.6 Freshness predicates and partnering

Experiment \(\text{Exp}_{\Pi, Q}(A)\) puts no restrictions on the adversary’s usage of the queries in \(Q\). Specifically, the adversary can ask for any session key it wants using the \texttt{Reveal} query, and any long-term key using the \texttt{Corrupt} query. It follows that any meaningful winning condition needs to take into account the possibility of trivial attacks enabled by the adversary’s unfettered access to
Reveal and Corrupt queries. An attacker should not be given credit for trivial attacks.

To precisely define what constitutes a trivial attack, we use the concept of a freshness predicate. A session will be considered a legitimate target in the security game if and only if it satisfies the prescribed freshness predicate. In fact, we will define several freshness predicates that encode different security properties. More specifically, the combination of a query set $Q$, a freshness predicate $F$, and a winning condition $W$, is called a security model (following [CF12]). Although we don’t do so here (see [CF12, FC14]), the different freshness predicates make it possible to formalize an ordering on the security models in terms of their “strength”. Generally, a security model $M$ is “stronger” than model $M'$ if any protocol secure in model $M$ is also secure in protocol $M'$. Provided their query sets and winning conditions are the same, the relative strength of two security models comes down to the permissiveness of their freshness predicates.

A key tool for defining freshness is the concept of partnering (also called matching). Suppose two sessions $\pi$ and $\pi'$ share the same session key $k$. If an adversary $A$ reveals $\pi$, meaning that $A$ obtains $\pi$’s session key $k$, then $A$ can also trivially attack $\pi'$. But if $\pi$ and $\pi'$ were supposed to obtain the same key $k$, then it doesn’t seem fair that $A$ should get any credit for this attack. Partnering aims to capture exactly this: two sessions that ought to have the same session key are called partners, and revealing one of them will automatically make its partner unfresh as well. We hasten to add that partnering can serve purposes other than this, something which will be discussed further in Section 3.3, but the main idea is to match sessions having the same key.

Although the concept of partnering is pervasive in cryptographic security models, nailing down exactly what partnering is can be surprisingly difficult. Below we discuss some of the common approaches that have been taken in the literature.

Matching conversations. In their original key exchange model, Bellare and Rogaway [BR94] defined partners using matching conversations. For two-party protocols (which was the topic of [BR94]), two sessions are said to have matching conversations if all the messages sent and received by one session match the messages received and sent by the other (save possibly for the last message, which might not have been delivered). For three-party protocols, or more generally, $N$-party protocols, defining matching conversations is less straightforward but can still be done (basically by appealing to the protocol’s message sequence diagram). Notice that matching conversations are consistent with a protocol run in which all messages are being faithfully transmitted, so by protocol correctness, partners based on matching conversations do indeed have the same key.
Partner functions. Matching conversations do have a downside in that they focus on an inherently syntactical part of a protocol which ultimately may be irrelevant to its security. This can be illustrated by the following “folklore” example. Suppose a protocol $\Pi$ has been proven secure using matching conversations as the mechanism for partnering. From $\Pi$ create a new protocol $\Pi^0$ by adding a zero bit to the end of every message of $\Pi$. On receiving a message in $\Pi^0$, a session will ignore the last bit and otherwise proceed as in protocol $\Pi$. Intuitively, protocol $\Pi^0$ should be no less secure than $\Pi$. However, when matching conversations are used to define partnering, an adversary can simply flip the zero bit to cause two sessions to no longer be partners. Since protocol $\Pi$ and $\Pi^0$ otherwise proceed identically, the unpartnered sessions will still end up with the same session key and can now be legitimately attacked by the adversary.

Partly due to this undesirable property of matching conversations, in their next key exchange model, Bellare and Rogaway [BR95] instead defined partnering using the notion of a partner function. The idea behind a partner function is to look at the global transcript of all the messages sent and received in the security experiment, and use this to determine a session’s partner. This solves the problem of matching conversations since a partner function can ignore the parts of a protocol’s transcript that are irrelevant for security. However, this begs the question of what parts actually are relevant for security. It is not immediately obvious how one should recognize this. Indeed, the partner function Bellare and Rogaway [BR95] themselves constructed in order to analyze their 3PKD protocol, turned out to be flawed for the purpose of proving security as shown by Choo et al. [Cho+05, CH05]. More generally, the connection between partner functions and our intuitive understanding of partnering seems less clear than for matching conversations. Similar remarks have also been made by Rogaway [Rog04, §6].

SIDs. Bellare, Pointcheval, and Rogaway (BPR) [BPR00] presented yet another way of doing partnering by introducing explicit session identifiers (SIDs). Here, each session is equipped with an additional string called its SID, and for two sessions to be partners it is necessary that their SIDs are the same. Although simple at first sight, the exact usage and interpretation of SIDs as a partnering mechanism is not fully consistent in the literature. First there is the question of how the SID should be constructed. In BPR’s original formulation, the SID is constructed locally by the sessions themselves during the run of the protocol, whereas in [CK01, CK02] the SID is assumed to be handed to the sessions from some unspecified outside process (which could even be the adversary).

Second, what should the SID contain? At the definitional level this is usually
left unspecified, but when doing a concrete analysis of a protocol, the SID is often taken to be the concatenation of a session’s sent and received messages. This was suggested by BPR [BPR00] and mirrors partnering based on matching conversations. However, the SID can also be computed as an arbitrary function of the sent and received messages [AFP05], thus more closely resembling partner functions.

Finally, the exact relationship between the SID and the session key is not always formulated identically in different models. For instance, in BPR’s [BPR00] definition no explicit relationship between the SID and the session key is required apart from the fact that partners must have both the same SID and the same session key. This is in contrast to most of the models following it, where having equal keys is not taken as a requirement for two sessions to be partners. Instead, the implication “partners ⇒ equal keys” is included as a security goal on its own (see, e.g., [CK01, CK02, LLM07, CF12]). This idea has been further distilled in the notion of “Match security” introduced by Brzuska et al. [Brz+11]. Here, several implications of the form “equal SID ⇒ ...” are collected into a single Match predicate, and this predicate is then required to hold throughout the security experiment. Note that Match security mostly functions as a sanity check on the chosen SID, rather than being an interesting security goal on its own. When basing partnering on SIDs, it has now become common practice to split the security definition into two separate goals: one being Match security and another being the actual security property of interest; see e.g., [Brz+11, Brz+13a, FG14, Dow+15].

**Key-partnering.** Of the partnering mechanisms we have discussed so far it is matching conversations and SIDs which have seen the widest adoption in the literature; a small sample being [BR94, BM97, Kra05b, LM06, MU08, CF12, Jag+12, Ber+14, CCG16] (matching conversations) and [BPR00, CK01, CK02, JKL04, AFP05, RS09, Brz+11, Brz+13a, Brz+13b, KPW13b, FG14, Dow+15] (SIDs). Partner functions on the other hand, have to the best of our knowledge only been used in two independent analyses [BR95, SR96]. However, coming back to the central idea of partnering—two sessions holding the same key—why are these mechanisms even necessary? Stated differently: why not simply define partnering directly in terms of which sessions hold the same key? This approach, which we dub key-partnering here, has in fact been suggested by Kobara et al. [KSS09] and by George and Rackoff [GR13].

Despite this fact, partnering today is almost exclusively based on either matching conversations or SIDs. We suggest several possible reasons for this. One might be historical. When Bellare and Rogaway [BR94] presented their original model it was primarily in the context of entity authentication. Since matching conversations is a natural way of formulating the goal of entity au-
thentication (at least in hindsight!), and since the models for entity authentication and key exchange are almost the same, it might have made sense to re-use matching conversations as a mechanism for partnering. But as noted by Bellare and Rogaway [BR95], the goals of entity authentication and key distribution are very different and it is quite possible to consider one without the other. Hence, there is no reason a priori why a mechanism for defining entity authentication (matching conversations) needs to be tied up with a definition of partnering in key exchange. On the other hand, if both entity authentication and key exchange are wanted properties, then a single mechanism might be more convenient (see Section 3.5).

Public partnering. A more technical reason for the lack of key-partnering might be the issue of public partnering. Basically, a partnering mechanism is said to be public if the adversary can always tell, based on the messages exchanged in the protocol, what the partner of a session is. In other words, public partnering implies that the partnering mechanism must be some function of the public messages sent and received in the security experiment. For matching conversations and partner functions this is true by definition (a point emphasized by [BR95]), whereas for SID-based partnering this does not necessarily have to be the case. Specifically, in [BPR00] the definition of partnering depends both on the session SID and the keys. Although the SID is explicitly handed to the adversary and in that sense can be thought of as being public, as we remarked above, there was no implication that equal SIDs imply equal session keys. Thus, partnering in [BPR00] is not technically speaking public. However, as we also noted, most SID-based models following [BPR00] removed the requirement of equal session keys from the partnering definition itself, allowing the partnering decision to be based purely on public data.

So why is public partnering a desirable feature? The problem with partnering based on private data has to do with simulatability in security reductions. When proving the security of some protocol $\Pi$, one reduces the task of breaking $\Pi$ to the problem of breaking one of its building blocks, or to solving some hard mathematical problem. Specifically, from some hypothetical adversary $A$ that breaks protocol $\Pi$, one constructs an algorithm $B$ that breaks one of the underlying building blocks or hardness assumptions. However, in order for $B$ to be able to capitalize on $A$’s ability to break protocol $\Pi$, it needs to properly simulate experiment $\text{Exp}_{\Pi\mathcal{Q}}(A)$. In particular, $B$ needs to give consistent answers to $A$’s $\text{Reveal}$ queries. This might require that $B$ is able to determine which sessions are partners. If protocol $\Pi$ is only made up out of cryptographic primitives like encryption schemes and signature schemes, then this step is mostly straightforward. However, if one of the building blocks of $\Pi$ is actually a protocol in itself, then this can become much more difficult. In fact, Brzuska et
al. [Brz+11] showed that a weak form of public partnering is actually necessary in order to establish a certain compositional result. Particularly, they proved the “folklore” result that a secure key exchange protocol can safely be composed with a protocol that uses the established session keys—assuming that the key exchange protocol provides public partnering. Conversely, they also showed that if two such protocols could be securely composed, then this must also imply a weak form of public partnering.

In contrast, key-partnering is inherently based on private data (the session keys!). While Kobara et al. [KSS09] make no mention of this point, George and Rackoff [GR13] include an oracle that allows the adversary to check whether two sessions have the same key. In this way they explicitly incorporate public partnering into their model.

Our choice of partner mechanism. Given all of the above, we have elected to use partner functions as the partner mechanism in this thesis. On the whole, we find partner functions to be the most conducive for the kind of modular security results we seek to establish. Also, partner functions seem an elegant way of doing partnering for three-party protocols. While matching conversations can be generalized beyond two-party protocols, the issue of making a secure protocol insecure by adding an independent bit to it remains. As for SIDs, when modeling EAP we are in the peculiar situation that the sessions that we want to partner, namely the client and authenticator sessions, don’t actually have any messages in common! Since equal SIDs should imply equal session keys, we are essentially forced to pick the session keys as the SID—basically leaving us with key-partnering. However, as pointed out when discussing key-partnering, there is no guarantee that key-partnering necessarily provides public partnering. This is an important property to have, especially when analyzing the composition of several protocols as we do in this thesis. Of course, one could follow the approach of George and Rackoff [GR13] and assume that a partnering oracle is present. But since none of the protocols that we want to compose in thesis (TLS, IKEv2, SSH, etc.) have been proven secure in this manner, this would essentially require us to redo the analysis of these protocols in this new setting. Since a major goal of this thesis is to be able to re-use existing analyses of these protocols in a modular way, we have chosen not to take this approach.

The remainder of this section is devoted to formally defining partner functions. However, before we can do so we need some language to talk about the protocol messages being exchanged in the security experiment.

Transcripts. Consider a run of experiment $\text{Exp}_{\Pi,Q}(A)$. The transcript of this execution is the ordered sequence $T$ consisting of all the $\text{Send}$ and $\text{NewSession}$ queries made by the adversary $A$, together with their corresponding responses.
We tacitly assume that $A$ only makes `Send` queries to sessions that it previously created with a `NewSession` query, since sending messages to a non-existing session is meaningless. Thus, a transcript records all the public messages exchanged between the existing sessions in the experiment run.

**Example 3.2.** A typical transcript $T$ might look something like the following. Below we have used different colors to indicate different messages, and we have simplified the sessions’ acceptance state variable $\alpha$ to only consist of a single value $\alpha$.

\[
\langle \text{NewSession}(A, B), \pi^1_A, m, \text{running} \rangle,
\langle \text{NewSession}(B, A), \pi^1_B, \bot, \text{running} \rangle,
\langle \text{Send}(\pi^1_B, m), m, \text{running} \rangle,
\langle \text{Send}(\pi^1_A, m), m, \text{accepted} \rangle,
\langle \text{Send}(\pi^1_B, m^*), \bot, \text{rejected} \rangle,
\langle \text{NewSession}(A, C), \pi^2_A, m, \text{running} \rangle,
\cdots,
\langle \text{Send}(\pi^2_D, m), \bot, \text{accepted} \rangle
\]

In this example, $A$ first creates an initiator session $\pi^1_A$ and a responder session $\pi^1_B$. It then forwards $\pi^1_A$’s initial message $m$ to $\pi^1_B$, which responds with its own message $m$. This is shown in the first `Send` query. Next, $A$ forwards $\pi^1_B$’s message $m$ to $\pi^2_A$ which responds with its own message $m$ and accepts (second `Send` query). However, $A$ now sends a forged message $m^*$ to $\pi^1_B$ which leads it to reject (third `Send` query). The rest of the transcript can be explained in a similar manner.

Note that a transcript does not include any of $A$’s `Test`, `Reveal`, or `Corrupt` queries. So for the example given above, $A$ could have made a number of `Reveal` and `Corrupt` queries (as well as a `Test` query) in between the `NewSession` and `Send` queries recorded on $T$.

We now define some useful notation for working with transcripts. A transcript $T$ is a prefix of another transcript $T'$, written $T \subseteq T'$, if the first $|T|$ entries of $T'$ are identical to $T$. A transcript $T$ is said to contain a session $\pi$ if there is a `NewSession` query on $T$ that created $\pi$. Let $S$ be a set of sessions and let $T$ be an arbitrary transcript. The restriction of $T$ to $S$, written $T\mid_S$, is the transcript one gets from $T$ by removing all queries that do not pertain to the sessions in $S$. That is, $T\mid_S$ consists only of the `NewSession` queries in $T$ that created the sessions in $S$, as well as the `Send` queries directed to these sessions. Note that $T\mid_S$ is not necessarily a prefix of $T$ because the `Send` and `NewSession`
queries of $T|_S$ could have been arbitrarily interspersed with all the other Send and NewSession queries of $T$.

**Partner functions – formal definition.** Given the language of transcripts we can now precisely define partner functions and partnering. We give the formal definitions first, then make several comments.

**Definition 3.3 (Partner functions).** A **partner function** is a function $f: (T, \pi) \mapsto \pi'/\perp$ that takes as input a transcript $T$ and a session $\pi$ contained in $T$, and then outputs a session $\pi'$ in $T$ or $\perp$. A partner function is **symmetric** if $f(T, \pi) = \pi'$ implies that $f(T, \pi') = \pi$ for all transcripts $T$. A partner function is **monotone** if $f(T, \pi) = \pi'$ implies that $f(T', \pi) = \pi'$ for all $T \subseteq T'$. Instead of $f(T, \pi) = \pi'$ we will more commonly write $f_T(\pi) = \pi'$.

**Definition 3.4 (Partnering).** Let $T$ be a transcript and $f$ be a partner function. If $f_T(\pi) = \pi'$ then $\pi'$ is said to be the **partner** of $\pi$. If $f_T(\pi) = \pi'$ and $f_T(\pi') = \pi$ then $\pi$ and $\pi'$ are **partners**.

In other words, a partner function assigns every session created in experiment $\text{Exp}_{\Pi, Q}(A)$ to its partner (if it has one) or to $\perp$ (if it doesn’t). Technically speaking, a partner function also depends on the parties in the system and the roles they have, so a partner function should additionally have taken the sets $I$, $R$, and $S$ as input. However, since these sets could easily have been provided to the partner function in some other way, say by writing them as the first entries of the transcript $T$, we assume that the configuration of $I$, $R$, and $S$ is encoded into the partner function itself.

Except for notational differences, our definition of partner functions mostly mirrors that of Bellare and Rogaway [BR95]. However, unlike Bellare and Rogaway, we will always demand that our partner functions are symmetric and monotone. Both properties are fairly natural to expect from a partnering mechanism. Symmetry says that if $\pi'$ is a partner of $\pi$, then $\pi$ is also the partner of $\pi'$; while a partner function is monotone if once $\pi$ and $\pi'$ becomes partners, then they remain so forever. Partnering based on matching conversations, SIDs, or key-partnering are usually both symmetric and monotone\(^3\). Moreover, Bellare

---

\(^3\)Partnering can fail to be monotone if a requirement of uniqueness is baked into the definition. For instance, if partnering was defined as "$\pi$ and $\pi'$ are partners if and only if they are the only two sessions having the same SID", then they would cease to be partners if a third session were to compute the same SID. The original SID-based partner definition of Bellare, Pointcheval, and Rogaway [BPR00], as well as the key-partnering definition of Kobara, Shin, and Streefkerk [KSS09], were of this form. However, most other models today are monotone. The issue of three sessions computing the same SID is instead formulated as a security goal of its own.
and Rogaway [BR95, Thm 5] even state (although without proof) that a protocol proven secure with a general partner function can also be proven secure with a symmetric and monotone partner function. At any rate, we find it easier to simply demand these properties at the definitional level. Since we are always going to demand that our partner functions are symmetric and monotone, we drop these adjectives from now on and talk only about “partner functions”.

Because of its generality, the partner function definition technically admits some rather non-intuitive functions. For instance, the trivial partner function which partners no sessions at all is a valid partner function. Clearly, no protocol can be secure with this partner function. So what does security based on partner functions actually mean? Essentially, security is a statement about the existence of some partner function for which no adversary can have a good advantage in breaking the protocol. Particularly, security means that there exists a partner function so that any attack on the protocol can be translated into an attack on its building blocks. However, when protocols are built out of sub-protocols, the meaning of security is more subtle since the security of the sub-protocols is itself expressed in terms of partner functions. The problem is that for any protocol there exists a partner function for which the protocol can trivially be broken (like the trivial partner function mentioned above). Thus, a statement of the form “an attack on protocol Π under partner function f implies an attack on its sub-protocol Π₁ for some partner function g” is meaningless. Instead, a meaningful reduction from a protocol to its sub-protocol needs to hold for every choice of g. Alternatively, it should hold for a particular choice of g, and then one shows that an attack on the sub-protocol under this g implies an attack on its building blocks. Note that security based on SIDs is also fundamentally a statement about the existence of some SID, although this point is seldom emphasized in papers that use SIDs for partnering.

Finally, we define a special class of partner functions, called local partner functions, which will be useful in one of our later analyses. Local partner functions capture the idea that deciding whether two sessions π and π′ are partners or not should only depend on π’s and π′’s local transcripts, i.e., the messages they sent and received. However, there is one issue with this approach: since partner functions are indeed functions, this notion could be ambiguous if two sessions at the same party have exactly the same local transcript τ. Thus, we only define local partnering for unique transcripts, where a transcript is said to be unique if no two sessions at the same party have the same local transcripts.

**Definition 3.5 (Local partnering).** A partner function is local if for all unique transcripts T, and for all sets S of sessions contained in T, we have

\[ f(T, \pi) = \pi' \iff f(T|_S, \pi) = \pi' \]

(3.5)
for all $\pi, \pi' \in S$.

Although we have presented local partner functions as being a special class of partner functions, they are in fact the norm. Both matching conversations and SIDs are local as partner mechanisms.

**Soundness of partner functions.** As already noted, the generality of the partner function definition allows for some nonsensical constructions. In fact, the definition does not even mandate that partners end up with the same key. Thus, following the Match security approach of Brzuska et al. [Brz+11], we define a *soundness* predicate $\text{Sound}$ which aims to capture those properties that we intuitively expect to hold for two partnered sessions.

Briefly, soundness demands that partners should: (1) end up with the same session key, (2) agree upon who they are talking to, (3) have compatible roles, and (4) be unique. Note that beyond having the same key, these requirements also express authentication goals in terms of the partner function. Since partner functions are indeed *functions*, the uniqueness requirement of (4) follows automatically. Hence, we can skip it in our formal definition.

**Definition 3.6 (Soundness security).** Let $f$ be a partner function. Consider a run of experiment $\text{Exp}_{\Pi, Q}(A)$. Predicate $\text{Sound}_f$ is true if and only if, for any two partnered sessions $\pi_U^i$ and $\pi_V^j$, all of the following requirements hold:

1. $\pi_U^i.\alpha_F = \pi_V^j.\alpha_F = \text{accepted} \implies \pi_U^i.k = \pi_V^j.k$,
2. $\pi_U^i.\alpha_F = \pi_V^j.\alpha_F = \text{accepted} \implies \pi_U^i.peers = \pi_V^j.peers = \{U, V, [W]\}$,
3. $(U \in I \land V \in R \land W \in S)$ or $(U \in R \land V \in I \land W \in S)$.

We let $\text{Exp}^{\text{Sound}}_{\Pi, Q}(A) \Rightarrow 1$ denote the event that $\text{Sound}_f = \text{false}$. The *soundness* advantage of an adversary $A$ against a protocol $\Pi$ under partner function $f$ is

$$\text{Adv}^\text{Sound}_{\Pi, f}(A) \overset{\text{def}}{=} \Pr[\text{Exp}^{\text{Sound}}_{\Pi, Q}(A) \Rightarrow 1].$$

(3.6)

If clear from context, we write $\text{Sound}$ instead of $\text{Sound}_f$. Note that Item 3 excludes role-symmetric protocols (recall Section 3.2.1), but it also encodes the fact that server sessions will not be considered partners to anyone. Formulated as a security game, soundness says that if two sessions become partners, then they will agree upon the same session key (say) except with some "small" error probability $\text{Adv}^\text{Sound}_{\Pi, f}(A)$. However, in order not to always having to condition on two partners having the same session key (or any of the other properties), we will in most of our proofs make the simplifying assumption that soundness is perfect, i.e., $\text{Adv}^\text{Sound}_{\Pi, f}(A) = 0$. This is a mild assumption;
partnering mechanisms such as matching conversations and SIDs usually always have this property provided the protocol employs a deterministic key derivation function.

3.3 2P-AKE protocols and 3P-AKE protocols

In this section we define our security model for AKE. In fact, we define three AKE models. One provides what we call full forward secrecy, one provides weak forward secrecy, and one provides no forward secrecy. Since most of the groundwork has already been done in the previous section, this section merely defines the AKE winning condition as well as providing a detailed discussion of the freshness predicates that make up the different AKE security models.

AKE syntax and security. The syntax of an AKE protocol is exactly the same as presented in Section 3.2.3. For AKE security, we want that an adversary should learn nothing about the distributed session keys except for those keys it can obtain by trivial means using \texttt{Reveal} and \texttt{Corrupt} queries. The standard way of expressing this is by saying that the session keys held by fresh sessions should be indistinguishable from random strings. Formally, this is captured by adding to the base query set \( Q_{\text{base}} \) an additional query \texttt{Test}, defined as follows.

\[
\text{\texttt{Test}(\pi_U)}: \text{If } \pi_U.\alpha_F \neq \text{accepted} \text{ or } U \in S, \text{return } \bot. \text{ Otherwise, draw a random bit } b, \text{ and return } \pi_U^b \text{'s session key if } b = 0, \text{ or a random key } k \leftarrow \{0,1\}^\kappa \text{ if } b = 1. \text{ We call } \pi_U^b \text{ the test-session and the returned key the test-key. The Test query can only be made once.}
\]

The goal of the adversary is to correctly guess the secret bit \( b \) used to answer the \texttt{Test} query. However, \( \mathcal{A} \) is only given credit if the chosen test-session was fresh. Whether a session is fresh or not depends on the security model \( M \). Specifically, it is decided by a \textit{freshness predicate} \texttt{Fresh}. In this thesis we consider three AKE security models:

- \texttt{AKE}^{fs} which captures full forward secrecy (fs);
- \texttt{AKE}^{wfs} which captures weak forward secrecy (wfs); and
- \texttt{AKE}^{nfs} which has no forward secrecy (nfs).

Each model is determined by its corresponding freshness predicate \texttt{Fresh}_{\texttt{AKE}^{fs}}, \texttt{Fresh}_{\texttt{AKE}^{wfs}}, or \texttt{Fresh}_{\texttt{AKE}^{nfs}}. The definitions of these freshness predicates (together with the freshness predicate of the ACCE model) are presented jointly in Figure 3.2 using the parametrized predicate \texttt{Fresh}_M. Before we describe these predicates in greater detail, we first give the formal definition of AKE security.
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\textbf{Fresh}_M(\pi_i^U): \\
1: // Record the long-term keys of \pi_i^U’s peers in the list LTKeys. \\
2: // LTKeys depends on the type of protocol under consideration \\
3: // (2P-PSK vs. 2P-Public Keys vs. 3P). \\
4: \{U, V, [S]\} \leftarrow \pi_i^U.peers \\
5: 2P-Public-Key: \\
6: LTKeys \leftarrow \{sk_V\} \\
7: 2P-PSK: \\
8: LTKeys \leftarrow \{K_{UV}\} \\
9: 3P: \\
10: if U is an initiator: \\
11: LTKeys \leftarrow \{K_{VS}, sk_S\} \\
12: if U is a responder: \\
13: LTKeys \leftarrow \{K_{VS}, sk_S, sk_V\} \\
14: \\
15: // \pi_i^U is fresh... \\
16: fresh \leftarrow true \\
17: // ... if it has accepted \\
18: fresh \leftarrow fresh \land (\pi_i^U.\alpha_F = \text{accepted}) \\
19: // ... and it has not been revealed \\
20: fresh \leftarrow fresh \land (\text{Reveal}(\pi_i^U) \text{ has not been called}) \\
21: // ... and its partner has not been revealed \\
22: fresh \leftarrow fresh \land (\text{Reveal}(f_T(\pi_i^U)) \text{ has not been called}) \\
23: // ... and no keys in LTKeys have been exposed in violation of security model M \\
24: fresh \leftarrow fresh \land (\text{Corrupt}_M = false) \\
25: \\
26: return fresh \\

\textbf{Corrupt}_M: \\
27: corrupt \leftarrow false \\
28: if M \in \{\text{AKE}^k, \text{ACCE}\}: \\
29: corrupt \leftarrow (f_T(\pi_i^U) = \bot) \land (\text{a key in LTKeys was exposed before } \pi_i^U \text{ accepted}) \\
30: if M = \text{AKE}^{ws}: \\
31: corrupt \leftarrow ((f_T(\pi_i^U) = \bot) \land (\text{a key in LTKeys is exposed})) \\
32: if M = \text{AKE}^{ns}: \\
33: corrupt \leftarrow (\text{a key in LTKeys is exposed}) \\
34: return corrupt \\

Figure 3.2: Freshness predicate Fresh$_M$ parameterized on security model M $\in \{\text{AKE}^k, \text{AKE}^{ws}, \text{AKE}^{ns}, \text{ACCE}\}$. 

Definition 3.7 (AKE security). Consider a run of experiment \( \text{Exp}_{\Pi, \mathcal{Q}_{\text{AKE}}} (A) \). Suppose \( \pi \) was the test-session chosen by \( A \), \( b \) was the random bit used in answering the Test query, and \( b' \) was the final output of \( A \). Fix a partner function \( f \) and define \( AKE^* \in \{ AKE^{fs}, AKE^{wfs}, AKE^{nfs} \} \) to be the following random variable on experiment \( \text{Exp}_{\Pi, \mathcal{Q}_{\text{ake}}} (A) \):

\[
AKe^* \overset{\text{def}}{=} \begin{cases} 
1 & \text{if } (b' = b) \land \text{Fresh}_{AKe^*}(\pi) = \text{true} \\
0 & \text{if } (b' \neq b) \land \text{Fresh}_{AKe^*}(\pi) = \text{true} \\
\tilde{b} \leftarrow \{0, 1\} & \text{if } \text{Fresh}_{AKe^*}(\pi) = \text{false}
\end{cases}
\] (3.7)

Let \( \text{Exp}_{\Pi, \mathcal{Q}_{\text{ake}}} (A) \Rightarrow d \) denote the event that \( AKE^* = d \). The \( AKE^* \) advantage of an adversary \( A \) is

\[
\text{Adv}_{\Pi, f}^{AKE^*} (A) \overset{\text{def}}{=} 2 \cdot \Pr[\text{Exp}_{\Pi, \mathcal{Q}_{\text{ake}}} (A) \Rightarrow 1] - 1.
\] (3.8)

Note that in Definition 3.7 we are quantifying over all adversaries, not only those that satisfy the freshness predicate. Instead, if the adversary violates the freshness predicate then it gets penalized in the winning condition by having the challenger output a random bit on its behalf. This \textit{penalty-style} formulation of security has previously been used in other works like [BHK15] and [GR13].

If we want to emphasize that a protocol is two-party or three-party, we write \( \text{Adv}_{\Pi, f}^{2P, AKE^*} (A) \) or \( \text{Adv}_{\Pi, f}^{3P, AKE^*} (A) \), respectively.

3.3.1 Comparing the three AKE security models

We now explain our AKE security models in detail, beginning with the \( AKE^{fs} \) model, which is the strongest of the three.

\( AKE^{fs} \). Given that the adversary has the ability to obtain any keys it wants using the \text{Reveal} and \text{Corrupt} queries, the purpose of the \text{Fresh}_{AKe^{fs}} predicate is to limit the scope of what is considered a valid attack within the model. The goal of the \( AKE^{fs} \) model is to restrain the adversary as little as possible (hence leading to a strongest possible model), while at the same time being satisfiable. Although the freshness predicate can be applied to any session \( \pi_U \), we ultimately only care about the freshness of the test-session, so in the following we assume that the session \( \pi_U \) in Figure 3.2 is the test-session.

First, the adversary should not be allowed to reveal the test-session, since otherwise it could trivially tell whether the test-key is random or not by checking whether the test-key is equal to the revealed key. This restriction is shown at Line 20 in Figure 3.2. Second, as we elaborated in Section 3.2.6, the adversary should also not be allowed to reveal the session key of the test-session’s partner.
Table 3.1: Summary of the long-term key corruption models for the three AKE security models considered in this thesis. The table assumes that $\pi_i$ is the test-session having $B$ and $S$ (in the three-party case) as its peers. The adversary is allowed to corrupt a party $U \notin \{A, B, S\}$ in all three models (not shown).

<table>
<thead>
<tr>
<th>Model</th>
<th>Corrupt $A$</th>
<th>Corrupt $B$ or $S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AKE$^\text{fs}$</td>
<td>allowed$^1$ if $\pi_i^A$ has a partner</td>
<td>allowed if $\pi_i^A$ has no partner</td>
</tr>
<tr>
<td>AKE$^\text{wfs}$</td>
<td>allowed$^1$</td>
<td>allowed</td>
</tr>
<tr>
<td>AKE$^\text{nfs}$</td>
<td>allowed$^1$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

$^1$ Only when using asymmetric long-term keys.

This is shown at Line 22 in Figure 3.2. Note that this makes the freshness predicate dependent on the partner function $f$, although this is not visible from the notation $\text{Fresh}_{\text{AKE}}$. Finally, we come to the issue of leakage of long-term keys. We refer to the extent to which an adversary can obtain long-term keys as the (long-term key) corruption model of the security model. In fact, the only difference between our three AKE models lies in their respective corruption models as shown at Line 24 of Figure 3.2. In Table 3.1 we summarize the corruption models of our three AKE models.

The corruption model of AKE$^\text{fs}$ is quite liberal. First of all, any long-term key not contained in the variable $\text{LTKeys}$ (Lines 4 through 13 in Figure 3.2) can be obtained at any point without affecting the freshness of the test-session. Note in particular that this includes the test-session’s own private key $sk_U$ (if it has one). Thus, the AKE$^\text{fs}$ model captures KCI attacks (refer back to Section 3.2.5 or [JV96, BM97]).

On the other hand, for the long-term keys contained in $\text{LTKeys}$ some restrictions apply. The keys in $\text{LTKeys}$ are the long-term keys of the parties that the test-session believes it is talking to (as recorded in its $\text{peers}$ variable at Line 4 in Figure 3.2). If these keys could be arbitrarily corrupted the adversary could trivially impersonate the corresponding parties towards the test-session. There are two cases to consider: (1) either the test-session has a partner ($f_T(\pi_i^U) \neq \perp$), or (2) it does not ($f_T(\pi_i^U) = \perp$).

In the first case the AKE$^\text{fs}$ model is maximally lenient: any long-term key can be corrupted—even before the test-session has accepted! This is an example of where the partnering concept is used to model something beyond the notion of two sessions having the same key. In this setting, partnering is instead used to model passiveness by the adversary. Basically, the presence of
a partner is used as a sign that the adversary did not actively interfere with the communication of the test-session. Of course, when partnering is based on matching conversations, this connection is explicit. However, by letting the existence of a partner represent passiveness, we have lifted this intuition from matching conversations to partner functions.

**Remark 3.8.** Note that there are other, more fine grained, mechanisms for capturing passiveness besides partnering. For instance, the notions of *origin-sessions* [CF12] and *contributive session identifiers* [Dow+15] are two ways to express the idea that the adversary did not actively influence those parts that determine the session key, say like a Diffie-Hellman share or a nonce. A similar concept is the notion of a *protocol core* introduced by Krawczyk [Kra16].

**Example 3.9.** Modeling an attacker which has access to the parties’ private long-term keys but does not actively interfere with the communication can be relevant in a real-world scenario. Namely, consider a Big Brother type of adversary, like an ISP or a governmental three letter agency, which has massive data collection capabilities, and might even be able to obtain many of the users’ long-term keys. Still, this Big Brother adversary will probably not be able to actively interfere with, say, *every* TLS connection on the Internet, even though it might be able to passively collect all communications. Thus, in this case we can still have security for those connections where the adversary does not actively use its knowledge of the private keys. The AKE⁵ corruption model captures this possibility.

So far we have discussed the AKE⁵ corruption model in the scenario where the test-session has a partner. We now turn to the situation where the test-session does *not* have a partner. Going with the idea that existence of partners implies passiveness, the absence of a partner must mean that the adversary was active. In this scenario, if the adversary can obtain the long-term keys of the test-session’s peers *before* it accepted, then we cannot in general give any security guarantees. This is because the adversary could be impersonating the peers of the test-session. However, the AKE⁵ model still assures security as long as the *Corrupt* queries happen *after* the test-session accepts. This is shown at Line 29 in Figure 3.2.

To summarize, in the AKE⁵ model the adversary can:

- reveal any session keys that does not belong to the test-session or its partner,

- (when passive) obtain any long-term keys it wants, at any time,

- (when active) obtain the long-term keys of unrelated parties at any point it wants, but the long-term keys of the test-session’s peers can only be obtained *after* the test-session accepted.
AKE\textsuperscript{wfs}. Many protocols that provide forward secrecy nevertheless fail to be secure according to the AKE\textsuperscript{fs} model. For example, the Diffie-Hellman based protocol HMQV [Kra05b] and NAXOS [LLM07] cannot be secure in this model (see [Kra05a, §3.2] for a description of the attack). But also EAP used without key-confirmation is insecure in the AKE\textsuperscript{fs} model. To see this, recall from Chapter 2 that EAP without key-confirmation consists of running an EAP method between the client and the server in order to establish a common session key MSK. This key is then transferred from the server to the authenticator using some secure key transport protocol. Recall also that the server and the authenticator use a long-term PSK to authenticate each other. Now consider the following attack. First, the adversary runs the EAP method to completion as normal. At this point the client has accepted so the adversary can select it as its test-session. Next, the adversary exposes the PSK shared between the server and authenticator and uses this to impersonate the authenticator towards the server. As a result, the server will send the MSK directly to the adversary using the key transport protocol. Note that this attack on basic EAP is valid in the AKE\textsuperscript{fs} model since the corruption of the PSK happened after the client test-session accepted. Hence, basic EAP cannot be secure in the AKE\textsuperscript{fs} model.

The problem is that the client in basic EAP does not have any guarantees that the second part of the protocol actually took place. As long as the second part has not completed, we cannot allow the adversary to obtain the long-term keys of the client’s peers since this enables it to impersonate the authenticator. In other words, we require that the client must have a partner before we can safely leak the long-term keys. This is the idea of weak forward secrecy. The AKE\textsuperscript{wfs} model is obtained from the AKE\textsuperscript{fs} model by moving to a corruption model using weak forward secrecy instead of full forward secrecy. This is shown at Line 31 in Figure 3.2.

Bellare, Pointcheval, and Rogaway [BPR00] and Krawczyk [Kra05b] originally introduced the concept of weak forward secrecy in the context of two-flow (Diffie-Hellman based) protocols. There it was used to capture the problem that the adversary could modify the final message of the responder and then corrupt the initiator in order to learn the session key of the responder. Weak forward secrecy then demanded that the responder must have a partner before the initiator could be corrupted. Since the (SID-based) partnering mechanism used in [BPR00, Kra05b] included the sessions’ local message transcripts, weak forward secrecy essentially amounted to saying that the adversary must be passive with respective to the test-session. This is another example of how partnering is used to encode passiveness.

A standard trick to upgrade protocols from weak forward secrecy to full forward secrecy is to add an additional key confirmation message to the protocol. For instance, the three-message variant of HMQV, called HMQV-C [Kra05a],
is constructed in exactly this way and can be shown to satisfy full forward secrecy. Foreshadowing our own results a bit, the combination of EAP with IEEE 802.11 can also be seen as an instance of this trick, where the IEEE 802.11 4WHS protocol provides key-confirmation to EAP. Basically, this idea lies at the center of one of our main composition results (Theorem 4.12 in Chapter 4), which shows generically that any 3P-AKE protocol with weak forward secrecy can be upgraded to achieve full forward secrecy by composing it with a 2P-AKE protocol with no forward secrecy.

\textbf{AKE}^{nfs}. In order to accommodate protocols that do not provide forward secrecy—like the IEEE 802.11 4WHS protocol—we introduce the AKE\(^{nfs}\) model. The AKE\(^{nfs}\) model follows in the same vein as the AKE\(^{fs}\) and AKE\(^{wfs}\) models, but now the adversary is banned from obtaining any of the relevant long-term keys at all times. Long-term keys that are not relevant for the test-session can still be obtained as before.

### 3.3.2 Comparison with other models

Our three AKE models correspond almost one-to-one to three comparable models in [BPR00]. More precisely, our AKE\(^{nfs}\) model with no forward secrecy corresponds to their “basic” model, our AKE\(^{fs}\) model with full forward secrecy corresponds to their “forward secrecy” model, and our AKE\(^{wfs}\) model with weak forward secrecy corresponds to their “weak forward secrecy” model. To see this, compare our freshness predicates with the freshness notions given in Figure 2 of [BPR00] (where the freshness notion for the “weak forward secrecy” model is described in [BPR00, Remark 7]). However, there are two major differences between our models and those of [BPR00]. The first is that we are using partner functions and they are using SIDs. We already elaborated on the difference between partner functions and SIDs in Section 3.2.6. The second difference is that the corruption model in [BPR00] additionally allows the adversary to obtain a session’s full state, including its internal randomness used to generate ephemeral values, and not only their secret long-term keys. Bellare, Pointcheval, and Rogaway call this the \textit{strong} corruption model, as opposed to the \textit{weak} corruption model [BPR00, Remark 3] where the adversary can only obtain the long-term keys (not to be confused with the notion of weak forward secrecy described above). Thus, using this language, our AKE models can be seen to directly correspond to those of [BPR00] in the \textit{weak} corruption model (save for the use of different partnering mechanisms).

Let us expound upon the strong corruption model in order to explain why we are not covering it in this thesis. The possibility of giving the adversary access to the sessions’ internal state has been a central motif in the so-called...
Canetti–Krawczyk [CK01] and extended Canetti–Krawczyk [LLM07] models. Formally, this is captured by giving the adversary access to an additional query, usually called SessionStateReveal or EphemeralKeyReveal. The idea is that if a protocol mixes both ephemeral and long-term keys into the derivation of the session keys, then it is not sufficient for the adversary to only obtain one of them. Thus, security can still be achieved in the face of ephemeral key leakage. More generally, the aim of modern AKE models has been to capture more and more of the real-world threats that exists, such as bad randomness generators [FC14], side-channel attacks [ADW09, MO11, ASB14, ASB15], PKI subversion [Boy+13], and total long-term key compromise [CCG16]. Typically, this is achieved by defining increasingly stronger models that grant the adversary access to progressively more of a protocol’s secret data and internal computations.

The reason why we are not capturing these more advanced features in our security models is because the real-world protocols of interest to this thesis, e.g., EAP, IEEE 802.11, TLS, IKEv2, and SSH, do not provide them. Thus, looking at stronger models is out of scope for this thesis. Nevertheless, since our composition results are quite generic and modular, we believe that they should be fairly robust in the face of changing models. That is to say, by making comparatively stronger assumptions on our underlying (protocol) building blocks, we should also be able to achieve correspondingly stronger results for our composed protocols as well. From this perspective, the choice of model should be rather orthogonal to the results of this thesis.

3.4 ACCE protocols

The world’s most important security protocol, TLS, fails to be a secure AKE protocol in all its currently standardized versions (up to TLS 1.2 [RFC5246]). The reason is banal: some of TLS’s key exchange messages are encrypted using the session key itself. Since AKE security is defined in terms of session key indistinguishability, this trivially makes it impossible to prove TLS secure as an AKE protocol. Specifically, after receiving the test-key from the challenger in experiment $\text{Exp}_{\text{TLS},Q_{\text{base}}}(A)$, the adversary can try to decrypt one of the encrypted handshake messages using the test-key. If the decryption succeeds, then the adversary knows that it got the real key, otherwise, it must have gotten a random key.

On the other hand, it seems unlikely that this property should make TLS any less secure in practice. More specifically, for the purpose of establishing a secure channel between two parties, TLS might be perfectly fine. In order to analyze TLS from this point of view, Jager et al. [Jag+12] introduced the notion of an authenticated and confidential channel establishment (ACCE) pro-
Protocol. Intuitively, an ACCE protocol combines an ordinary AKE protocol with a stateful authenticated encryption (stAE) scheme into a monolithic protocol, where the session key from the AKE protocol is used to key the stAE scheme. The security goal is then shifted from providing indistinguishable session keys to instead providing secure channels using the established session keys. As a consequence, ACCE protocols have less utility than AKE protocols, in the sense that they provide no assurance on the use of their sessions keys beyond the fact that they are safe to use with the corresponding authenticated encryption scheme in the manner described by the protocol. By contrast, a classic result of Canetti and Krawczyk [CK01] shows that AKE protocols can be used to construct secure channels in a modular fashion. The more recent result of Brzuska et al. [Brz+11] further generalizes this to show that AKE protocols can be securely composed with essentially any type of symmetric key functionality in a similarly modular way.

Despite the merits of modularity, most real-world designs are unfortunately not as clean. Like TLS, many protocols use the established session key within the key exchange phase. This early session key usage prevents a modular analysis that can treat the AKE part and the channel part of a protocol separately. As a result, the ACCE model has been used to analyze several real-world protocols after its introduction, including multiple variants of TLS [Jag+12, KPW13b, KSS13, Li+14], SSH [Ber+14], and QUIC [Lyc+15]. In this thesis we are only going to apply the ACCE notion to two-party protocols, so we only define it in that setting.

**Syntax.** An ACCE protocol is a two-party protocol as defined in Section 3.2.3, together with an associated stAE scheme $\Lambda = (\text{Init}, \text{Enc}, \text{Dec})$. The formal definition of an stAE scheme is given in Appendix A.4. The notion of a session is the same as before, but the session state is extended with two additional variables $\text{st}_E$ and $\text{st}_D$ in order to store the encryption/decryption state of the stAE scheme.

**ACCE security.** The security of a (2P-)ACCE protocol $\Pi$ is based on experiment $\text{Exp}_{\Pi, Q}(A)$ defined in Section 3.2.5. However, the base query set $Q_{\text{base}}$ is extended with two additional queries, LR and Decrypt, shown in Figure 3.3. The two additional queries allow the adversary to interact with the channels established in the protocol. The LR query takes in a session $\pi$, two messages $M_0, M_1$, and some optional additional data $A$. It returns the stateful encryption of either $M_0$ or $M_1$ under $\pi$’s session key $\pi.k$. The Decrypt takes in a session $\pi$, a ciphertext $C$, and additional data $A$. It either always returns $\perp$ or potentially the decryption of $C$, provided the query was out-of-sync with respect to the LR query.
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### LR(\(\pi, M_0, M_1, A\)):

1. if \((\pi.\alpha_F \neq \text{accepted}) \lor (|M_0| \neq |M_1|)\):
   2. return \(\bot\)
3. \(\pi.\text{sent} \leftarrow \pi.\text{sent} + 1\)
4. \((C^0, st^0_k) \leftarrow \Lambda.\text{Enc}(\pi.k, M_0, A; \pi.st_k)\)
5. \((C^1, st^1_k) \leftarrow \Lambda.\text{Enc}(\pi.k, M_1, A; \pi.st_k)\)
6. \(\pi.\text{rcvd} \leftarrow \pi.\text{rcvd} + 1\)
7. \((M, \pi.st_D) \leftarrow \Lambda.\text{Dec}(\pi.k, C, A; \pi.st_D)\)
8. \(\pi.\text{in-sync} \leftarrow \text{false}\)
9. if \((\pi.\text{in-sync} = \text{false})\):
   10. return \(M\)
11. return \(\bot\)

### Decrypt(\(\pi, C, A\)):

1. if \((\pi.b = 0) \lor (\pi.\alpha_F \neq \text{accepted})\):
   2. return \(\bot\)
3. \(\pi.\text{rcvd} \leftarrow \pi.\text{rcvd} + 1\)
4. \((M, \pi.st_D) \leftarrow \Lambda.\text{Dec}(\pi.k, C, A; \pi.st_D)\)
5. \(\pi.\text{in-sync} \leftarrow \text{false}\)
6. \(\pi' \leftarrow f_T(\pi)\)
7. if \((\pi' = \bot) \lor ((C, A) \neq \pi'.S[\pi.\text{rcvd}])\):
   8. \(\pi.\text{in-sync} \leftarrow \text{false}\)
9. if \(\pi.\text{in-sync} = \text{false}\):
10. return \(M\)
11. return \(\bot\)

---

Figure 3.3: The LR and Decrypt queries for the ACCE security experiment.

The LR and Decrypt queries associate some additional variables to each session \(\pi_i^U\), namely:

- **b** – a random bit drawn at the creation of session \(\pi_i^U\);
- **sent, rcvd** – counters initialized to 0 and incremented for each call to LR(\(\pi_i^U, \cdot, \cdot, \cdot\)) and Decrypt(\(\pi_i^U, \cdot, \cdot\)), respectively;
- **S[\cdot]** – a list containing the sent ciphertexts and additional data returned from calls to LR(\(\pi_i^U, \cdot, \cdot, \cdot\)), we have \(S[x] = \bot\) for all \(x \notin [1, \text{sent}]\);
- **in-sync** – a flag used to detect trivial wins by the adversary.

The variables \(b, \text{sent}, \ldots\), are part of the security experiment \(\text{Exp}_{\Pi, \mathcal{Q}}(\mathcal{A})\), and not technically part of the syntax of an ACCE protocol. However, by abuse of notation, we use \(\pi_i^U.b, \pi_i^U.\text{sent}, \ldots\), also when referring to these variables.

The goal of an ACCE adversary is to guess the secret bit \(b\) of one of the sessions \(\pi\). As before, the session needs to be fresh according to the freshness predicate \(\text{Fresh}_{\text{ACCE}}\) (see Figure 3.2). Although the ACCE experiment is formulated as a distinguishing game, it captures both confidentiality and integrity goals. Particularly, for each session \(\pi\), the adversary is challenged to distinguish between two worlds: one where the LR query returns the encryption of its left plaintext input and the Decrypt query always returns \(\bot\) \((\pi.b = 0)\); and one where the LR query returns the encryption of its right plaintext input and the Decrypt query returns the decryption of the supplied ciphertext provided it was out-of-sync \((\pi.b = 1)\).
If the underlying stAE scheme does not provide confidentiality, then the LR query alone is enough to guess $b$. On the other hand, integrity is captured implicitly through the Decrypt query. If the adversary can successfully forge a ciphertext—meaning that it can produce an out-of-sync ciphertext which decrypts to something other than ⊥—then it can use the output from the Decrypt query ($\perp$ vs $\perp \neq \perp$) to determine the value of $b$. Notice that the out-of-sync requirement is needed in order to avoid trivial wins, since otherwise the adversary could just feed the output from the LR query directly to the Decrypt query and learn $b$. Finally, note that stateless authenticated encryption schemes cannot satisfy this definition. Specifically, for a stateless encryption scheme the adversary could use the LR query to first obtain a ciphertext $C$, and then query Decrypt on $C$ twice. If $\pi.b = 0$, then the Decrypt query would return $\perp$ both times. If $\pi.b = 1$, then the first Decrypt query would return $\perp$ and the second query would return the decryption of $C$ (since it is out-of-sync).

Let $Q = Q_{\text{base}} \cup \{ \text{LR, Decrypt} \}$. Experiment $\text{Exp}_{\Pi, Q}(A)$ stops when $A$ outputs a pair $(\pi, b')$.

**Definition 3.10 (ACCE security).** Consider a run of experiment $\text{Exp}_{\Pi, Q}(A)$. Suppose $(\pi, b')$ was the final output by $A$. Fix a partner function $f$ and define ACCE to be the following random variable on experiment $\text{Exp}_{\Pi, Q}(A)$:

$$\text{ACCE} \xrightarrow{\text{def}} \begin{cases} 1 & \text{if } (b' = \pi.b) \land \text{Fresh}_{\text{ACCE}}(\pi) = \text{true} \\ 0 & \text{if } (b' \neq \pi.b) \land \text{Fresh}_{\text{ACCE}}(\pi) = \text{true} \\ \tilde{b} \leftarrow \{0, 1\} & \text{if } \text{Fresh}_{\text{ACCE}}(\pi) = \text{false} \end{cases}$$ (3.9)

Let $\text{Exp}_{\Pi, Q}^{\text{ACCE}}(A) \Rightarrow d$ denote the event that $\text{ACCE} = d$. The ACCE advantage of an adversary $A$ is

$$\text{Adv}_{\Pi, f}^{\text{ACCE}}(A) \xrightarrow{\text{def}} 2 \cdot \Pr[\text{Exp}_{\Pi, Q}^{\text{ACCE}}(A) \Rightarrow 1] - 1.$$ (3.10)

### 3.5 Explicit entity authentication

One can observe the following consequence of our AKE² security definition. If a fresh session comes to accept a session key, then there can be at most one other session holding the same key, and this session must necessarily be its partner. Why? Suppose not, i.e., assume that $\pi$ and $\pi'$ accepts the same key but are not partners. If so, then the adversary can reveal one of them, test the other, and trivially break the AKE protocol—contradicting its supposed AKE security. Thus, $\pi$ and $\pi'$ must either have been partners or not accepted the

---

²The following applies equally to the ACCE security definition.
same key. By soundness (Definition 3.6), this implies that a fresh session $\pi$ that accepts a key is assured that this key will be shared by at most one other session $\pi'$, and that this session will reside at $\pi$’s intended peer. However, notice that this authentication property is implicit in the sense that a session has no guarantee that its partner actually exists. For example, consider the client in EAP: after completing the EAP method with the server, it cannot know whether the subsequent key transfer from the server to the authenticator actually took place (at least without any further communication).

The opposite of implicit authentication is explicit authentication. Here the existence of a partner is guaranteed. Thus, explicit authentication adds the following aliveness property to a protocol. If a session at party $A$ comes to accept, believing it has talked to party $B$, then some corresponding (unique) session at $B$ must actually have contributed to this protocol run.

Note that the question of whether explicit (entity) authentication should be considered a requirement of secure AKE protocols is somewhat disputed in the literature (see [BR95, §1.6], [Rog04, §6], and [Kra03, §2.1]). Basically, the argument is that whether or not a partner is actually “out there” is ultimately irrelevant; it is the usage of the key that matters. For instance, even though the EAP client might not have a partner, once it starts using its accepted key, no one except its intended peer will actually be able to communicate with it. Thus, in the bigger picture, it is not so clear what benefits explicit authentication brings over implicit authentication. Consequently, most formal AKE models today do not require explicit entity authentication as a necessary security feature.

Remark 3.11. As opposed to computational AKE protocol models, which mostly treat authentication as an ancillary to the goal of key exchange, symbolic protocol models have historically focused extensively on the goal of authentication itself. As a result, they also have more refined definitions of authentication, including elaborate authentication hierarchies that consist of notions like “weak-aliveness”, “injective-agreement”, and “non-injective-sync”; see Chapter 4 of the book by Cremers and Mauw [CM12]. Our colloquial usage of the term “aliveness” in the preceding paragraph should not be interpreted in the literal sense of these technical notions (although the closest thing would probably be a combination of “weak-aliveness-role” and “injective-agreement”—see Figure 4.13 in [CM12]).

Within our framework, the notion of explicit entity authentication is interchangeable with another property called key-confirmation. Key-confirmation is the property that if a session accepts a key, then it is assured that some other session must also have computed the same key (see [Fis+16] for a formal treatment of key-confirmation). Again, it might be debatable how useful this property is in practice, but it nevertheless is the key feature that allows us to
upgrade the security of EAP from weak forward secrecy to full forward secrecy.
For this reason we find it useful to provide a formal definition of explicit entity authentication (and hence key-confirmation). However, we stress that the security properties we ultimately aim to satisfy in this thesis are key indistinguishability (AKE) and channel security (ACCE), as defined by Definition 3.7 and Definition 3.10, respectively. Explicit entity authentication is mostly used as a means to an end in order to achieve these goals.

Since explicit entity authentication is defined identically for AKE and ACCE protocols, we provide a single generic definition here.

**Definition 3.12 (Explicit entity authentication).** Let $M$ be a security model. Consider a run of experiment $\text{Exp}_{\Pi, Q}(A)$ and fix a partner function $f$. A session $\pi$ is said to have accepted maliciously if all of the following hold:

1. $\pi.\alpha_F = \text{accepted}$,
2. $\text{Fresh}_M(\pi) = \text{true}$,
3. $f_T(\pi) = \perp$.

Let $\text{Exp}_{\Pi, Q}^M(A) \Rightarrow 1$ denote the event that a session has accepted maliciously. The EA advantage of an adversary $A$ is

$$
\text{Adv}_{\Pi, f}^{M, \text{EA}}(A) \overset{\text{def}}{=} \Pr[\text{Exp}_{\Pi, Q}^M(A) \Rightarrow 1],
$$

where $M \in \{\text{AKE}^*, \text{ACCE}\}$.

Note that Definition 3.12 needs to be paired with soundness in order to be meaningful. That is, consider the partner function $f$ that partners each session to itself the moment it is created. For this choice of partner function $\text{Adv}_{\Pi, f}^{M, \text{EA}}(A)$ equals 0 for all adversaries $A$. Likewise, when we combine explicit entity authentication with, say, AKE security, then we only care about an adversary’s advantage given the *same* partner function for both notions.
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In this chapter we analyze the security of EAP using the formal models introduced in Chapter 3. However, first we need to precisely define what we mean by EAP and what type of security properties we want it to provide. Recall from Section 2.1 that EAP is not a single protocol but rather a protocol framework which inherently depends on other concrete protocols. As summarized in Figure 2.1, EAP is essentially a composition of three separate protocols: an EAP method between the client and the server, a key-transport protocol between the server and the authenticator, and a link-layer specific protocol between the client and the authenticator. The EAP standard [RFC3748] is mostly agnostic as to which concrete protocol to actually use for each of these different parts.
4.1 Modeling EAP

With respect to security requirements, the base EAP standard [RFC3748] only specifies what the security properties of the EAP method should be. However, a supplementary RFC [RFC5247] describes the security goals of EAP as a whole. Section 1.5 of this document spells out the main requirements:

The goal of the EAP conversation is to derive fresh session keys between the EAP [client] and authenticator that are known only to those parties, and for both the EAP [client] and authenticator to demonstrate that they are authorized to perform their roles either by each other or by a trusted third party (the backend authentication server).

[...]

The backend authentication server is trusted to transport keying material only to the authenticator that was established with the [client], and it is trusted to transport that keying material to no other parties. [...]

In other words, the goal of EAP is to be a secure 3P-AKE protocol. We now explain how we are going to model each of the components that make up the EAP framework. Since EAP is agnostic with respect to its components, we want to reflect this in our modeling as well. As far as possible, we try not to make any assumptions on the internal structure of the sub-protocols that are used to instantiate the EAP framework.

4.1.1 Client–server EAP method

The modeling of the EAP method between the client and the server is fairly straightforward. Since its goal is to distribute a shared key between the two parties, it can be naturally modeled as a 2P-AKE protocol with mutual (implicit) authentication. For simplicity, we are going to assume that the EAP method is based on public keys for its long-term credentials. This corresponds to EAP methods such as EAP-TLS [RFC5216] which we will study further in Chapter 5. Nevertheless, there is nothing fundamental about this assumption. Our results can easily be modified to also handle symmetric long-term keys, or even a combination of the two.

Channel binding. There is a well-known issue with the EAP architecture called the “lying authenticator problem” [RFC3748, Section 7.15], where a malicious authenticator may present false or inconsistent identity information to the different sides. Specifically, during the EAP method the client needs to
signal to the server which authenticator it is connecting to, so that the server can know where it is supposed to transfer the shared key. Unfortunately, many EAP methods do not authenticate this information. This can enable a rogue authenticator to impersonate another authenticator towards the client.

Concretely, suppose client $A$ wants to connect to an authenticator $B$. Assume that they are both associated with the mutually trusted server $S$. Additionally, suppose there is also a malicious authenticator $C$ associated with the same server $S$. When client $A$ begins its EAP method exchange with server $S$, it also communicates the identity “$B$” to $S$. However, since this information is not authenticated, the authenticator $C$ can change it to say “$C$”. Consequently, once the EAP method completes, the server $S$ will believe that $A$ wanted to talk to $C$. As a result, $S$ transfer the key it established with $A$ to $C$ instead of $B$.

Unless the EAP method authenticates the identify information there is no way for the client and server to verify that they are talking to the same authenticator. More generally, the process of ensuring that what the authenticator said to the client is consistent with what it said to the server is known in EAP as channel binding. There are two principal ways in which one can achieve channel binding in EAP [RFC6677, Section 4.1]. The first is to have the EAP method authenticate the necessary information directly during the exchange or in a separate integrity-protected channel after the shared key between the client and the server has been established. The second is to have the information that needs to be authenticated included into the derivation of the EAP session key.

There are advantages and disadvantages to both approaches. For example, the former allows for policy-based comparison of network properties where not all information necessarily have to match bit-for-bit on both ends, while in the latter this does not work. In contrast, authenticating the information by explicitly transferring it in an integrity-protected channel might require larger changes to the existing EAP methods than just including it into the key derivation.

Since we find it to be the cryptographically cleanest, we only consider channel binding based on key derivation in this thesis. Consequently, we are going to assume that there is a pseudorandom function $\text{PRF}$ associated to each EAP method. On the other hand, we are not going to assume that the EAP method itself provides integrity protection of the identity information in any way. In fact, we are going to treat the communication of the authenticator’s identity from the client to the server as being completely independent of the EAP method. This has the benefit of making it possible to analyze the EAP methods purely in terms of their concrete underlying authentication protocol.
4.1.2 Server–authenticator key transport protocol

After the EAP session key has been established between the client and the server, it needs to be transmitted to the authenticator. Without a doubt the most popular protocol for this purpose is RADIUS [RFC2865]. It is based on a long-term symmetric secret, i.e., a PSK, shared between the server and the authenticator. In order to transfer the EAP session key from the RADIUS server to the authenticator, the RADIUS protocol specifies a custom encryption scheme based on the Microsoft Point-to-Point Encryption (MPPE) algorithm [RFC2548]. Basically, MPPE is a stream cipher based on the cipher feedback (CFB) mode of operation using the MD5 hash function as its internal pseudorandom function. To encrypt an EAP session key $K = K_1 || K_2 || \ldots || K_t$, consisting of 128 bit blocks $K_i$ (with $K_i$ possibly zero-padded), MPPE proceeds as follows:

$$C_1 \leftarrow \text{MD5}(S || R || A) \oplus K_1 \quad \text{(4.1)}$$
$$C_i \leftarrow \text{MD5}(S || C_{i-1}) \oplus K_i \quad \text{(4.2)}$$

Here $S$ is the PSK shared between the server and the authenticator, $R$ is a 128 bit random nonce, and $A$ is a 16 bit salt. Peculiarly, the nonce $R$ is not chosen by the server itself. Instead, it is generated by the authenticator and sent to the server in a previous RADIUS message. The ciphertext $C = C_1 || C_2 || \ldots || C_t$ is integrity protected using HMAC-MD5 before being sent to the authenticator. The HMAC tag is computed with the same secret $S$ that was used to encrypt $K$.

Although RADIUS is the most common server-to-authenticator protocol when using EAP, we choose not to model it explicitly in this thesis. There are a couple of reasons for this. First, while RADIUS is certainly the predominant choice of key transport protocol used together with EAP, it is not the only one. In particular, protocols like Diameter [RFC6733] and Cisco’s TACACS+ [Dah+17], are also frequently used. Thus, in keeping with our goal of capturing the generality of the EAP framework, we want our modeling to cover these protocols as well. Second, the RADIUS encryption mechanism described above has received very little scrutiny. That is to say, its CFB and HMAC building blocks have been heavily analyzed and are well understood (see e.g. [Woo08] and [Bel15]), but their specific usage within the RADIUS protocol is not. In particular, the non-standard way in which the random nonce $R$ is chosen, as well as the reuse of the secret $S$ in both MPPE and HMAC, are cause for concern. Ultimately, the security of RADIUS is largely unknown.

On the other hand, RADIUS is often used on top of other security protocols, like IPsec and TLS (see e.g. RADIUS-over-TLS [RFC6614]). Thus, it seems

---

1The original RADIUS standard [RFC2865] does not specify HMAC-MD5, but rather the MAC construction $\text{MD5}(M || S)$. However, a later RFC [RFC3579] dealing specifically with the combination of EAP + RADIUS, prescribes the use of HMAC-MD5.
reasonable to model the key transport protocol between the server and the authenticator as a generic ACCE protocol based on a symmetric PSK. Again, there is nothing fundamental about our choice of PSKs for long-term credentials, and our model could very well have included public keys as well. However, since RADIUS is so often configured with PSKs, it seems like a natural choice. It also has the added benefit of making our security analyses cleaner, since the long-term keys used by the EAP method and the key transport protocol are of distinct types (recall that we have assumed that EAP methods use public keys for long-term credentials).

### 4.1.3 Client–authenticator protocol

Let us call the combination of an EAP method and the subsequent key transport protocol basic EAP. Normally, basic EAP is followed by a link-layer specific protocol between the client and the authenticator, called a Security Association Protocol in [RFC5247]. Like the key transport protocol between the server and the authenticator, the Security Association Protocol is technically out of scope of the base EAP standard [RFC3748]. Nevertheless, Section 3.1 of [RFC5247] lists a number of recommended features that it ought to have. Chief among these are: mutual proof of possession of the EAP session key, generation of link-layer specific encryption keys, entity authentication, and secure negotiation of protocol capabilities. Save possibly for the last one, these are all features we expect from a PSK-based 2P-AKE protocol providing explicit entity authentication.

Let us call the combination of basic EAP with a subsequent Security Association Protocol full EAP. Given that full EAP is usually what is used in practice, our main aim in this chapter is to analyze this composition. However, rather than analyzing the full EAP all at once, we prefer a more modular approach. First, we establish the security of basic EAP under the assumptions we made on the EAP method and the key transport protocol in Section 4.1.1 and Section 4.1.2, respectively. Then, rather than viewing the full EAP as consisting of an EAP method, a key transport protocol, and a Security Association Protocol, we instead think of it as consisting of a black-box 3P-AKE protocol (i.e., basic EAP) combined with a PSK-based 2P-AKE protocol. Consequently, the two main results in this chapter are two generic composition theorems which correspond to the “cryptographic core” of basic and full EAP, respectively. Our results are modular and capture the compositional nature of EAP. Figure 4.1 gives a roadmap for the two composition results.

Preempting our results a bit, we show that basic EAP can achieve security in our weak forward secrecy model $\text{AKE}^{\text{wfs}}$, while full EAP can achieve security in our full forward secrecy model $\text{AKE}^{\text{fs}}$. Intuitively, the reason why basic
EAP does not achieve full forward secrecy because it does not provide key-confirmation. Namely, after completing the EAP method with the server, the client has no guarantee that the key-transport protocol between the server and the authenticator actually took place. Specifically, recall the following attack from Section 3.3 which illustrates why basic EAP does not provide full forward secrecy.

Suppose after the client accepted, but before the key-transport protocol between the server and authenticator starts running, an adversary learns the long-term PSK of the server and the authenticator. The adversary can now impersonate the authenticator towards the server and have it send over the session key it previously established with the client. According to the full forward secrecy model AKE\textsuperscript{fs} this attack is valid since the exposure of the PSK happened after the client accepted. On the other hand, in the weak forward secrecy model AKE\textsuperscript{wfs} the attack is not valid, because the client session does not have a partner and hence the PSK cannot be exposed.

To that end, the purpose of the link-layer protocol can be seen as providing key-confirmation to the basic EAP protocol, which ensures that the client will always have a partner before it accepts. This is similar to how the security of the two-flow variant of HMQV can be upgraded from only providing weak forward secrecy to providing full forward secrecy by adding a third flow to it [Kra05b, §3]. Interestingly, this also means that the forward secrecy of full EAP depends solely on the forward secrecy of the EAP method and not at all on the forward secrecy of the Security Association Protocol.
Finally, we point out that for technical reasons we cannot use the link-layer protocol in a completely black-box way, but need to assume a little bit of structure on it. Specifically, we need to assume that the probability that two sessions at the same party end up with the same local transcript is statistically bounded. Recall that a session's local transcript $\tau$ consists of all the messages it has sent and received. The reason for this assumption is that in the proof of our second composition result we need to rely on a local partner function, which are only defined for unique (global) transcripts (see Definition 3.5).

Note that this assumption is quite mild. It is met by any protocol where each protocol participant contributes some randomness, e.g., a nonce or Diffie-Hellman share. In particular, it is met by TLS, SSH, IKEv2 and the IEEE 802.11 4WHS protocol.

4.1.4 Related work on EAP

He et al. [He+05] have conducted a formal analysis of the combination of EAP-TLS and IEEE 802.11 in a symbolic model called the Protocol Compositional Logic. However, they do not threat the full generality of the EAP framework since they assume that the server and authenticator belong to the same entity (hence omitting the key transport stage). In the computational setting there are to the best of our knowledge no papers that have treated the general EAP framework. However, from a proof-technical point of view, our composition theorems are reminiscent of the composition result proven by Abdalla, Fouque and Pointcheval [AFP05].

Hoeper and Chen [HC07] have criticized the lack of a clear trust model and precise security definitions in the EAP standard [RFC3748], pointing out that this makes it difficult to formally assess its security. Regarding EAP methods specifically, Clancy and Hoeper [CH09] have stressed the importance of channel binding, demonstrating several real-world attacks that might be possible in its absence. Somewhat related to channel binding is the concept of tunneled EAP methods. These are EAP methods that first establish a secure channel (or tunnel) between the client and the authenticator having only unilateral or even no authentication. Then, a second authentication protocol is run inside the secure channel in order to provide mutual authentication. Examples of tunneled EAP methods are EAP-TTLS [RFC5281] and PEAP [PEAPv2] (see Table 2.1). A classic result by Asokan, Niemi and Nyberg [ANN03] shows that a man-in-the-middle attack is possible on tunneled authentication protocols unless the inner and outer layers are cryptographically bound together. Hoeper and Chen [HC10] have demonstrated that several existing tunneled EAP methods fail to properly bind the layers together. This has also been exploited in later attacks on EAP-TTLS and PEAP [Bha+14a]. However, we stress that we are
not covering tunneled EAP methods specifically in this thesis.

Finally, Horst et al. [Hor+16] have cryptanalysed the Point-to-Point Tunneling (PPTP) protocol in combination with RADIUS. PPTP is used to establish a virtual private network (VPN) between a client and a VPN endpoint with the help of a mutually trusted RADIUS server. The VPN endpoint functions very much like the authenticator in the EAP framework, and the RADIUS protocol is used to transfer a session key from the server to the VPN endpoint using the same MPPE encryption scheme described in Section 4.1.2. However, a crucial difference between the usage of MPPE in PPTP vs. EAP, is that in the former, the random nonce \( R \) provided by the VPN endpoint to the RADIUS server and used as input to the MPPE algorithm (see Equation (4.1)), is not protected by a MAC. This makes the attack of Horst et al. [Hor+16] possible against PPTP, but not against EAP.

### 4.2 First composition theorem:

\[
2\text{-P-AKE}^{fs} + 2\text{-ACCE} \implies 3\text{-P-AKE}^{ofs}
\]

In this section we state and prove our first composition theorem. This result corresponds to the cryptographic core of basic EAP.

**Construction.** From a 2P-AKE protocol \( \Pi_1 \) (based on public keys), a 2P-ACCE protocol \( \Pi_2 \) (based on PSKs), and a pseudorandom function \( \text{PRF} \), we construct the 3P-AKE protocol \( \Pi_3 \) shown in Figure 4.1. Specifically, protocol \( \Pi_3 \) works as follows. First, sub-protocol \( \Pi_1 \) is run between client \( A \) and server \( S \) to derive an intermediate key \( k_{AS} \). \( A \) also communicates the identities “\( A \)” and “\( B \)” to \( S \), where \( B \) is the identity of the authenticator that \( A \) wants to talk to. These identities are sent independently of sub-protocol \( \Pi_1 \) and have no integrity protection.

Note that \( A \) knows the identities of both \( S \) and \( B \) at the beginning of the protocol whereas \( S \) learns about \( B \) from the identities communicated by \( A \). Technically, this means that a session at \( A \) needs to be initialized with the identities of \( S \) and \( B \) (setting the \( \text{peers} \) variable accordingly), while a session at \( S \) will update its \( \text{peers} \) variable to include \( B \) after receiving this identity from \( A \).

From the key \( k_{AS} \) derived in sub-protocol \( \Pi_1 \), both \( A \) and \( S \) further derive the key \( k_{AB} \leftarrow \text{PRF}(k_{AS}, A, B) \). The key \( k_{AB} \) will ultimately be the session key shared between \( A \) and \( B \) in protocol \( \Pi_3 \). In order for \( S \) to transfer \( k_{AB} \) to \( B \), they first establish a secure channel using sub-protocol \( \Pi_2 \). Once established, \( S \) sends the session key \( k_{AB} \) together with the identity of \( A \) over the channel to \( B \). For simplicity, we assume that \( k_{AB} \) and “\( A \)” are transferred with a single
channel message, which we call the $C_{\text{key}}$ message. Specifically,\(^2\)

$$C_{\text{key}} \leftarrow \Lambda.\text{Enc}(ck, k_{AB} \| \text{“A”}),$$ \hspace{1cm} (4.3)

where $\Lambda$ is the stAE scheme associated with the ACCE protocol $\Pi_2$; $ck$ being the channel key that $S$ and $B$ established in $\Pi_2$. Unlike the identities “$A$”, “$B$” sent over the $A$–$S$ link in Figure 4.1, the identity “$A$” sent over the $S$–$B$ link enjoys privacy and integrity protection from the secure channel between $S$ and $B$.

The initiator $A$ accepts in protocol $\Pi_3$ when it has derived $k_{AB}$, while the responder $B$ accepts once it has received—and properly decrypted—the $C_{\text{key}}$ message, obtaining the session key $k_{AB}$ as well as the identity “$A$” which it uses to update its peers variable.

**Remark 4.1.** Technically speaking, it would be possible to include the identity “$A$” only as associated data when creating the $C_{\text{key}}$ message, since it does not need privacy protection. However, when RADIUS is being run on top of a secure channel protocol, like TLS or IPsec, everything is transmitted inside the encrypted channel anyway, so our approach in Equation (4.3) more closely matches real-world practice.

---

**Result.** Our first composition result shows that protocol $\Pi_3$ is 3P-AKE\(^{wfs}\) secure if sub-protocol $\Pi_1$ is 2P-AKE\(^{fs}\) secure, sub-protocol $\Pi_2$ is 2P-ACCE secure, and PRF is a pseudorandom function. Note that protocol $\Pi_3$ does not provide explicit entity authentication. In fact, no session at the initiator $A$ will have a partner at the time it accepts. As a consequence, protocol $\Pi_3$ cannot achieve security in the strongest AKE\(^{fs}\) model due to the attack on basic EAP described in Section 4.1.3.

**Theorem 4.2.** Let $\Pi_3$ be the 3P-AKE protocol constructed from a 2P-AKE protocol $\Pi_1$, a ACCE protocol $\Pi_2$ and a pseudorandom function PRF as described in the construction above. Let $f_1$ and $f_2$ be partner functions. Then for any adversary $A$ in security game $\text{AKE}^{wfs}$ against $\Pi_3$, we can create a partner function $f_3$ and algorithms $B_1$, $B_2$, $B_3$ and $D$, such that

$$\text{Adv}^{3P-\text{AKE}^{wfs}}_{\Pi_3,f_3}(A) \leq \text{Adv}^{\text{ACCE-EA}}_{\Pi_2,f_2}(B_1) + 2n^2 \cdot \text{Adv}^{2P-\text{AKE}^{fs}}_{\Pi_1,f_1}(B_2) + 2n^2 \cdot \text{Adv}^{\text{PRF}}_{\Pi_2,f_2}(D) + 4n^2 \cdot \text{Adv}^{\text{ACCE}}_{\Pi_2,f_2}(B_3),$$ \hspace{1cm} (4.4)

where $n = (n_x + 1) \cdot |I \cup R|$, and $n_x$ is the maximum number of sessions that $A$ creates at each party.

\(^2\)To simplify our exposition we omit both the associated data and the encryption state when writing the inputs to the stAE scheme $\Lambda$ for the remainder of this chapter.
The proof of Theorem 4.2 roughly works as follows. The 2P-AKE\(^6\) security of sub-protocol \(\Pi_1\) allows us to swap out the intermediate key \(k_{AS}\) of the test-session with a random key. The PRF-security of the key-derivation function \(PRF\) then allows us to replace the derived session key \(k_{AB}\) with random key. Finally, the ACCE-security of sub-protocol \(\Pi_2\) ensures that the adversary cannot modify any \(C_{key}\) messages nor can it learn anything about the session keys transferred inside them. Thus, at this point the adversary has zero advantage in winning in its 3P-AKE experiment.

**Proof.** We begin by defining the partner function \(f_3\) using the given partner functions for sub-protocols \(\Pi_1\) and \(\Pi_2\). Remember that throughout this thesis we always assume that all partner functions are symmetric and monotone.

**Defining the partner function for \(\Pi_3\).** Intuitively, \(f_3\) is constructed by composing the two partner functions \(f_1\) and \(f_2\) as follows. If \(\pi^i_A\) is an initiator session and \(\pi^j_B\) is a responder session, then \(\pi^i_A\) and \(\pi^j_B\) are partners in protocol \(\Pi_3\) according to \(f_3\) if and only if there exists a server session \(\pi^k_S\), such that \(\pi^i_A\) and \(\pi^k_S\) are partners in sub-protocol \(\Pi_1\) according to \(f_1\); and that \(\pi^k_S\) and \(\pi^j_B\) are partners in sub-protocol \(\Pi_2\) according to \(f_2\). That is, \(\pi^i_A\) and \(\pi^j_B\) are partners if there exists a server session \(\pi^k_S\) that acts as the bridge between them in the two sub-protocols \(\Pi_1\) and \(\Pi_2\).

To make this formally precise, one needs to extract from the 3P-AKE transcript \(T_3\) of experiment \(\text{Exp}_{\Pi_3,Q}(A)\) two transcripts \(T_1\) and \(T_2\) that contain the queries pertaining to the two-party sub-protocols \(\Pi_1\) and \(\Pi_2\). Then \(f_3\) is defined on \(T_3\) by running \(f_1\) and \(f_2\) on the corresponding transcripts \(T_1\) and \(T_2\). Admittedly, the details on how to do this are a bit tedious, so they are relegated to Appendix B. They can safely be skipped on first reading.

Suppose we have extracted transcripts \(T_1\) and \(T_2\) from \(T_3\). We say that \(\pi^i_A\) and \(\pi^k_S\) are \(f_1\)-partners if \(f_1|_{T_1}(\pi^i_A) = \pi^k_S\). Since \(f_1\) is symmetric this is equivalent to \(f_1|_{T_1}(\pi^k_S) = \pi^i_A\). Similarly, we say that \(\pi^k_S\) and \(\pi^j_B\) are \(f_2\)-partners if \(f_2|_{T_2}(\pi^k_S) = \pi^j_B\) (or equivalently \(f_2|_{T_2}(\pi^j_B) = \pi^k_S\)). Finally, \(\pi^i_A\) and \(\pi^j_B\) are \(f_3\)-partners, or just partners, if \(f_3|_{T_3}(\pi^i_A) = \pi^j_B\), where \(f_3\) is defined as follows.

- \(f_3|_{T_3}(\pi^i_A) = \pi^j_B\) if and only if:
  1. \(\pi^i_A\) and \(\pi^k_S\) are \(f_1\)-partners,
  2. \(\pi^k_S\) and \(\pi^j_B\) are \(f_2\)-partners,
  3. \(\pi^i_A\).peers = \(\pi^j_B\).peers = \(\pi^k_S\).peers = \(\{A, B, S\}\).
Note that Item 3 implies that $\pi^S_B$ received the same identities that $\pi^A_A$ sent over the $A$–$S$ link in Figure 4.1. By its construction, $f_3$ is monotone and symmetric provided $f_1$ and $f_2$ are. The soundness of $f_3$ follows from the soundness of $f_1$ and $f_2$ and the ACCE security of sub-protocol $\Pi_2$ (particularly its channel integrity). That is, it can be shown that

$$Adv_{\Pi_3,f_3}(A) \leq Adv_{\Pi_1,f_1}(A') + Adv_{\Pi_2,f_2}(A'') + Adv_{ACCE,\Pi_2,f_2}(A''').$$

However, for simplicity we are going to assume that $f_1$ and $f_2$ have perfect soundness in this proof, i.e., $Adv_{\Pi_1,f_1}(A') = 0$ and $Adv_{\Pi_2,f_2}(A'') = 0$. Unfortunately, this does not imply that $f_3$ has perfect soundness too, since an adversary could potentially forge a $C_{\text{key}}$ message so that two partners end up with different keys. Thus, in order to enforce perfect soundness for $f_3$ as well, we extend its definition with the following requirement:

4. the $C_{\text{key}}$ message received by $\pi^I_B$ was identical to the one produced by $\pi^S_B$.

This removes the $Adv_{ACCE,\Pi_2,f_2}(A''')$ term in Equation (4.5) and gives $f_3$ perfect soundness. In the remainder we can thus always assume that $f_3$-partners have the same session key.

**AKE$^{wfs}$ security.** Our proof for protocol $\Pi_3$, as well as most of the other proofs in this thesis, make use of a proof technique called game hopping ([Sho04, BR04]). In a game hopping proof, one incrementally introduce small changes to the original security game—each change being called a game hop—which, after a finite number of hops, eventually leads to a situation where the adversary cannot win by definition, or where it is easy to bound its advantage in terms of something else. Each individual game hop is justified by showing that the change does not substantially affect the adversary’s winning chances.

The most fundamental result on game hoping proofs is the so-called Difference Lemma [Sho04], sometimes also called the Fundamental Lemma of Game-Playing [BR04]. Basically, the Difference Lemma states that if two games proceed identically unless the some event $F$ occurs, then the difference between the adversary’s advantage in the two games is bounded by $Pr[F]$. We will use this result many times in our thesis.

In the following, when we say that a certain game aborts, we mean that the challenger stops the execution of the experiment and outputs a random bit on $A$’s behalf.

**Game 0:** This is the real 3P-AKE$^{wfs}$ security game, hence

$$Adv_{\Pi_3,f_3}^G(A) = Adv_{3P-AKE^{wfs},\Pi_3,f_3}(A).$$
Game 1: This game proceeds as the previous one, but aborts if a fresh responder or server session accepts maliciously in sub-protocol $\Pi_2$, meaning that it accepted without a partner in $\Pi_2$ according to partner function $f_2$.

Claim 4.3.

\[ \text{Adv}_{\Pi_3,f_3}(\mathcal{A}) \leq \text{Adv}_{\Pi_3,f_3}(\mathcal{A}) + \text{Adv}_{\text{ACCE-EA}}(\mathcal{E}_1). \] (4.6)

Proof. Let $E$ be the event that a server or responder session accepts maliciously in sub-protocol $\Pi_2$. Game 0 and Game 1 proceed identically as long as event $E$ does not occur, so by the Difference Lemma we have

\[ \text{Adv}_{\Pi_3,f_3}(\mathcal{A}) \leq \text{Adv}_{\Pi_3,f_3}(\mathcal{A}) + \Pr[E]. \] (4.7)

To bound $\Pr[E]$ we create an algorithm $B_1$ which breaks the explicit entity authentication of sub-protocol $\Pi_2$ whenever event $E$ occurs in Game 0. Algorithm $B_1$ begins by creating all the long-term keys for sub-protocol $\Pi_1$, selects a random bit $b_{sim}$, and then runs $\mathcal{A}$. Since $B_1$ has created all the long-term keys for sub-protocol $\Pi_1$, it can derive all the session keys $k_{AB}$ itself, and simulate all of $\mathcal{A}$’s queries pertaining to sub-protocol $\Pi_1$.

When $\mathcal{A}$ makes a $\text{Send}$ query that pertains to sub-protocol $\Pi_2$, then $B_1$ answers it by making a corresponding $\text{Send}$ query to its 2P-ACCE-EA security game. When a server session $\pi_k^S$ accepts in the 2P-ACCE-EA security game, then $B_1$ creates its $C_{key}$ message by making the query $LR(\pi_k^S,k_{AB},k_{AB})^3$, where $k_{AB}$ is session key $B_1$ derived for $\pi_k^S$ in sub-protocol $\Pi_1$. When $\mathcal{A}$ issues a $\text{Test}(\pi_i^U)$ query, then, depending on bit $b_{sim}$, $B_1$ returns $\pi_i^U$’s real session key or a random key. Finally, when $\mathcal{A}$ terminates, then $B_1$ terminates too (in this case event $E$ has not occurred).

To analyze $B_1$’s winning probability, observe that $B_1$ provides a perfect simulation of protocol $\Pi_3$ for $\mathcal{A}$. Moreover, since the freshness predicate $\text{Fresh}_{\text{AKE}}$ is strictly more restrictive than predicate $\text{Fresh}_{\text{ACCE}}$, if event $E$ occurs in Game 0, then a malicious accept also occurs in $B_1$’s 2P-ACCE-EA security game. ■

Remark 4.4. The abort condition in Game 1 does not mean that every session in protocol $\Pi_3$ will have a partner (according to $f_3$). In fact, no initiator session will have a partner at the time when it accepts, because at that point sub-protocol $\Pi_2$ has not even started yet. ▲

Game 2: This game implements a selective AKE security game [KPW13a, §3.3], rather than the normal adaptive one. That is, at the beginning of the game, the adversary is required to commit to its choice of test-session and its
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3For the remainder of this proof we omit the associated data input to the $LR$ query, since the $C_{key}$ message does not depend on it.
partner (if any). Technically, at the beginning of the game the adversary must output two pairs \((U, i)\) and \((V, j)\), with \(i \in [1, n_{\pi}]\) and \(j \in [0, n_{\pi}]\), where \(n_{\pi}\) is an upper bound on the number of sessions at each party, and a choice of \(j = 0\) means that \(\pi_U\) is not intended to get a partner. Game 2 then proceeds as in Game 1, except that if either of the following events occur, then the challenger penalizes the adversary by outputting a random bit at the end.

(i) \(\pi_U\) was not selected as the test-session by \(A\).

(ii) \(\pi_U\) gets a different partner than \(\pi_V\) (including the case that it gets a partner if \(j = 0\)).

Claim 4.5. \n\[
\text{Adv}_{G_1}^{\Pi_3,f_3}(A) \leq (n_{\pi} + 1)^2 \cdot |I \cup R|^2 \cdot \text{Adv}_{G_2}^{\Pi_3,f_3}(A').
\] (4.8)

Proof. From an adversary \(A\) that wins against the adaptive game in Game 1, we create the following adversary \(A'\) that wins against the selective game in Game 2. First, \(A'\) randomly selects a pair \((U, i) \leftarrow (I \cup R) \times [1, n_{\pi}]\) and a pair \((V, j)\), which, depending on the role of \(U\), is either selected as \((V, j) \leftarrow I \times [0, n_{\pi}]\) or \((V, j) \leftarrow R \times [0, n_{\pi}]\). It outputs \((U, i)\) and \((V, j)\) as its choice to the selective security game it is playing. \(A'\) then runs \(A\) and answers all of its queries by forwarding them to its own selective security game. When \(A\) stops with output \(b'\), then \(A'\) stops and outputs the same bit as well.

Algorithm \(A'\) perfectly simulates Game 1 for \(A\), so \(A'\)'s choice of selective security targets matches those of \(A\) with probability \(1 / ((n_{\pi} + 1) \cdot |I \cup R|)^2\).

When \(A'\)’s guess is correct it wins with the same probability as \(A\), while when it is wrong, \(A'\) gets penalized in its selective security game, hence wins with probability \(1/2\) in Game 2.

In the remaining games, let \(\pi_U^1\) and \(\pi_V^1\) denote the targets that the adversary commits to in Game 2: \(\pi_U^1\) being the test-session, and \(\pi_V^1\) being its (potentially empty) partner. Define the co-partner of \(\pi_U^1\) to be the server session being involved in the protocol run between \(\pi_U^1\) and \(\pi_V^1\). Specifically, if \(\pi_U^1\) has the initiator role, then its co-partner is defined to be \(f_{1, T_1}(\pi_U^1)\); while if \(\pi_U^1\) has the responder role, then its co-partner is defined to be \(f_{2, T_2}(\pi_U^1)\).

Note that if \(\pi_U^1\) has the initiator role, then it does not necessarily have a co-partner when it accepts. On the other hand, if \(\pi_U^1\) has the responder role, then its co-partner is guaranteed to exist by Game 1.

Game 3: This game proceeds as the previous one, except that it replaces the intermediate key \(k_{AS}\) derived in sub-protocol \(\Pi_1\) with a random key in the protocol run involving the test-session. That is, for the session out of \(\pi_U^1\)
and $\pi_I^r$ that has the initiator role in protocol $\Pi_3$, the challenger replaces its intermediate key $k_{AS}$ in sub-protocol $\Pi_1$ with a random key. Moreover, the intermediate key derived by the co-partner of $\pi_I^r$ (if any) is also replaced with the same random key.

**Claim 4.6.**

$$\text{Adv}_{\Pi_3, f_3}^\mathcal{G}(\mathcal{A}) \leq \text{Adv}_{\Pi_3, f_3}^\mathcal{G}_1(\mathcal{A}) + 2 \cdot \text{Adv}_{\Pi_1, f_1}^{\mathsf{2P-AKEfs}}(\mathcal{B}_2).$$

**Proof.** We show that if it is possible to distinguish Game 2 and Game 3, then we can create an algorithm $\mathcal{B}_2$ that breaks the 2P-AKEfs security of sub-protocol $\Pi_1$. Algorithm $\mathcal{B}_2$ begins by drawing a random bit $b_{\text{sim}}$ and creates all the long-term PSKs for sub-protocol $\Pi_2$. $\mathcal{B}_2$ then runs $\mathcal{A}$ and forwards all its queries that pertain to sub-protocol $\Pi_1$. All queries that pertain to sub-protocol $\Pi_2$, $\mathcal{B}_2$ answers itself using the PSKs it created. It also implements all the abort conditions of the previous games. To answer $\mathcal{A}$’s $\text{Test}(\pi_i^U)$ query, $\mathcal{B}_2$ proceeds as follows.

If $b_{\text{sim}} = 1$, then $\mathcal{B}_2$ responds as normal by drawing a random key and returning this to $\mathcal{A}$. If $b_{\text{sim}} = 0$ and $\pi_I^r$ is an initiator session, then $\mathcal{B}_2$ makes a corresponding $\text{Test}(\pi_I^r)$ query to its own 2P-AKEfs security game to obtain a key $k_{AS}^*$ (which is either $\pi_I^r$’s real session key in sub-protocol $\Pi_1$ or a random key). From $k_{AS}^*$, $\mathcal{B}_2$ derives $k_{AB} \leftarrow \text{PRF}(k_{AS}^*, A, B)$ which it returns back to $\mathcal{A}$ ($A$, $B$ being the party identities accepted by the test-session).

If $b_{\text{sim}} = 0$ and $\pi_I^r$ is a responder session, then $\pi_I^r$ must have a co-partner $\pi_S$ by Game 1. To obtain the intermediate key $k_{AS}^*$ needed to derive the session key $k_{AB}$, $\mathcal{B}_2$ does the same thing as above, but this time by issuing the $\text{Test}$ query to $\pi_S$.

When $\mathcal{A}$ outputs its guess $b'$, then $\mathcal{B}_2$ stops and outputs 0 to its 2P-AKEfs security game if $b' = b_{\text{sim}}$, and 1 otherwise.

Note that if the key $k_{AS}^*$ returned from the $\text{Test}$ query in $\mathcal{B}_2$’s 2P-AKEfs security game is real, then $\mathcal{B}_2$ perfectly simulates Game 2. On the other hand, if $k_{AS}^*$ is a random key, then $\mathcal{B}_2$ perfectly simulates Game 3. Thus, the claim follows if we can show that the test-session chosen by $\mathcal{B}_2$ in its own 2P-AKEfs security game is fresh according to predicate $\text{Fresh}_{\mathsf{AKEfs}}$ whenever the test-session $\pi_I^r$ chosen by $\mathcal{A}$ is fresh according to predicate $\text{Fresh}_{\mathsf{AKEfs}}$.

If $\pi_I^r$ is an initiator session, then $\mathcal{B}_2$ uses the same session $\pi_I^r$ as the test-session target in its own 2P-AKEfs security game. Since the freshness predicate $\text{Fresh}_{\mathsf{AKEfs}}$ is strictly more restrictive than predicate $\text{Fresh}_{\mathsf{AKEfs}}$, it follows that $\pi_I^r$ is fresh in $\mathcal{B}_2$’s 2P-AKEfs game whenever it is fresh in $\mathcal{B}_2$’s simulation for $\mathcal{A}$.

If $\pi_I^r$ is a responder session, then the test-session chosen by $\mathcal{B}_2$ is $\pi_I^r$’s co-partner $\pi_S$. We need to argue that $\pi_S$ is fresh in $\mathcal{B}_2$’s 2P-AKEfs security game whenever $\pi_I^r$ is AKEfs fresh in $\mathcal{B}_2$’s simulation. There are two cases to
consider: either $\pi_U^i$ has an $f_3$-partner or it does not. If $\pi_U^i$ has a partner (which by Game 2 must be $\pi_U^j$), then $\mathcal{A}$ cannot have made a $\text{Reveal}(\pi_U^i)$ query since this would violate the AKE$^{\text{wfs}}$ freshness of $\pi_U^i$. Moreover, since $f_3$ is constructed from $f_1$ and $f_2$, $\pi_U^i$ must be $\pi_S^h$'s $f_1$-partner. Consequently, $B_2$ is also allowed to forward any $\text{Corrupt}$ query to either $A$ or $S$ without violating the freshness of $\pi_S^h$ according to predicate $\text{Fresh}_{\text{AKE}}$.

If $\pi_U^i$ does not have an $f_3$-partner, then $\mathcal{A}$ cannot have made any $\text{Corrupt}$ query to $A$ or $S$ (since this would violate AKE$^{\text{wfs}}$ freshness). Thus, neither has $B_2$. Furthermore, if $\pi_U^i$ does not have an $f_1$-partner, then this implies that its co-partner $\pi_S^h$ cannot have an $f_1$-partner either. Thus, $B_2$ can safely forward all of $\mathcal{A}$’s $\text{Reveal}$ queries without violating the AKE$^{\text{wfs}}$ freshness of $\pi_S^h$.

Game 4: This game proceeds as the previous one, except that when deriving the session key $k_{AB}$ in the protocol run involving the test-session $\pi_U^i$, the challenger uses a random function $\$$(\cdot, \cdot)$ rather than the function $\text{PRF}(k_{AS}, \cdot, \cdot)$. More specifically, if $\pi_U^i$ has the initiator role then its session key $k_{AB}$ is derived using the random function $\$$(\cdot, \cdot)$ instead of the function $\text{PRF}(k_{AS}, \cdot, \cdot)$. Additionally, if $\pi_U^i$ has a co-partner $\pi_S^h$, then $\pi_S^h$ uses the same random function to derive the key $k_{AB}$ that it will forward in its $C_{\text{key}}$ message.

If $\pi_U^i$ has the responder role, then it must have a co-partner $\pi_S^h$ by Game 1. When deriving the key $k_{AB}$ that $\pi_S^h$ will use for its $C_{\text{key}}$ message, the challenger uses the random function $\$$(\cdot, \cdot)$ instead of the function $\text{PRF}(k_{AS}, \cdot, \cdot)$.

Claim 4.7.

\[
\text{Adv}_{\Pi_3, f_3}^G(A) \leq \text{Adv}_{\Pi_3, f_3}^G(A) + 2 \cdot \text{Adv}_{\text{PRF}}(D).
\]

Proof. We show that if it is possible to distinguish Game 3 and Game 4, then we can create a distinguisher algorithm $D$ against the PRF security of the function $\text{PRF}$. Distinguisher $D$ has access to an oracle $O$ which either implements the function $\text{PRF}(k, \cdot, \cdot)$ using an independent and uniformly distributed key $k$, or it implements a random function $\$$(\cdot, \cdot)$. $D$ begins by drawing a random bit $b_{\text{sim}}$ and creates all the long-term keys for sub-protocols $\Pi_1$ and $\Pi_2$. Next, it runs $\mathcal{A}$ and answers all its queries according to Game 3 by using the keys it created, except that it answers $\mathcal{A}$’s $\text{Test}(\pi_U^i)$ query as follows.

If $b_{\text{sim}} = 1$, then $D$ returns a random key as normal. If $b_{\text{sim}} = 0$ and $\pi_U^i$ is an initiator session, then $D$ answers with $O(A, B)$, where $A$, $B$ are the party identities accepted by $\pi_U^i$. If $b_{\text{sim}} = 0$ and $\pi_U^i$ is a responder session, then $D$ does the same, but this time $A$, $B$ are the identities that the co-partner of $\pi_U^i$ received over the $A$-$S$ link in Figure 4.1 (recall that if $\pi_U^i$ is a responder session then it is guaranteed to have a co-partner by Game 1).
When $A$ outputs its guess $b'$, then $D$ stops and outputs 0 to its PRF-game if $b' = b_{sym}$, and 1 otherwise.

When $D$’s oracle $O$ implements $\text{PRF}(\tilde{k}, \cdot, \cdot)$, then $D$ perfectly simulates Game 3; while if $O$ implements a random function $\$\cdot\cdot\cdot$, then $D$ perfectly simulates Game 4. For $x \in \{3, 4\}$, let $G^A_x \Rightarrow 1$ denote the event that $A$ wins in Game $x$. Then

$$\text{Adv}^{prf}_F(A) = \Pr[A^\text{PRF}(\tilde{k}, \cdot, \cdot) \Rightarrow 1] - \Pr[A^\$\cdot\cdot\cdot \Rightarrow 1]$$

$$= \Pr[G^A_3 \Rightarrow 1] - \Pr[G^A_4 \Rightarrow 1],$$

and the claim follows.

At this point one might expect that the adversary should be unable to distinguish the test-key from random since the session key of $\pi_i^U$ is now derived using a random function rather than the pseudorandom function $\text{PRF}$. Unfortunately, we cannot (currently) rule out that $A$ might be able to learn something about the session key through the $C_{\text{key}}$ message delivered from the server to the responder. Furthermore, $A$ could potentially also modify the $C_{\text{key}}$ message in such a way that it still decrypts to the same session key. In this case $\pi^U_i$ and $\pi^V_j$ would end up with the same key while at the same time not being partners according to the definition of the partner function $f_3$. Hence, $A$ could reveal $\pi^V_j$ and trivially win in Game 4.

In the following two games we show that neither of these scenarios are possible due to the ACCE security of sub-protocol $\Pi_2$. In the first game we show that $A$ is unable to successfully forge the $C_{\text{key}}$ message in the protocol run involving $\pi^U_i$. In the second game we show that $A$ is unable learn anything about the session key from observing the $C_{\text{key}}$ message.

**Game 5:** Suppose $\pi^U_i$ has a co-partner $\pi^S_k$ and that the ciphertext $C$ was the $C_{\text{key}}$ message produced by $\pi^S_k$ (if it created one at all). Let $\pi^*$ be the $f_3$-partner of $\pi^S_k$ in sub-protocol $\Pi_2$ required to exist by Game 1. Game 5 proceeds as Game 4, but if $\pi^*$ receives a $C_{\text{key}}$ message $C' \neq C$, then $C'$ is automatically rejected, i.e., it is assumed to have decrypted to $\bot$. In this case $\pi^*$’s session key is not set.

**Remark 4.8.** Note that if $\pi^U_i$ has the responder role, then $\pi^*$ is $\pi^U_i$ itself, while if $\pi^U_i$ has the initiator role then $\pi^*$ (if it exists) is some responder session. We write “if it exists” because if $\pi^U_i$ has the initiator role then it might not actually have a co-partner at all since sub-protocol $\Pi_1$ does not give any guarantees of explicit entity authentication. However, in that case there is no difference between Game 4 and Game 5 since no relevant $C_{\text{key}}$ message is being created.
Claim 4.9.

\[ \text{Adv}_{\Pi_3,f_3}(A) \leq \text{Adv}_{\Pi_3,f_3}(A) + 2 \cdot \text{Adv}_{\Pi_2,f_2}(B'_3). \]  \hspace{1cm} (4.13)

Proof. Assume \( \pi'_U \) has a co-partner \( \pi'_S \), and that \( \pi'_S \) produced the ciphertext \( C \) as its \( C_{\text{key}} \) message. Let session \( \pi^* \) be a session with the same definition as given in the game description above, and let \( F \) denote the event that \( A \) successfully forges the \( C_{\text{key}} \) message being delivered to \( \pi^* \).

- Event \( F \): \( A \) sends to \( \pi^* \) a \( C_{\text{key}} \) message \( C' \neq C \), and \( C' \) decrypts to something other than \( \bot \).

As long as event \( F \) does not occur then Game 4 and Game 5 are identical, so by the Difference Lemma we have

\[ \text{Adv}_{\Pi_3,f_3}(A) \leq \text{Adv}_{\Pi_3,f_3}(A) + \Pr[F]. \]  \hspace{1cm} (4.14)

To bound \( \Pr[F] \) we create an adversary \( B'_3 \) that capitalizes on the event \( F \) in order to break the ACCE security of sub-protocol \( \Pi_2 \). Algorithm \( B'_3 \) begins by drawing a random bit \( b_{\text{sim}} \) and creates all the long-term keys for sub-protocol \( \Pi_1 \). All of \( A \)'s \text{Send} queries that pertain to sub-protocol \( \Pi_1 \), \( B'_3 \) answers itself using the long-term keys it created. Particularly, \( B'_3 \) can answer all \text{Corrupt} queries targeting the asymmetric long-term keys of initiators and servers itself. Moreover, it can also answer all of \( A \)'s \text{Reveal} queries that target initiator sessions, and answer the Test query if \( \pi'_I \) if \( U \in I \) (using the bit \( b_{\text{sim}} \)).

\text{Send} queries that pertain to sub-protocol \( \Pi_2 \), as well as \text{Corrupt} queries that target the PSKs shared between servers and responders, are forwarded to \( B'_3 \)'s 2P-ACCE security game. Whenever a server session \( \pi \) accepts in sub-protocol \( \Pi_2 \), then \( B'_3 \) creates its \( C_{\text{key}} \) message by querying \( LR(\pi, A||k_{AB}, A||k_{AB})^4 \) to its ACCE experiment, where “\( A \)” is the party identity that \( \pi \) received on the \( A\text{-}S \) link in Figure 4.1, and \( k_{AB} \) is the session key that \( B'_3 \) derived from \( \pi \)'s intermediate key \( k_{AS} \) in sub-protocol \( \Pi_1 \).

Whenever \( A \) forwards a \( C_{\text{key}} \) message to a responder session different from \( \pi^* \), then \( B'_3 \) first makes a \text{Reveal} query to that session in its ACCE security game in order to obtain its channel-key for sub-protocol \( \Pi_2 \). Using this channel-key, \( B'_3 \) decrypts the received \( C_{\text{key}} \) message and simulates the responder session accordingly. Consequently, \( B'_3 \) can also answer all of \( A \)'s \text{Reveal} queries targeting responder sessions different from \( \pi^* \).

If \( A \) at any point stops during \( B'_3 \)'s simulation, not having sent a \( C_{\text{key}} \) message to \( \pi^* \), then \( B'_3 \) stops too and outputs \((\pi, b')\) to its ACCE security game where \( \pi \) is an arbitrary session and \( b' \) is a random bit, i.e., \( b' \leftarrow \{0,1\} \).

\footnote{Here we are abusing notation and using “\( \pi \)” to denote both the server session that \( B'_3 \) simulates for \( A \) in protocol \( \Pi_3 \), as well as the corresponding “proxy” server session that \( B'_3 \) creates in its own ACCE security game in order to answer the queries to the former.}
If $A$ does forward a $C_{\text{key}}$ message $C'$ to $\pi^*$, then $B'_3$ stops its simulation and outputs $(\pi^*, b')$ to its ACCE game, where the bit $b'$ is determined as follows. If $C' = C$, where $C$ is the $C_{\text{key}}$ message produced by $\pi^*_U$'s co-partner $\pi^*_B$, then this cannot be a forgery, so $B'_3$ lets $b'$ be a random bit. On the other hand, if $C' \neq C$, meaning that $C'$ is a potential $C_{\text{key}}$ message forgery, then $B'_3$ first makes the query $\text{Decrypt}(\pi^*, C')$ to its ACCE game. If the $\text{Decrypt}$ query returns something other than $\perp$, $B'_3$ outputs a random bit.

We now analyze $B'_3$. If $A$ does not send a $C_{\text{key}}$ message to $\pi^*$ during $B'_3$'s simulation then $B'_3$ outputs $(\pi, b')$ to its 2P-ACCE security, where $\pi$ is an arbitrary session and $b'$ a random bit. In this case $B'_3$ wins with probability $1/2$.

If $A$ does send a $C_{\text{key}}$ message to $\pi^*$, then $B'_3$ picks $\pi^*$ as its ACCE target. We begin by arguing that $\pi^*$ is fresh according to predicate $\text{Fresh}_{\text{ACCE}}$, provided $A$'s test-target $\pi^*_U$ is fresh according to predicate $\text{Fresh}_{\text{AKEwfs}}$. Since $B'_3$'s simulation stops immediately once $\pi^*$ accepts, it never makes a $\text{Reveal}$ query to $\pi^*$, and so we only have to consider the effects of $\text{Corrupt}$ queries against the PSK shared between $\pi^*$ and its server peer.

If $\pi^*_U$ has the responder role then $\pi^*_U = \pi^*$. By Game 1, $\pi^*$ must have an $f_2$-partner in sub-protocol $t_2$ and its ACCE freshness follows immediately since then any long-term key can legally be exposed; in particular, this includes the PSK shared between $\pi^*$ and its server peer.

Now suppose $\pi^*_U$ has the initiator role. If $\pi^*_U$ does not have a co-partner or this co-partner never reached the accept state (hence not producing a $C_{\text{key}}$ message), then there is nothing to prove since then there is also no $\pi^*$ session. On the other hand, if $\pi^*_U$ has co-partner $\pi^*_B$ which created a $C_{\text{key}}$ message $C$, then by Game 1 there must be some session $\pi^*$ being the $f_2$-partner of $\pi^*_B$. If $A$ forwards $C$ unmodified to $\pi^*$, then $\pi^*_U$ and $\pi^*$ would be $f_3$-partners and so the ACCE freshness of $\pi^*$ would again follow immediately. Conversely, if $A$ sends $C' \neq C$ to $\pi^*$, then $\pi^*_U$ and $\pi^*$ would not be $f_3$-partners. Hence, if $\pi^*_U$ is to be fresh according to predicate $\text{Fresh}_{\text{AKEwfs}}$, then the long-term keys of its peers cannot have been exposed. In particular, this means that the PSK of $\pi^*$ cannot have been exposed. It follows that $\pi^*$ is fresh according to predicate $\text{Fresh}_{\text{ACCE}}$.

It remains to calculate $B'_3$'s winning probability when $A$ forwards a $C_{\text{key}}$ message to $\pi^*$. That is, if $B'_3$ picked $\pi^*$ as its ACCE target. If the $C_{\text{key}}$ message that $\pi^*$ received was forwarded unmodified from its $f_2$-partner $\pi^*_B$, then $B'_3$ outputs a random bit and thus wins with probability $1/2$. On the other hand, if the $C_{\text{key}}$ message that $\pi^*$ received was different from the one that $\pi^*_B$ sent out, then there is a potential for event $E$ to occur. Note that $B'_3$ perfectly simulates Game 4 until $A$ sends a $C_{\text{key}}$ message to $\pi^*$, so the
probability that $F$ occurs in $B'_3$’s simulation is the same as the probability that $F$ occurs in Game 4.

Let $C'$ be the $C_{\text{key}}$ message that $\pi^*$ received. Recall that $B'_3$ outputs 1 only if the $\text{Decrypt}(\pi^*, C')$ query returned something other than ⊥, and a random bit otherwise. Since a $\text{Decrypt}$ query in the ACCE experiment returns something other than ⊥ only if $\pi^*.b = 1$, we have

$$\Pr[\text{Exp}_{\Pi_3, Q}^{\text{ACCE}}(B'_3) \Rightarrow 1 \mid F \land \pi^*.b = 1] = 1,$$

and

$$\Pr[\text{Exp}_{\Pi_3, Q}^{\text{ACCE}}(B'_3) \Rightarrow 1 \mid F \land \pi^*.b = 0] = \frac{1}{2}. \quad (4.16)$$

Finally, notice that the value of $\pi^*$’s secret bit $b$ in $B'_3$’s ACCE security game is independent of event $F$. This is because there is nothing in $B'_3$’s simulation that depends on $\pi^*.b$ before $\pi^*$ receives the $C_{\text{key}}$ message, and $B'_3$’s simulation stops immediately once this happens. Thus

$$\Pr[\pi^*.b = b \mid F] = \frac{1}{2}. \quad (4.17)$$

Conditioning on event $F$ occurring, the winning probability of $B'_3$ is

$$\Pr[\text{Exp}_{\Pi_3, Q}^{\text{ACCE}}(B'_3) \Rightarrow 1 \mid F] = \Pr[\text{Exp}_{\Pi_3, Q}^{\text{ACCE}}(B'_3) \Rightarrow 1 \mid F \land \pi^*.b = 0] \cdot \frac{1}{2}$$

$$+ \Pr[\text{Exp}_{\Pi_3, Q}^{\text{ACCE}}(B'_3) \Rightarrow 1 \mid F \land \pi^*.b = 1] \cdot \frac{1}{2}$$

$$= \frac{1}{2} \cdot \frac{1}{2} + 1 \cdot \frac{1}{2} = \frac{3}{4}. \quad (4.19)$$

Combining the above probability with the case when $F$ does not occur yields Claim 4.9.

The previous game established that $A$ cannot modify the $C_{\text{key}}$ message in the protocol run involving the test-session $\pi^*_U$. The next and final game shows that $A$ also cannot learn anything about $\pi^*_U$’s session key by merely observing the $C_{\text{key}}$ message.

**Game 6:** This game proceeds as the previous one, but when creating the $C_{\text{key}}$ message of the co-partner of $\pi^*_U$, the challenger encrypts the all-zero string $0^k$ instead of the session key $k_{AB}$. If this $C_{\text{key}}$ message is eventually delivered to the intended responder session (being either $\pi^*_L$ or $\pi^*_V$), then its session key is still set to $k_{AB}$.

Claim 4.10.

$$\text{Adv}^{G_5}_{A, f_3, f_3}(A) \leq \text{Adv}^{G_5}_{A, f_3, f_3}(A) + 2 \cdot \text{Adv}^{\text{ACCE}}_{A, f_2, f_2}(B''_3). \quad (4.20)$$
Proof. We show that if it is possible to distinguish Game 5 and Game 6, then we can create an algorithm $B''_3$ that breaks the ACCE security of sub-protocol II$_2$. Algorithm $B''_3$ is almost identical to algorithm $B'_3$ in the previous proof of Claim 4.9, except for the following differences.

- When creating the $C_{\text{key}}$ message of $\pi_iU$’s co-partner (if it exists), say $\pi_kS$, algorithm $B''_3$ makes the query $LR(\pi_kS, A\|k_{AB}, A\|0^\kappa)$ instead of the query $LR(\pi_kS, A\|k_{AB}, A\|k_{AB})$.

- If $A$ sends a $C_{\text{key}}$ message $C'$ to $\pi^*$ (with the same definition of $\pi^*$ as in the description of Game 5), then $B''_3$ does not stop its simulation. Instead $B''_3$ continues the simulation as follows. If $C'$ is equal to the $C_{\text{key}}$ message that was previously output by the co-partner of $\pi_iU$ using the $LR(\pi_kS, A\|k_{AB}, A\|0^\kappa)$ query described above, then $\pi^*$’s peer and session key variables are set based on the left message input to the LR query.

- Finally, when $A$ outputs its guess $b'$, then $B''_3$ outputs the following to its 2P-ACCE game. If the test-session $\pi_iU$ has a co-partner $\pi_kS$, then $B''_3$ outputs $(\pi_kS, 0)$ if $b' = b_{\text{sim}}$ and $(\pi_kS, 1)$ otherwise. If the test-session does not have a co-partner, then $B''_3$ outputs an arbitrary session together with a random bit.

Note that if the test-session does not have a co-partner then there is no difference between Game 5 and Game 6, and $B''_3$ perfectly simulates it.

If the test-session has a co-partner $\pi_kS$, and $\pi_kS.b = 0$ in $B''_3$’s 2P-ACCE security game, then $B''_3$ perfectly simulates Game 5 since the $C_{\text{key}}$ message of $\pi_kS$ is an encryption of the actual session key $k_{AB}$. On the other hand, if $\pi_kS.b = 1$ then $B''_3$ perfectly simulates Game 6 since the $C_{\text{key}}$ message of $\pi_kS$ is an encryption of $0^\kappa$.

It remains to argue that whenever $B''_3$ uses $\pi_kS$ as its ACCE target-session, then it is fresh according to predicate $\text{Fresh}_{\text{ACCE}}$ whenever $\pi_iU$ is fresh according to predicate $\text{Fresh}_{\text{AKE-wfs}}$. But this follows by the same arguments that was used to show that $\pi^*$ was ACCE fresh in the proof of Game 5, hence we omit it. ■

Concluding the proof of Theorem 4.2. We argue that $\text{Adv}^{G_6}_{\Pi_3,f_3}(A) = 0$. By the change in Game 4, the session key of the test-session $\pi_iU$ is derived using a random function $\$(A, B)$, where “A” and “B” are the identities of the initiator and responder that $\pi_iU$ believes took part in this protocol run. We...
claim that the only other session that holds a session key derived from $\ell(\cdot, \cdot)$ using the same identities “A” and “B”, is $\pi_U$’s partner $\pi_V$ (if it exists).

First, note that the random function is evaluated at no more than two sessions: one initiator session and one server session. Second, the session key derived by the server session is delivered to at most one responder session. Finally, the identities used to evaluate $\ell(\cdot, \cdot)$ at the initiator and server could potentially be different since $A$ can modify the identities communicated at the $A$–$S$ link in Figure 4.1.

However, if $A$ modifies these identities, then the initiator and server derive independent keys, which means that the initiator and responder will ultimately have independent keys too. Moreover, since the communicated identities at the $S$–$B$ link in Figure 4.1 will be different, the initiator and responder sessions will not be partners (recall that $f_3$-partnering includes the sessions’ recorded peers, and by Game 5 the adversary is unable to change the $C_{key}$ message). On the other hand, if the identities were the same, then the initiator and responder session would necessarily be $f_1$-partners. This follows because the initiator has the server session as its $f_1$-partner in sub-protocol $\Pi_1$ and the server session’s $C_{key}$ message, if delivered at all, must be delivered honestly to its $f_2$-partner in sub-protocol $\Pi_2$. Combined with their agreement on their peers, this means the initiator and responder session would be partners by the definition of $f_3$.

Altogether, since the session key of the test-session is derived using a random function, and since the corresponding $C_{key}$ message leaks nothing about the session key by Game 6, the adversary has zero advantage in Game 6 as claimed.

Combining the bounds from Claim 4.3 to Claim 4.10 we get

$$\text{Adv}_{\Pi_3, f_3}^{\text{P-AKE}_{\text{wfs}}}(A) \leq \text{Adv}_{\Pi_2, f_2}^{\text{ACCE-EA}}(B_1) + 2n^2 \cdot \text{Adv}_{\Pi_1, f_1}^{\text{P-AKE}_{\text{h}}}(B_2) + 2n^2 \cdot \text{Adv}_{\text{PRF}}(D)$$

$$+ 2n^2 \cdot \text{Adv}_{\Pi_2, f_2}^{\text{ACCE}}(B'_3) + 2n^2 \cdot \text{Adv}_{\Pi_2, f_2}^{\text{ACCE}}(B''_3),$$

where $n = (n_{\pi} + 1) \cdot |I \cup R|$.

By letting $\mathcal{B}_3$ be the ACCE adversary that with probability $1/2$ either implements algorithm $\mathcal{B}'_3$ or algorithm $\mathcal{B}''_3$, the concrete bound in the statement of Theorem 4.2 follows.

**Remark 4.11.** Note that the conclusion above only holds if protocol $\Pi_3$ employs channel binding. If the identities of $A$ and $B$ where not included in the evaluation of the pseudorandom function $\text{PRF}$, then $\Pi_3$ would be vulnerable to the simple UKS attack described in Section 4.1. That is, simply change the responder identity being sent over the (unauthenticated) $A$–$S$ link from “B” to “C”. Without channel binding, $A$ and $C$ would obtain the same session key but disagree on their intended peers, and hence not be partners. ▲
4.3 Second composition theorem:

\[ 3\text{P-AKE}^{wfs} + 2\text{P-AKE}^{nfs} \Rightarrow 3\text{P-AKE}^{fs} \]

In this section we state and prove our second composition theorem. This result corresponds to the cryptographic core of full EAP.

**Construction.** From a 3P-AKE protocol \( \Pi_3 \) and a PSK-based 2P-AKE protocol \( \Pi_4 \), we construct the 3P-AKE protocol \( \Pi_5 \) shown in Figure 4.1. Specifically, protocol \( \Pi_5 \) works as follows. First sub-protocol \( \Pi_3 \) is run between \( A, B \) and \( S \) in order to establish an intermediate key \( K_{\Pi_3} \). Then sub-protocol \( \Pi_4 \) is run between \( A \) and \( B \) using \( K_{\Pi_3} \) as the their PSK. The session key derived in sub-protocol \( \Pi_4 \) becomes \( A \) and \( B \)'s final session key in protocol \( \Pi_5 \).

**Result.** Our second composition result shows that protocol \( \Pi_5 \) is 3P-AKE secure if sub-protocol \( \Pi_3 \) is 3P-AKE \( wfs \) secure and sub-protocol \( \Pi_4 \) is 2P-AKE \( nfs \) secure with explicit entity authentication. We remark that the last requirement is necessary in order for our proof to go through. In fact, \( \Pi_5 \) inherits the property of explicit entity authentication from sub-protocol \( \Pi_4 \). Moreover, while \( \Pi_4 \) does not necessarily achieve any forward secrecy on its own, protocol \( \Pi_5 \) does. The reason is that within \( \Pi_5 \), sub-protocol \( \Pi_4 \) is merely used to upgrade the security of \( \Pi_3 \) from weak forward secrecy to full forward secrecy.

For technical reasons, we additionally need to assume some minimal structure on sub-protocol \( \Pi_4 \) beyond it being a 2P-AKE protocol. In particular, we require that the probability that two sessions at the same party end up with the same local transcript \( \tau \) in sub-protocol \( \Pi_4 \) should be “small”. Formally, we demand that the probability of such a transcript collision should be statistically bounded by some function \( \epsilon \) of the number of parties and sessions. This technical requirement is needed in order be able to apply a local partner function to the transcript of sub-protocol \( \Pi_4 \) (see the proof of Claim 4.18).

**Theorem 4.12.** Let \( \Pi_5 \) be the 3P-AKE protocol constructed from the 3P-AKE protocol \( \Pi_3 \) and 2P-AKE protocol \( \Pi_4 \) as described in the construction above. Let \( f_3 \) and \( f_4 \) be partner functions, where \( f_4 \) is required to be local. Then, for any adversary \( A \) in security experiment \( AKE^{fs} \) against protocol \( \Pi_5 \), we can create a partner function \( f_5 \) and algorithms \( B_1 \) and \( B_2 \), such that

\[
Adv_{\Pi_5,f_5}(A) \leq 3n^2 \cdot Adv_{\Pi_3,f_3}(B_1) + 2n^2 \cdot Adv_{\Pi_4,f_4}(B_2) + 2\epsilon, \quad (4.21)
\]

where \( n = (n_\pi + 1) \cdot |I \cup R|, n_\pi \) is the maximum number of sessions that \( A \) creates at each party, and \( \epsilon = \epsilon(|I \cup R|, n_\pi) \) is a function that bounds the probability that two sessions at the same party get the same local transcript in protocol \( \Pi_4 \).
The idea of the proof is as follows. Using that sub-protocol \( \Pi_3 \) is 3P-AKE\(^{wfs} \) secure, we can replace the intermediate key \( K_{\Pi_3} \) coming out of \( \Pi_3 \) with a random key for the test-session. This then allows us to reduce the 3P-AKE\(^{wfs} \) security of protocol \( \Pi_5 \) to the 2P-AKE\(^{wfs} \) of sub-protocol \( \Pi_4 \), since the now random intermediate key of the test-session is identically distributed with the PSKs used in \( \Pi_4 \). The partner function \( f_5 \) will be composed out of \( f_3 \) and \( f_4 \), so that two sessions are \( f_5 \)-partners if and only if they are \( f_3 \)-partners and \( f_4 \)-partners.

The main difficulty of the proof lies in the first step, i.e., replacing the intermediate key of the test-session with a random key. The issue is that \( A \) plays in a security game that has full forward secrecy, whereas the reduction \( B_1 \) to sub-protocol \( \Pi_3 \) plays in a security game with only weak forward secrecy. As such, \( A \) is allowed strictly more Corrupt queries than what \( B_1 \) can do itself. This is where we use that sub-protocol \( \Pi_4 \) provides explicit entity authentication. Essentially, it guarantees that the test-session must have a partner in protocol \( \Pi_5 \). By definition of \( f_5 \), this implies that it must also have an \( f_3 \)-partner in sub-protocol \( \Pi_3 \), but recall from Table 3.1 that when the test-session has a partner, then there is no difference between the AKE\(^{fs} \) and AKE\(^{wfs} \) models! Thus, as long as we can show that the test-session has a partner in protocol \( \Pi_5 \), we are fine. Consequently, we first prove as an initial lemma that protocol \( \Pi_5 \) provides explicit entity authentication.

**Proof of Theorem 4.12.** We begin by defining the partner function \( f_5 \) for protocol \( \Pi_5 \). We construct \( f_5 \) from the partner functions \( f_3 \) and \( f_4 \) given for sub-protocols \( \Pi_3 \) and \( \Pi_4 \) as follows:

\[
(f_5)_{T_5}(\pi) = \pi' \iff (f_3)_{T_3}(\pi) = \pi' \land (f_4)_{T_4}(\pi) = \pi',
\]

(4.22)

where \( T_3 \) and \( T_4 \) are the transcripts one gets from \( T_5 \) by restricting to the messages pertaining to sub-protocols \( \Pi_3 \) and \( \Pi_4 \), respectively. The soundness of \( f_5 \) follows directly from the soundness of \( f_3 \) and \( f_4 \). Moreover, like in the proof of the first composition theorem (Theorem 4.2), we assume for simplicity that \( f_3 \) and \( f_4 \) have perfect soundness. It follows that \( f_5 \) has perfect soundness too.

### 4.3.1 Explicit entity authentication

**Lemma 4.13.** With \( f_5 \) as defined above, and everything else as otherwise stated in Theorem 4.12, we have that

\[
\text{Adv}_{\Pi_5,f_5}^{3P\text{-AKE}^{wfs}}(A) \leq 2n^2 \cdot \text{Adv}_{\Pi_3,f_3}^{3P\text{-AKE}^{wfs}}(B_1) + n^2 \cdot \text{Adv}_{\Pi_4,f_4}^{2P\text{-AKE}^{wfs}}(B_2) + \epsilon.
\]
Proof.

**Game 0:** This is the original 3P-AKE$^+$-EA security experiment, hence
\[
\text{Adv}^{G_0-\text{EA}}_{\Pi_5, f_5}(\mathcal{A}) = \text{Adv}^{3P-\text{AKE}^+-\text{EA}}_{\Pi_5, f_5}(\mathcal{A}).
\] (4.23)

**Game 1:** In this game the challenger aborts if two sessions at the same party end up with the same local transcript $\tau$ in sub-protocol $\Pi_4$. By definition of the function $\epsilon$ this gives
\[
\text{Adv}^{G_1-\text{EA}}_{\Pi_5, f_5}(\mathcal{A}) \leq \text{Adv}^{G_1-\text{EA}}_{\Pi_5, f_5}(\mathcal{A}) + \epsilon.
\] (4.24)

**Game 2:** This game implements a selective security game where the adversary is required to commit to the session that will accept maliciously first. Specifically, at the beginning of the game the adversary must first choose a pair $(U, i)$, with $i \in [1, n_\pi]$. The game then proceeds as in Game 1, except that if some session accepts maliciously before $\pi_{iU}$, the challenger aborts the game and outputs 0 (i.e., $\mathcal{A}$ loses). In particular, this includes the possibility that $\mathcal{A}$ makes a query that renders $\pi_{iU}$ unfresh (which would preclude $\pi_{iU}$ from accepting maliciously).

**Claim 4.14.**
\[
\text{Adv}^{G_1-\text{EA}}_{\Pi_5, f_5}(\mathcal{A}) \leq n_\pi \cdot |\mathcal{I} \cup \mathcal{R}| \cdot \text{Adv}^{G_1-\text{EA}}_{\Pi_5, f_5}(\mathcal{A}').
\] (4.25)

**Proof.** The proof is essentially the same as for Game 2 in Theorem 4.2 (Claim 4.5), only that this time the selective security adversary guesses one session rather than two.

In the remaining games, let $\pi_{iU}$ denote the session that the adversary commits to in Game 2. Note that $\pi_{iU}$ is not necessarily the same as the test-session chosen by the adversary.

**Game 3:** This game extends the selective security requirement of Game 2 by demanding that the adversary also commits to the partner of $\pi_{iU}$ in sub-protocol $\Pi_3$ (if any). Specifically, at the beginning of the game the adversary must pick a pair $(U, i)$ as in Game 2, but it must also pick a pair $(V, j)$, with $j \in [0, n_\pi]$. Game 3 then proceeds as in Game 2, but it additionally aborts if $\pi_{iU}$ gets a different $f_3$-partner than $\pi_{jV}$ in sub-protocol $\Pi_3$. This includes the case that $\pi_{iU}$ gets an $f_3$-partner if $j = 0$. 
Remark 4.15. Note that there is no contradiction between $\pi^i_U$ accepting maliciously in protocol $\Pi_5$ according to partner function $f_5$, while simultaneously having an $f_3$-partner in sub-protocol $\Pi_3$.

Claim 4.16.

$$\text{Adv}^\text{Gr-EA}_{\Pi_5,f_5}(A) \leq (n_x + 1) \cdot \max\{|I|, |R|\} \cdot \text{Adv}^\text{Gr-EA}_{\Pi_5,f_5}(A').$$  \hspace{1cm} (4.26)

Proof. Again, from an adversary $A$ that plays against the single selective security requirement of Game 2, we can create an adversary $A'$ against the two selective security requirements of Game 3. Basically, after $A$ outputs its commitment to a pair $(U, i)$, then $A'$ guesses another pair $(V, j)$ (conditioned on the role of $U$), and outputs $(U, i)$ and $(V, j)$ as its own commitments to Game 3.  

In the remaining games, let $\pi^j_V$ denote the (possibly empty) $f_3$-partner of $\pi^i_U$ that the adversary commits to in Game 3 in addition to $\pi^i_U$.

Game 4: This game proceeds as the previous one, but it replaces the intermediate key $K_{\Pi_3}$ of $\pi^i_U$ and $\pi^j_V$ in sub-protocol $\Pi_3$ with a random key $\tilde{K}$.

Claim 4.17.

$$\text{Adv}^\text{Gr-EA}_{\Pi_3,f_5}(A) \leq \text{Adv}^\text{Gr-EA}_{\Pi_3,f_5}(A) + \text{Adv}^\text{3P-AKE^{wfs}}_{\Pi_3,f_3}(B_1).$$ \hspace{1cm} (4.27)

Proof. We show that if it is possible to distinguish Game 3 and Game 4, then we can create an algorithm $B_1$ that breaks the 3P-AKE^{wfs} security of sub-protocol $\Pi_3$. Reduction $B_1$ begins by choosing a random bit $b_{\text{sim}}$. It then runs $A$ and implements all the abort conditions introduced so far. All of $A$’s Send queries that pertain to the 3P-AKE sub-protocol $\Pi_3$, $B_1$ forwards to its 3P-AKE^{wfs} security game. For all sessions different from $\pi^i_U$ and $\pi^j_V$, $B_1$ obtains their intermediate keys $K_{\Pi_3}$ in sub-protocol $\Pi_3$ by making a corresponding Reveal query to its 3P-AKE^{wfs} game.

On the other hand, when the first session out of $\pi^i_U$ and $\pi^j_V$ accepts in sub-protocol $\Pi_3$, then $B_1$ instead makes a Test query to obtain its intermediate key $K_{\Pi_3}$ in protocol $\Pi_3$. Let $k^*$ denote this key. When the second session out of $\pi^i_U$ and $\pi^j_V$ accepts in sub-protocol $\Pi_3$, it is assigned the same key $k^*$ as its intermediate key in sub-protocol $\Pi_3$.

$B_1$ simulates sub-protocol $\Pi_4$ itself using the intermediate keys it obtained for sub-protocol $\Pi_3$ as the PSKs for $\Pi_4$. To answer $A$’s Test query, $B_1$ uses the bit $b_{\text{sim}}$ it drew in the beginning of the simulation. Finally, when $\pi^i_U$ accepts in protocol $\Pi_5$, then $B_1$ stops it simulation and outputs a 0 to its 3P-AKE^{wfs} game if $\pi^i_U$ accepted maliciously, and a 1 otherwise.

Before analyzing $B_1$’s advantage, we argue that if $\pi^i_U$ accepts maliciously in $B_1$’s simulation, then both $\pi^i_U$ and $\pi^j_V$ are valid test-targets in its 3P-AKE^{wfs}.
game, i.e., fresh according to predicate $\text{Fresh}_{\text{AKE}^{\text{wfs}}}$. Recall that $B_1$ selects its test-session based on which of $\pi_U^i$ and $\pi_V^j$ accepted first in sub-protocol $\Pi_3$. We consider three cases:

- $j = 0$: In this case $\pi_U^i$ is chosen as the test-session, and $B_1$ makes no Reveal query towards it in its 3P-AKE$^{\text{wfs}}$ game because it uses the Test query to obtain its intermediate key. Since $\pi_U^i$ does not have an $f_3$-partner ($j = 0$), there are of course no other Reveal queries that could have made $\pi_U^i$ unfresh.

We claim that $B_1$ also never issued a Corrupt query to $\pi_U^i$’s peers. To see this, note that if $\pi_U^i$ is to accept maliciously in protocol $\Pi_5$, then it must be fresh according to predicate $\text{Fresh}_{\text{AKE}^{\text{fs}}}$. In particular, this means that $A$ cannot issue any Corrupt queries to $\pi_U^i$’s peers before $\pi_U^i$ accepted. $B_1$ stops its simulation immediately once $\pi_U^i$ accepts, so no Corrupt query will actually be forwarded to $\pi_U^i$’s peers in $B_1$’s 3P-AKE$^{\text{wfs}}$ experiment in this case.

- $j \neq 0$ and $\pi_U^i$ chosen as test-session: Again, $B_1$ makes no Reveal query towards $\pi_U^i$ or $\pi_V^j$ in its 3P-AKE$^{\text{wfs}}$ game, since they are both handled by the Test query. Moreover, since $\pi_U^i$ has an $f_3$-partner ($j \neq 0$), it remains AKE$^{\text{wfs}}$ fresh even if its peers are corrupted.

- $j \neq 0$ and $\pi_V^j$ chosen as test-session: By symmetry of the $f_3$ partner function, $\pi_V^j$ has $\pi_U^i$ as its $f_3$-partner, and thus the argument is the same as for the above case.

Taken together, the above cases show that no-matter which one of $\pi_U^i$ and $\pi_V^j$ was selected as the test-session by $B_1$, it will be fresh according to predicate $\text{Fresh}_{\text{AKE}^{\text{wfs}}}$ in $B_1$’s 3P-AKE$^{\text{wfs}}$ game if $\pi_U^i$ accepted maliciously.

Finally, we analyze $B_1$’s advantage. Let $b$ denote the challenge-bit used to answer $B_1$’s Test query in its 3P-AKE$^{\text{wfs}}$ game. If $b = 0$, then $B_1$’s Test query is answered with a real key, and $B_1$ simulates Game 3 perfectly for $A$ up until the point when $\pi_U^i$ accepts (in protocol $\Pi_5$). Thus:

$$\Pr[\text{Exp}_{\Pi_3, Q}^{\text{AKE}^{\text{wfs}}} (B_1) \Rightarrow 1 \mid b = 0] = \text{Adv}_{\Pi_3, f_5}^{\text{G}, \text{EA}} (\mathcal{A}).$$\hspace{1cm} (4.28)

On the other hand, if $b = 1$, meaning that $B_1$’s Test query is answered with a random key, then $B_1$ perfectly simulates Game 4. Since $B_1$ only outputs a

\footnote{Recall that predicate $\text{Fresh}_{\text{AKE}^{\text{wfs}}}$ forbids any Corrupt query to a session’s peers if (1) it does not have a partner, and (2) it has not accepted yet. This corresponds exactly to the setting we are in when a session accepts maliciously.}
1 to its 3P-AKE\textsuperscript{nf}s security game if $A$ loses in $B_1$’s simulation, i.e., if $\pi_i^U$ does not accept maliciously, we have

$$\Pr[\text{Exp}_{\Pi_3, Q}(B_1) \Rightarrow 1 \mid b = 1] = 1 - \text{Adv}_{\Pi_5, f_3}^{G_5-\text{EA}}(A).$$

Thus, $B_1$’s advantage is

$$\text{Adv}_{\Pi_5, f_3}^{3P-\text{AKE}\textsuperscript{nf}s}(B_1) = 2 \cdot \Pr[\text{Exp}_{\Pi_3, Q}(B_1) \Rightarrow 1 \mid b = 0] - 1$$

$$= \Pr[\text{Exp}_{\Pi_3, Q}(B_1) \Rightarrow 1 \mid b = 1] - 1$$

as stated in the claim.

Since the intermediate key $K_{\Pi_3}$ of $\pi_i^U$ and $\pi_j^V$ is replaced with an independent uniformly random key in Game 4, we can finally show that if $\pi_i^U$ accepts maliciously in Game 4, then it must have accepted maliciously in sub-protocol $\Pi_4$.

Claim 4.18.

$$\text{Adv}_{\Pi_5, f_3}^{G_5-\text{EA}}(A) \leq \text{Adv}_{\Pi_5, f_4}^{3P-\text{AKE}\textsuperscript{nf}s}(B_2).$$

Proof. If $A$ wins in Game 4, we can create the following algorithm $B_2$ which breaks the explicit entity authentication of sub-protocol $\Pi_4$. Algorithm $B_2$ begins by creating all the long-term keys for sub-protocol $\Pi_3$ and drawing a random bit $b_{\text{sim}}$. It then runs $A$ and simulates sub-protocol $\Pi_3$ itself using the intermediate keys coming out of sub-protocol $\Pi_3$ as the PSKs for sub-protocol $\Pi_4$. Additionally, for all sessions different from $\pi_i^U$ and $\pi_j^V$, $B_2$ also simulates sub-protocol $\Pi_4$ itself. On the other hand, to simulate sub-protocol $\Pi_4$ for $\pi_i^U$ and $\pi_j^V$, $B_2$ instead forwards the corresponding queries to its own 2P-AKE\textsuperscript{nf}s security game. Once $A$ stops and outputs a guess $b'$, then $B_2$ stops too.

For sessions different from $\pi_i^U$ and $\pi_j^V$, $B_2$ simulates Game 4 perfectly since it created all the keys. However, $B_2$ also perfectly simulates $\pi_i^U$ and $\pi_j^V$, since by the change in Game 4, their intermediate key $K_{\Pi_3}$ from sub-protocol $\Pi_3$ is replaced with an independent uniformly random key $\tilde{K}$. This is identically distributed to the long-term PSK used in $B_2$’s 2P-AKE\textsuperscript{nf}s security game, so by forwarding the Send queries directed to $\pi_i^U$ and $\pi_j^V$ to its 2P-AKE\textsuperscript{nf}s game, $B_2$ perfectly simulates these sessions too.

It remains to argue that if $\pi_i^U$ accepts maliciously in Game 4, then it must also have accepted maliciously in $B_2$’s 2P-AKE\textsuperscript{nf}s security game. First we claim that session $\pi_j^V$ cannot be $\pi_i^U$’s $f_4$-partner in sub-protocol $\Pi_4$. 
• If \( j = 0 \), then \( B_2 \) never creates a corresponding proxy session in its 2P-AKE\(_{\text{fs}}\) security game, hence \( \pi_U \) cannot possibly have a partner there.

• If \( j \neq 0 \), then \( \pi_U \) by definition (Game 3) must be \( \pi_U \)'s \( f_3 \)-partner in sub-protocol II_3. But if \( \pi_U \) was also the \( f_4 \)-partner of \( \pi_U \) in sub-protocol II_4, then by the construction of \( f_5 \) from \( f_3 \) and \( f_4 \), \( \pi_U \) would be \( \pi_U \)'s \( f_5 \)-partner—contradicting the fact that \( \pi_U \) was supposed to accept maliciously.

There is one subtlety with the arguments above: technically we need to show that \( \pi_U \) and \( \pi_V \) are \( f_4 \)-partners in Game 4 if and only if they are \( f_4 \)-partners in \( B_2 \)'s 3P-AKE\(_{\text{fs}}\)-EA security game. However, the \( T_4 \) transcript from Game 4 contains many sessions, while the transcript \( T_{B_2} \) from \( B_2 \)'s 2P-AKE\(_{\text{fs}}\) security game contains at most two: \( \pi_U \) and \( \pi_V \). In particular, transcript \( T_{B_2} \) is the restriction \( T_4 \mid \pi_U, \pi_V \) of \( T_4 \). But evaluating the same partner function on these two transcripts does not necessarily have to yield the same answer. This is where we use the assumption that \( f_4 \) is a local partner function (see Definition 3.5). Namely, since \( f_4 \) is local, we have that \( \pi_U \) and \( \pi_V \) are \( f_4 \)-partners based on \( T_4 \) if and only if they are \( f_4 \)-partners based on the restriction \( T_4 \mid \pi_U, \pi_V \)—provided that \( T_4 \) is a unique transcript, i.e., no two sessions at the same party have the same local transcript \( \tau \). But this is exactly what the abort condition in Game 1 ensures.

Having shown that \( \pi_U \) does not accept with an \( f_4 \)-partner in \( B_2 \)'s 2P-AKE\(_{\text{fs}}\)-EA security game, we only have to show that \( \pi_U \) is fresh according to predicate \( \text{Fresh}_{\text{AKE}^\text{fs}} \). But this is true since \( B_2 \) makes no \text{Corrupt} query at all in its 2P-AKE\(_{\text{fs}}\) security game, and also makes no \text{Reveal} query to \( \pi_U \). Thus \( \pi_U \) accepts maliciously in \( B_2 \)'s 2P-AKE\(_{\text{fs}}\) security game whenever it accepts maliciously in Game 4, proving Claim 4.18. ■

Combining the bounds from Game 1 to Game 4 with Claim 4.18 yields Lemma 4.13. ■

### 4.3.2 AKE\(_{\text{fs}}\) security

Given Lemma 4.13, which shows that II_5 provides explicit entity authentication, we can now proceed with the proof of Theorem 4.12.

**Game 0:** This is the real 3P-AKE\(_{\text{fs}}\) security game, hence

\[
\text{Adv}_{\Pi_5,f_5}(A) = \text{Adv}_{\Pi_5,f_5}^{\text{3P-AKE}^\text{fs}}(A).
\]
Game 1: In this game, the challenger aborts if a session accepts maliciously in protocol $\Pi_5$, whence

$$\text{Adv}_G^{\Pi_5, f_5}(A) \leq \text{Adv}_H^{\Pi_5, f_5}(A) + \text{Adv}_{3P-\text{AKE}_E}(A).$$  \hspace{1cm} (4.34)$$

The remaining game hops are essentially the same as those of Lemma 4.13. Hence, we merely state their descriptions and corresponding bounds, but omit the proofs.

Game 2: In this game the challenger aborts if two sessions at the same party end up with the same local transcript $\tau$ in sub-protocol $\Pi_4$. By definition of the function $\epsilon$ this gives

$$\text{Adv}_G^{\Pi_5, f_5}(A) \leq \text{Adv}_H^{\Pi_5, f_5}(A) + \epsilon.$$  \hspace{1cm} (4.35)$$

Game 3: This game implements a selective security game where the adversary has to commit to a test-session and its partner (required to exist by Game 1). Specifically, at the beginning of the game the adversary must output two pairs $(U, i)$ and $(V, j)$. The game then proceeds as in Game 2, except that if either of the following events occur, then the challenger penalizes the adversary by outputting a random bit at the end.

(i) Neither $\pi_U^i$ nor $\pi_V^j$ were selected as the test-session by $A$.

(ii) $\pi_U^i$ and $\pi_V^j$ did not get partnered to each other.

Claim 4.19.

$$\text{Adv}_G^{\Pi_5, f_5}(A) \leq (n^2 \cdot |I| \cdot |R|) / 2 \cdot \text{Adv}_H^{\Pi_5, f_5}(A').$$  \hspace{1cm} (4.36)$$

In the remaining games, let $\pi_U^i$ and $\pi_V^j$ denote the two sessions the adversary commits to in the selective security game.

Game 4: This game proceeds as the previous one, but it replaces the intermediate key $K_{\Pi_5}$ of $\pi_U^i$ and $\pi_V^j$ in sub-protocol $\Pi_3$ with a random key $\tilde{K}$.

Claim 4.20.

$$\text{Adv}_G^{\Pi_5, f_5}(A) \leq \text{Adv}_H^{\Pi_5, f_5}(A) + 2 \cdot \text{Adv}_{3P-\text{AKE}_E}(B_1).$$  \hspace{1cm} (4.37)$$

Finally, any successful attack on protocol $\Pi_5$ in Game 4 can be transformed into a successful attack on sub-protocol $\Pi_4$.

Claim 4.21.

$$\text{Adv}_G^{\Pi_5, f_5}(A) \leq \text{Adv}_{3P-\text{AKE}_E}(B_2).$$  \hspace{1cm} (4.38)$$
Concluding the proof of Theorem 4.12. Combining the bounds from Section 4.3.2 to Game 4 with Claim 4.21, we get

\[
\text{Adv}_{\Pi_3,f_5}^{3\text{P-AKE}^\text{fs}}(A) \leq \text{Adv}_{\Pi_5,f_5}^{3\text{P-AKE}^\text{fs}-\text{EA}}(A) + 2n^2 \cdot \text{Adv}_{\Pi_5,f_5}^{3\text{P-AKE}^\text{fs}}(B_1) + n^2 \cdot \text{Adv}_{\Pi_4,f_4}^{2\text{P-AKE}^\text{fs}}(B_2) + \epsilon.
\]

The concrete bound of Theorem 4.12 now follows by applying Lemma 4.13 to Equation (4.39).

4.4 Application to EAP

Our two composition theorems (Theorem 4.2 and Theorem 4.12) apply to the basic and full variants of EAP respectively, as defined in Section 4.1. Specifically, in Theorem 4.2 we identify sub-protocol \(\Pi_1\) with the EAP method run between the client and the server, and sub-protocol \(\Pi_2\) with the key-transport protocol between the server and the authenticator. By a suitable instantiation of these building blocks, and assuming that the EAP method provides channel binding, we immediately get from Theorem 4.2 that basic EAP (\(\Pi_3\)) is a secure 3P-AKE protocol in the weak forward secrecy model 3P-AKE^{wfs}. This result can then be combined with Theorem 4.12, where we identify sub-protocol \(\Pi_3\) with basic EAP and sub-protocol \(\Pi_4\) with the subsequent Security Association Protocol between the client and the authenticator. It follows immediately that full EAP (\(\Pi_5\)) is a secure 3P-AKE protocol in the full forward secrecy model AKE^{fs}.

In Chapter 5 we will show that the EAP method EAP-TLS [RFC5216] satisfies the requirements on sub-protocol \(\Pi_1\) in Theorem 4.2. Likewise, in Chapter 6 we show that IEEE 802.11 [IEEE 802.11] satisfies the requirements on sub-protocol \(\Pi_4\) in Theorem 4.12. Thus, it remains to demonstrate that the key-transport protocol between the server and the authenticator satisfies the requirements on sub-protocol \(\Pi_2\) in Theorem 4.2.

As we argued in Section 4.1.2, the security properties provided by the MPPE encryption method employed by RADIUS are largely unknown. It is therefore difficult to assess whether RADIUS alone can safely instantiate our first composition theorem. On the other hand, RADIUS is commonly run on top of a secure channel protocol like TLS or IPsec. In this case the security reduces to that of the underlying secure channel protocol. Both TLS and IPsec are well-studied, and have received large amounts of formal analysis. In particular, a number of works have shown TLS to be a secure ACCE protocol [Jag+12, KPW13b, KSS13, Brz+13a, Li+14], so in Theorem 4.2 we can for instance set sub-protocol \(\Pi_2\) to be RADIUS-over-TLS [RFC6614].
4.4.1 EAP without channel binding

Theorem 4.2 requires that the EAP method provides channel binding. Without it, EAP becomes vulnerable to the UKS attack described in Section 4.1.1. Unfortunately, many concrete EAP methods do not provide channel binding. Because the communication between the client and the server is normally routed through the authenticator, a malicious authenticator can trivially modify the information presented to the two sides. As a consequence, without channel binding it suffices to compromise a single authenticator in order to compromise an entire network. Since authenticators are typically low-protected devices, such as wireless access points, this represents a substantial attack vector on larger enterprise networks.

Interestingly, a very similar situation can be found in the UMTS and LTE mobile networks. UMTS and LTE employ a key exchange protocol called AKA which is structured almost identically to the EAP protocol: a mobile client that wants to connect to a base station first has to authenticate to its home operator. The home operator then transmits a list of so-called authentication vectors (which in particular includes a session key) to the base station in much the same way the server forwards the session key to the authenticator in EAP. Moreover, similar to many EAP methods, the AKA protocol lacks channel binding for its authentication vectors. In their analysis of the AKA protocol, Alt et al. [Alt+16, §5] noted this lack of channel binding, and suggested a fix which is almost identical to the key-derivation approach analyzed in this chapter.

4.4.2 Channel binding scope

Theorem 4.2 assumes that the channel binding includes the identity of the client and the authenticator in order to bind them cryptographically to the session key. However, this fine-grained scope of the channel binding might not be relevant all situations. For example, in a WLAN supported by many access points, the client does not actually care about which specific access point it connects to, as long as it connects to a legitimate access point of that WLAN. Thus, in this case the granularity of the channel binding does not have to be at the individual access point level, but rather at the WLAN level, defined by all the access points broadcasting the same network identifier (SSID). Of course, by doing so the protection provided by the channel binding will be weaker. In particular, when channel binding occurs at the individual level, then the corruption of a single access point will not influence clients connecting to access points having a different identity. On the other hand, when channel binding occurs at the network level, then a single corrupted access point will affect all connections within that WLAN. In this case, channel binding only
protects connections occurring in networks having a different SSID.

More generally, the information included in the channel binding defines the scope of the protection it provides, and can include more than just identities. For instance, physical media types, data rates, cost-information, channel frequencies, can all be used as input to the channel binding (see [CH09] for a discussion of these possibilities). The specifications for channel binding within EAP [OPY06, RFC6677] leave open exactly what type of information should go into the binding, because the amount of information that will be available to both the client and the server may vary.
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5.1 Motivation

In Chapter 4 we showed that EAP is a secure 3P-AKE protocol assuming, among other things, that the EAP method between the client and the server is a secure 2P-AKE protocol. Thus, in order to complete the picture on EAP, we need to establish that at least some EAP method satisfies the 2P-AKE security notion. Fortunately, such an EAP method already exists, namely EAP-IKEv2 [RFC5106]. In particular, since an EAP method is just a wrapper around some concrete AKE protocol, the security of EAP-IKEv2 reduces to that of IKEv2, which has been proven secure by Canetti and Krawczyk [CK02].

On the other hand, probably the most widely supported EAP method of all—EAP-TLS—has no such proof. In fact, as we explained in Section 3.4, TLS
in all versions up to TLS 1.2 is not a secure AKE protocol at all! The reason is that TLS encrypts some of the handshake messages using the session key itself, giving the adversary a trivial way of distinguishing the session key from random. Thus, it might appear that our results on EAP cannot be applied to the case when EAP-TLS is being used as the EAP method.

Fortunately, it turns out that within the context of EAP-TLS, TLS can be proven to be a secure AKE protocol. Recall from Section 2.1 that an EAP method is supposed to export a master session key MSK. Crucially, in EAP-TLS the MSK is not the ordinary session key of TLS which is used to protect the channel. Instead, the MSK is derived as a separate key from the master secret established during the TLS handshake. This fact makes it possible to prove that EAP-TLS is a secure AKE protocol, by considering the MSK as the session key.

Concretely, in this chapter we show that if one derives an additional export key from the TLS master secret—indeed, independent of the other handshake messages—then TLS constitutes a secure AKE protocol by taking this export key to be the session key. Furthermore, while our starting point is the TLS protocol, our result will in fact be much more general. Instead of focusing solely on TLS, we generalize to a wider class of protocols which we call TLS-like ACCE protocols. Roughly, TLS-like ACCE protocols are protocols that satisfy the ACCE security notion and, like TLS, establish a master secret during the handshake. Apart from this requirement, our result has no other dependencies on the specifics of the TLS protocol. In other words, our main result is a general theorem showing that any ACCE protocol which has a concept of a master secret can be turned into an AKE protocol.

An immediate corollary of this result is of course that EAP-TLS is a secure 2P-AKE protocol. However, it also applies more broadly to the general practice of exporting additional keys from the master secret in TLS, as has been formalized in RFC 5705: “Keying Material Exporters for Transport Layer Security (TLS)” [RFC5705] (which we call TLS Key Exporters from now on).

Motivation for our approach. For the moment, suppose we only wanted to show that EAP-TLS was a secure AKE protocol, leaving aside the possibility of further generalizations for now. One obvious approach would be to reuse one of the many existing security proofs which shows that TLS is a secure ACCE protocol (e.g., [Jag+12, KSS13, Li+14]). Specifically, in these proofs the master secret of a particular session is typically swapped out with a completely random value, allowing the rest of the proof to continue on the assumption that the master secret is completely hidden from the adversary. Due to the unpredictability of the master secret, the adversary will not be able to detect the switch. Using this truly random master secret, we could then extend the
proof with one additional step where we derive the export key using a random oracle. It would then follow that the derived export key is indistinguishable from random.

However, a big downside of such a result is that it could not be re-used across different TLS ciphersuites, nor would it hold for future versions of TLS. Indeed, for every variant of TLS one would have to redo the corresponding security proof and augment it accordingly to account for the extra export key. Besides being tedious, this approach is of course also inherently non-modular since it is tied to the innards of each particular proof. Still, it seems likely that most of these proofs would be fairly similar in terms of technique, and also reasonably independent of the specific details of the TLS protocol itself.

The question is whether we can isolate exactly those properties of the TLS protocol that these proofs rely on. If so, we could extract a generic proof of TLS key exporters that works across different versions unmodified. Moreover, it would be even better if we could have a result that is not tied to TLS at all, but rather one that targets an appropriate abstract security notion.

Essentially, this is what we do in this chapter: we identify certain features of the TLS protocol which, when added to a generic ACCE protocol, are sufficient to establish the indistinguishability of the export keys derived by the protocol. Note that, apart from the features that we identify, the result is completely independent of the internals of TLS. Below we describe these features.

Technical overview of our result. Surprisingly, the number of additional features that needs to be added beyond a generic ACCE protocol is rather minimal. They consist of the following three requirements.

(i) The handshake includes a random nonce from each session.

(ii) Each session maintains a value called the master secret during the handshake.

(iii) The session key is derived from the master secret, the nonces, and possibly some other public information using a key derivation function (KDF).

We call an ACCE protocol that satisfies these requirements TLS-like. Our result can now be more precisely formulated as follows: starting from an ACCE secure TLS-like protocol $\Pi$, we create an AKE secure protocol $\Pi^+$, where $\Pi^+$ consists of running protocol $\Pi$ until a session accepts (according to $\Pi$), and then derives one additional key from the master secret and nonces of $\Pi$. This key—which is distinct from the session key in the underlying protocol $\Pi$—becomes the session key of $\Pi^+$. In our security proof the key derivation step will be modeled using a random oracle. The construction of $\Pi^+$ from $\Pi$ precisely captures the definition used in TLS key exporters [RFC5705] and EAP-TLS [RFC5216].
Note that while we put no security requirements on the master secret of a TLS-like protocol, it is pivotal in our proof to relate the indistinguishability of the session keys in $\Pi^+$ to the ACCE security of $\Pi$. However, at first sight it does not seem like merely assuming the ACCE security of TLS will allow us to say anything about the internal variables of TLS, and in particular its master secret. Nevertheless, inspired by Morrissey, Smart, and Warinschi [MSW10], we can show that the ACCE security of TLS implies that the master secret is unpredictable, meaning that no adversary is able to output the full master secret of a fresh target session. If the master secret was predictable, then we would be able to break the security of the ACCE channel. This intuition lies at the heart of our proof, which uses the ACCE property of TLS in a (semi-)black-box way.

Specifically, Morrissey et al. [MSW10] proved that a secure AKE protocol can be built out of a secure master key agreement protocol, which has the much weaker security requirement of having unpredictable master secrets. In their security reduction they assumed to have access to a key-checking oracle $O$ that answers whether a supplied value equals the master secret of a given session. Using the key-checking oracle $O$, they could simulate the session key derivation of the AKE protocol as well the random oracle. Crucially, however, it required that $O$ was perfect, meaning that it always answered correctly.

By contrast, our proof is complicated by the fact that there is no perfect key-checking oracle available. That is, given only a (TLS-like) ACCE protocol, there is no apparent mechanism for testing the master secret of a session with certainty. The main technical novelty of our proof is to show that we can still create an approximation of the key-checking oracle as long as we allow a (small) one-sided error probability. This emulated key-checking oracle suffices to simulate the AKE experiment of protocol $\Pi^+$ in our reduction to the ACCE security of $\Pi$.

To give some intuition for our key-checking oracle in the ACCE setting, suppose we want to test whether the value $ms$ is the master secret of some session $\pi$. First, we use $ms$, the nonces $\pi$ accepted with, and the KDF of $\Pi$ (all available since $\Pi$ is TLS-like) to derive a guess on $\pi$’s session key in $\Pi$. Next, we obtain a ciphertext $C$ of a random message under $\pi$’s actual session key in $\Pi$ using our access to the “left-or-right” LR query in the ACCE game. Finally, we locally decrypt $C$ using the guessed session key of $\Pi$, i.e., we do not use the Decrypt query of the ACCE game. If the local decryption gives back the random message we started with, we guess that $ms$ was the correct master secret of $\pi$; otherwise, we guess that it was incorrect.

In the above, we tacitly assumed that different master secrets derive different session keys (using the same nonces). Normally, this would follow directly from the pseudorandomness of the KDF used in $\Pi$. However, since we do not require the master secrets to be independent and uniformly distributed,
we cannot invoke this property of the KDF. Instead, we have to explicitly
assume that different master secrets do not collide to the same session key. We
expect this property to hold for most real-world KDFs. Particularly, we show
in Theorem 5.14 (Section 5.3.2) that the HMAC-based KDF used in TLS 1.2
has this property, provided the underlying hash function in HMAC is collision-
resistant.

5.1.1 Related work on EAP-TLS
The classic result of Canetti and Krawczyk [CK01] shows how to build secure
channels from AKEs. Our result can be seen as a kind of dual: building AKEs
from secure channels. Specifically, we create a compiler that on input a secure
TLS-like ACCE protocol outputs a secure AKE protocol. There is a long
tradition for generic compiler results like this in the literature [BCK98, KY03,
Jag+10, BG11, CF12, Kra16].

On the specific topic of EAP-TLS we are not aware of any existing re-
sults. There are results on other EAP methods, however. For example, the
already mentioned EAP-IKEv2 method is a secure AKE protocol (following di-
rectly from the corresponding result on IKEv2 [CK02]). Likewise, Küsters and
Tuengerthal [KT11a] have shown that the EAP-PSK method (see Table 2.1) is
secure in their IITM universal composability framework.

5.2 TLS-like ACCE \(\implies\) AKE
In this section we state and prove our generic result which will be used to
establish the AKE security of EAP-TLS in Section 5.3. The protocols analyzed
in this section are generic in the sense that they are not assumed to have any
specific structure except for being TLS-like.

5.2.1 TLS-like protocols
Since the definition of TLS-like is motived by the structure of the TLS 1.2 pro-
tocol, we first give a brief description of it here. Figure 5.1 shows a simplified
version of the TLS 1.2 handshake parameterized on a key encapsulation mecha-
nism (KEM) KEM. This presentation is inspired by Krawczyk et al. [KPW13b]
and allows us to treat all the main TLS handshake variants, TLS-RSA, TLS-
DH, TLS-DHE, in a uniform manner by suitably instantiating the KEM. Note
that in order to do so, the “Cert” notation captures more than just one side’s
certificate. For example, for TLS-DHE we have that Cert\(^C\) includes the client’s
ephemeral Diffie-Hellman share, a signature on the share, as well as the client
certificate itself.
The TLS handshake begins with the client sending a random nonce $\eta_C$. The server responds with its own random nonce $\eta_S$ and its contribution to the KEM, denoted $\text{Cert}_S^+$. On receiving this message, the client generates its own KEM contribution $\text{Cert}_C^+$, and from the two KEM values derives a master secret key $ms$. From the master secret and the nonces, the client also derives the TLS session key $k$ using the TLS key derivation function $\text{tls.PRF}$. The client sends its KEM contribution together with a key confirmation message $\text{Finished}_C$ to the server. On receiving the client’s KEM contribution, the server derives the same $ms$ and $k$ as the client and checks the validity of $\text{Finished}_C$. It ends the handshake by sending a key confirmation message $\text{Finished}_S$ of its own.

Essentially, a TLS-like protocol abstracts from the TLS 1.2 handshake the idea of having random nonces, a master secret, and a session key derived from the master secret and the nonces using a KDF. In the definition below, recall that a session’s local transcript $\tau$ consists of all the messages it has sent and received during the protocol run.

**Definition 5.1 (TLS-like protocols).** An ACCE protocol $\Pi$ is **TLS-like** if:

(i) each session transmits a random nonce value $\eta \leftarrow \{0, 1\}^\lambda$ during its run of the protocol,

(ii) each session holds a variable $ms \in \{0, 1\}^{\kappa} \cup \{\bot\}$, called the master secret,

(iii) if $\eta_1, \eta_2$ are the two nonces on a session’s local transcript $\tau$, then the session key is derived as

$$k \leftarrow \text{Kdf}(ms, \eta_1||\eta_2, F_\Pi(\tau)), \quad (5.1)$$

where $\text{Kdf}: \{0, 1\}^\kappa \times \{0, 1\}^{2\lambda} \times \{0, 1\}^* \rightarrow \{0, 1\}^\kappa$ and $F_\Pi: \{0, 1\}^* \rightarrow \{0, 1\}^*$ are deterministic functions.

It should be clear from Figure 5.1 that TLS 1.2 is indeed TLS-like. But many other real-world protocols also belong to this class, like SSH, IKEv2, and...
QUIC. The function $F_{\Pi}$ is protocol-specific and meant to capture any auxiliary input that might be used to derive the session keys in addition to the nonces. For example in TLS 1.2, $F_{\Pi}(\tau)$ is the empty string, while in IKEv2, $F_{\Pi}(\tau)$ is the Security Parameter Index (SPI) of the initiator and the responder.

### 5.2.2 Construction

Let $\Pi$ be a TLS-like ACCE protocol with key derivation function $Kdf$ and let $G : \{0,1\}^* \times \{0,1\}^{2k} \times \{0,1\}^* \rightarrow \{0,1\}^k$ be a random oracle. From $\Pi$ and $G$ we create an AKE protocol $\Pi^+$ as follows. Protocol $\Pi^+$ consists of first running protocol $\Pi$ as usual until a session accepts, then it derives an additional key $ek \leftarrow G(ms, \eta, aux)$, where $ms$ is the master secret of $\Pi$, $\eta_C$ and $\eta_S$ are the nonces, and $aux \in \{0,1\}^*$ is an (optional) string containing selected values from the session’s local transcript $\tau$. The key $ek$ becomes the session key in protocol $\Pi^+$.

By construction, a session in $\Pi^+$ derives (at least) two keys: its “true” session key in the sense of the AKE model, i.e., the key $ek$ derived from the random oracle $G$; and the “session key” derived in the underlying protocol $\Pi$ using the KDF $\Pi.Kdf$. To avoid confusion, we will call the former key the export key; and the latter key the channel key and denote it $ck$. In particular, in the AKE game the session key variable $\pi.k$ will store the export key $ek$, while the channel key $ck$ will merely be one of $\pi$’s other internal state variables, written $\pi.ck$. The reason why the export key $ek$ needs to be derived using a random oracle will be explained below.

### 5.2.3 Main result

Informally, our main result shows that the construction described above transforms a secure TLS-like ACCE protocol $\Pi$ into a secure AKE protocol $\Pi^+$. However, in our proof we need to make one additional assumption besides that of ACCE security. We need to assume that the key derivation function $\Pi.Kdf$ does not have key collisions, i.e., that two different master secrets produce the same output when given the same nonces and auxiliary data as input.

**Definition 5.2 (KDF collision resistance).** Let $KDF$ be a function with the same domain and range as the function in Equation (5.1). Define the following advantage measure for an adversary $A$:

$$Adv_{KDF}^{\text{KDF-collision}}(A) \overset{\text{def}}{=} \Pr \left[ (ms, ms', r, s) \leftarrow A : KDF(ms, r, s) = KDF(ms', r, s), ms \neq ms' \right].$$

A tuple $((ms, ms'), r, s)$ satisfying the criterion in the equation above is called a key collision for $KDF$. 

Remark 5.3. Definition 5.2 is a variant of the more common notion of collision-resistant hash functions. The difference is that KDF collision resistance is about collisions in the keys, not the messages.

Theorem 5.4. Let \( \Pi^+ \) be the AKE protocol derived from a TLS-like ACCE protocol \( \Pi \) and a random oracle \( G \) using the construction described in Section 5.2.2. Let \( f \) be a partner function with perfect soundness. Then for any adversary \( A \) in the AKE security experiment against \( \Pi^+ \), we can create adversaries \( B \) and \( C \) such that:

\[
\text{Adv}_{\Pi^+; f}(A) \leq 3 \cdot \text{Adv}_{\Pi^+; ACCE}(B) + 3 \cdot \text{Adv}_{\Pi; KDFcoll}(C) + \frac{6qn_Pn_\pi^2}{2^c} + \frac{(n_Pn_\pi)^2}{2^{\lambda+1}},
\]

where \( \lambda \) is the nonce length of protocol \( \Pi \), \( n_P \) is the number of parties, \( n_\pi \) is the maximum number of sessions that \( A \) creates at each party, \( q \) is \( A \)'s number of random oracle queries, and \( c \in \mathbb{N} \) is an arbitrary constant.

The main idea behind the proof of Theorem 5.4 is to relate the security of the derived export keys to the security of the channel keys in the underlying ACCE protocol \( \Pi \). Basically, by using the property that TLS-like protocols derive their channel keys from the master secret and nonces, we establish that two sessions derive the same export key if and only if they derive the same channel key (barring certain bad events which we bound). The reason why the export key needs to be derived using a random oracle is because the master secret is not guaranteed to be uniform and independently distributed. Because of this we cannot invoke the pseudorandomness of the KDF when deriving the export key from the master secret.

Like in the proofs of our compositions theorems in Chapter 4, we assume for simplicity that the partner function \( f \) has perfect soundness so that we can always take for granted that partners derive the same session key.

Proof. Let \( A \) be the adversary in the AKE security game against protocol \( \Pi^+ \). Our proof proceeds through a sequence of games, where each consecutive game aims to decrease the challenger’s dependency on the sessions’ master secrets and the random oracle \( G \), in order to derive the export keys in protocol \( \Pi^+ \). Eventually, in the final game the random oracle \( G \) will have been completely replaced by a local list \( L_G \), and the \( \Pi^+ \) export keys are derived independently of the sessions’ master secrets. At this point we can construct an algorithm \( B \) against the ACCE security of the underlying protocol \( \Pi \), since \( B \) will now be able to simulate the game.

Game 0: This is the original AKE security game for protocol \( \Pi^+ \):

\[
\text{Adv}_{\Pi^+; f}(A) = \text{Adv}_{\Pi^+}(A).
\]
**Game 1:** Game 1 proceeds like in Game 0, but aborts if two sessions generate the same nonce value. Since there are $n_P \cdot n_\pi$ generated nonces, the probability of there being at least one collision is bounded by $(n_P n_\pi)^2 \cdot 2^{-\lambda+1}$. By the Difference Lemma we have

$$\text{Adv}^{G_0}_{\Pi^+, f}(A) \leq \text{Adv}^{G_1}_{\Pi^+, f}(A) + \frac{(n_P n_\pi)^2}{2^{\lambda+1}}. \quad (5.4)$$

The remaining games are aimed at removing the challenger’s dependency on the random oracle and enabling it to derive the $\Pi^+$ export keys without knowing the sessions’ master secrets. To this end, the challenger will begin to maintain a list $L_G$ which it will use to simulate the random oracle $G$ and derive the sessions’ export keys. The entries of $L_G$ are tuples of the form $(ms, \eta, aux, ek, \ast)$, where $ms \in \{0, 1\}^\kappa \cup \{\bot\}$, $\eta \in \{0, 1\}^{2\lambda}$, $aux \in \{0, 1\}^\ast$, $ek \in \{0, 1\}^\kappa$, and $\ast$ denotes a list that contains zero or more session oracles. Specifically, we use the notation “[ ]” to denote an empty list, “[π]” for a list containing exactly π, “[π, s]” for a list containing π plus zero or more (unspecified) sessions, and “[s]” for a list containing zero or more (unspecified) sessions. $L_G$ is initially empty and is filled out either in response to $A$’s random oracle queries or when a session reaches the accepted state.

All the remaining games either change the way export keys are derived for newly accepted sessions (which we call the “Send-code”), or how they answer random oracle calls (which we call the “G-code”). The evolution of the Send-code from Game 2 through Game 6 is shown in Figure 5.2 on Page 102, while the corresponding G-code is shown in Figure 5.3 on Page 103. Here is how to read the Send-code. When a session $\pi$ accepts with master secret $ms$, nonces $\eta = \eta_C \parallel \eta_S$, and auxiliary data $aux$, then we look for the existence of a tuple $t \in L_G$ that matches these variables. We use red color to indicate the variables that a given if/else-if clause uses to “pattern-match” against the corresponding variables of $\pi$. The G-code is read in a similar way.

We annotate the changes made in one game relative to the previous one using boxes. Note that some games make changes to both the Send-code and the G-code at the same time. For the remainder of this proof we always use $\eta$ to refer to the concatenation of the two nonces $\eta_C, \eta_S$ that a session has received.

**Game 2:** This game introduces the list $L_G$. When a session $\pi$ accepts with master secret $ms$, nonces $\eta = \eta_C \parallel \eta_{AP}$, and auxiliary data $aux$, the challenger uses the Send-code shown in the panel labeled “Game 2” in Figure 5.2 to derive its export key. It uses the G-code shown in the panel labeled “Game 2” in Figure 5.3 to answer the adversary’s random oracle queries.
Claim 5.5.
\[ \text{Adv}_{H_i^+, f}(A) = \text{Adv}_{H_i^+, f}(A). \] (5.5)

Proof. Since the challenger considers all of the input values to the random oracle when answering from \( L_G \) in this game—in particular, it explicitly looks at the master secrets of the sessions—and because a random oracle always returns the same value when given the same input twice, the answers in Game 2 are distributed exactly like in Game 1.

In the remaining games, we define \( \text{ck-coll}_i \) to be the event that during the run of Game \( i \), the challenger calls the key derivation function \( \Pi.Kdf \) on two different master secrets \( ms \neq ms' \), but with the same nonces \( \eta \) and additional input \( aux \), such that \( \Pi.Kdf(ms, \eta, aux) = \Pi.Kdf(ms', \eta, aux) \). We call event \( \text{ck-coll}_i \) a channel key collision.

Game 3: In this game the Send-code is modified so that when a session accepts, the challenger first checks whether the session’s partner is present in a tuple on \( L_G \) before deriving its export key (see the panel labeled “Game 3” in Figure 5.2). The G-code remains unchanged.

Claim 5.6.
\[ \text{Adv}_{H_i^+, f}(A) \leq \text{Adv}_{H_i^+, f}(A) + \text{Pr}[\text{ck-coll}_3]. \] (5.6)

Proof. We claim that unless a channel key collision occurs, then Game 2 and Game 3 are identical. To see this, suppose the if-check at Line 2 of Game 3 matched two sessions \( \pi \) and \( \pi' \). This means that \( f_T(\pi) = \pi' \), which implies that they have the same channel key by our assumption of perfect soundness of \( f \). Then our assumption that no key collision occurs further implies that they must also have the same master secret. Hence, the else-if check at Line 10 would also have matched \( \pi \) and \( \pi' \) in Game 2. This shows that Game 2 and Game 3 matches exactly the same sessions when no channel key collision occurs.

To bound \( \text{Pr}[\text{ck-coll}_3] \) we create an algorithm \( C_1 \) that finds key collisions in \( \Pi.Kdf \). Algorithm \( C_1 \) emulates adversary \( A \) and the challenger in an execution of Game 3 by instantiating all the parties’ long-term keys and running all the sessions according to the specification of the game. If event \( \text{ck-coll}_3 \) happened during this run, say due to the calls \( \Pi.Kdf(ms, \eta, F_\Pi(\tau)) \) and \( \Pi.Kdf(ms', \eta, F_\Pi(\tau)) \), then algorithm \( C_1 \) outputs \( ((ms, ms'), \eta, F_\Pi(\tau)) \) as its collision for \( \Pi.Kdf \).

Since \( C_1 \) holds all the keys, it can simulate Game 3 perfectly. In particular, it can correctly simulate the random oracle \( G \) in those places where it is called inside of Game 3 (i.e., Line 15 of the Send-code, and Line 11 of the G-code). Thus, the probability that \( C_1 \) finds a collision in \( \Pi.Kdf \) is exactly the probability that event \( \text{ck-coll}_3 \) occurs during its simulation of Game 3 for \( A \).
Remark 5.7. The reason we have to condition on there being no channel key collision in Game 3 is because we do not assume that being partners necessarily implies having equal master secrets. It is conceivable that two partner sessions might end up with the same channel key (and export key) even if their master secrets differ. This would lead to a discrepancy in how \( G \) queries are answered in Game 2 and Game 3.

Game 4: In this game the **Send**-code is augmented by matching non-fresh sessions based on their channel keys (see Figure 5.2). That is, if two non-fresh sessions are found to have the same channel key (and the same nonces and auxiliary data), then they are given the same export key too.

Claim 5.8.

\[
\text{Adv}_{\Pi^+,f}^G(A) \leq \text{Adv}_{\Pi^+,f}^G(A) + \Pr[\text{ck-coll}_4].
\] (5.7)

*Proof.* Again, as long as a channel key collision does not occur (event \( \text{ck-coll}_4 \)), then Game 3 and Game 4 are identical. To bound \( \Pr[\text{ck-coll}_4] \) we build an algorithm \( C_2 \) against the collision resistance of \( \Pi.Kdf \) just like we created \( C_1 \) in the proof of Claim 5.6. ■

Game 5: In this game the challenger replaces the calls to the random oracle (both in the **Send**-code and in the **G**-code) with strings drawn uniformly at random.

Claim 5.9.

\[
\text{Adv}_{\Pi^+,f}^{C_4}(A) = \text{Adv}_{\Pi^+,f}^{C_4}(A).
\] (5.8)

*Proof.* We show that the challenger in Game 4 never repeats a call to the random oracle on the same input. Thus, replacing these calls with uniformly drawn strings in Game 5 yields exactly the same distribution on the export keys.

Suppose at some point during Game 4 the challenger made the random oracle call \( G(ms, \eta, aux) \) for the first time (either due to a session accepting, or because \( A \) made this exact \( G \) query). Suppose the random oracle responded with \( ek \), and let \( t = (ms, \eta, aux, ek, [s]) \) be the tuple that was added to \( L_G \) in response to the call.

If the adversary later makes a \( G \) query on the same values, i.e. a query of the form \( G(ms, \eta, aux) \), then Line 2 of the \( G \)-code will be used to answer the query. Thus, the random oracle call on Line 11 of the \( G \)-code would never be made on the same values twice in Game 4.

Likewise, if a session \( \pi \) accepts with the same values, i.e., master secret \( ms \), nonces \( \eta = \eta_C || \eta_S \), and auxiliary data \( aux \), after the initial \( G \) query was made,
9: // look at the master secret
10: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
11: \( \pi \leftarrow \text{ek} \)
12: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)
13: else
14: // no match found – derive new key
15: \( \text{ek} \leftarrow \text{G}(\pi, \eta, \text{aux}) \)
16: \( \pi \leftarrow \text{ek} \)
17: \( L_2 \leftarrow L_2 \cup (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \)

Game 5

1: // match partner sessions
2: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
3: \( \pi \leftarrow \text{ek} \)
4: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)

9: // look at the master secret
10: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
11: \( \pi \leftarrow \text{ek} \)
12: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)
13: else
14: // no match found – derive new key
15: \( \text{ek} \leftarrow \text{G}(\pi, \eta, \text{aux}) \)
16: \( \pi \leftarrow \text{ek} \)
17: \( L_2 \leftarrow L_2 \cup (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \)

Game 6

1: // match partner sessions
2: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
3: \( \pi \leftarrow \text{ek} \)
4: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)

9: // look at the master secret
10: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
11: \( \pi \leftarrow \text{ek} \)
12: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)
13: else
14: // no match found – derive new key
15: \( \text{ek} \leftarrow \{0, 1\} \)
16: \( \pi \leftarrow \text{ek} \)
17: \( L_2 \leftarrow L_2 \cup (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \)

Game 7

1: // match partner sessions
2: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
3: \( \pi \leftarrow \text{ek} \)
4: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)

9: // look at the master secret
10: if \( \exists (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \in L_2 \) and \( (f_\pi(\pi) = \pi') \):
11: \( \pi \leftarrow \text{ek} \)
12: update \( (\pi, \eta, \text{aux}, \text{ek}, [\pi']) \) to \( (\pi, \eta, \text{aux}, \text{ek}, [\pi', \pi]) \)
13: else
14: // no match found – derive new key
15: \( \text{ek} \leftarrow \{0, 1\} \)
16: \( \pi \leftarrow \text{ek} \)
17: \( L_2 \leftarrow L_2 \cup (\pi, \eta, \text{aux}, \text{ek}, [\pi]) \)

Figure 5.2: How to derive the export key \( \text{ek} \) of a session \( \pi \) that accepted with master secret \( \text{ms} \), nonces \( \eta = \eta_C || \eta_S \), and auxiliary data \( \text{aux} \), in Game 2 to Game 6.
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Figure 5.3: How $G$ queries (RO calls) of the form $G(ms, \eta, aux)$ are answered in Game 2 to Game 6.
then the else-if check on Line 10 of the \texttt{Send}-code would match $\pi$ to $t$. Thus, the random oracle call on Line 15 of the \texttt{Send}-code would not be made on the same values twice in Game 4 either.

In the final game hop the challenger will derive the sessions’ export keys independently of their master secrets. To do this, the challenger will use a probabilistic \textit{key-checking} procedure called \texttt{CheckKey} to test whether the adversary queried the random oracle at the correct master secret of a session. The \texttt{CheckKey} procedure is defined in Algorithm 1. The statements in blue boxes can be ignored for now.

The idea of \texttt{CheckKey} is to test the validity of a supplied master secret \textit{indirectly} by checking whether it derives the same channel key as the one held by the session. Of course, this whole exercise might seem totally pointless, since the challenger has direct access to the session’s master secrets. However, the purpose of the game hop is to prepare the ground for a subsequent reduction to the ACCE security of protocol $\Pi$. This reduction will \textit{not} have direct access to the session’s master secrets, hence it needs to be able to simulate this key-checking procedure.

The \texttt{CheckKey} procedure can be explained as follows. After being given a master secret $ms$ and a session $\pi$, it first derives a guess on $\pi$’s channel key, denoted $ck'$ (Line 6 in Algorithm 1). If $\pi$ is non-fresh, then \texttt{CheckKey} simply compares $ck'$ with $\pi.ck$ directly (Line 10). On the other hand, when $\pi$ is fresh, then \texttt{CheckKey} tests the validity of $ck'$ by trying to decrypt a ciphertext $C$ that was legitimately created with the actual channel key of $\pi'$.

Unfortunately, this stage is complicated by the fact that the stAE scheme is stateful. Recall that a stAE scheme maintains two counters $st_E$ and $st_D$ for encryption and decryption, respectively. Before attempting to decrypt $C$, \texttt{CheckKey} first needs to recreate a valid decryption state $st_D$. This is shown at Lines 16 through 18. Basically, starting from the initial state of the stAE scheme, \texttt{CheckKey} chronologically decrypts each encrypted message output by the session during the handshake (if any). Then it decrypts all ciphertext messages created in prior calls to \texttt{CheckKey} (because these advance the session’s encrypt state $st_E$). If the correct channel key was used, then this process is guaranteed to generate a decryption state $st'_D$ that “matches”\footnote{We write “matches” since the recreated state $st'_D$ will not necessarily be \textit{equal} to the decryption state held by $\pi$, only that it has the property of yielding a valid decryption.} the encrypt state $st_E$ which was used to create the ciphertext $C$. Finally, \texttt{CheckKey} attempts the decryption of $C$ (Line 21).

If \texttt{CheckKey} was called on the correct master secret of a session $\pi$, then the above shows that it will always return \texttt{true} since the derived channel key $ck'$ will equal $\pi.ck$ because $\Pi.Kdf$ is deterministic. Conversely, if \texttt{CheckKey} was
Algorithm 1 CheckKey(π, ms)

**Note:** The procedure is parameterized by some integer $c \in \mathbb{N}$. Calls on the same input always return the same value, i.e. CheckKey caches its results for every input combination. To simplify the presentation this is not shown below. Statements shown in blue boxes are only executed by reduction algorithm $B$.

**Precondition:** To every session $\pi$, CheckKey associates a random bit $d$, written $\pi.d$. Let $L_{\pi} = \{(C_1, H_1), \ldots, (C_r, H_r), (C_{r+1}, \varepsilon), \ldots, (C_s, \varepsilon)\}$ be the list of all the encrypted handshake messages (if any) output by $\pi$ during the run of $\Pi^+$, as well as all the ciphertexts produced by previous calls to CheckKey($\pi, \ast$).

1: $x, y \gets \{0, 1\}^c$
2: $m_0 \gets 0 || x$
3: $m_1 \gets 1 || y$
4: // $\eta = \eta_C || \eta_S$ are the nonces $\pi$ accepted with, and $aux \gets F_\Pi(\pi, \tau)$
5: $ck' \leftarrow \Pi.Kdf(ms, \eta, aux)$
6: if $\pi$ is non-fresh:
7: return $ck \leftarrow Reveal(\pi)$
8: else
9: $(C, \text{st}_E) \leftarrow \Lambda.Enc(\pi.ck, m_{\pi.d}, \varepsilon, \text{st}_E) \quad C \leftarrow LR(\pi, m_0, m_1, \varepsilon)$
10: $(\ast, \text{st}'_D) \leftarrow \Lambda.Init$
11: for all $(C', H') \in L_{\pi}$:
12: $(\ast, \text{st}'_D) \leftarrow \Lambda.Dec(ck', C', H', \text{st}'_D)$
13: $(m', \ast) \leftarrow \Lambda.Dec(ck', C, \varepsilon, \text{st}'_D)$
14: return $m' \in \{m_0, m_1\}$
called on a wrong master secret, then it is possible that it incorrectly returns \text{true}. Namely, if the derivation of the channel key $ck'$ at Line 6 in Algorithm 1 yields the \textit{same} channel key as $\pi$, then $\text{CheckKey}$ will erroneously return \text{true} both when $\pi$ is fresh and when it is non-fresh. Moreover, even if the derived channel key was wrong, there is still a possibility of error when $\pi$ is fresh: by pure chance the decryption at Line 21 of Algorithm 1 could return one of the messages $m_0$ or $m_1$ even with the wrong key.

Thus, $\text{CheckKey}$ has a one-sided error probability. Let $\text{CKerror}$ denote the event that a call to $\text{CheckKey}$ erroneously returns \text{true}.

\textbf{Game 6:} The challenger in Game 6 proceeds as in Game 5, except that it starts using the $\text{CheckKey}$ procedure as indicated on Line 10 of the $\text{Send}$-code and Line 6 of the $G$-code (Figure 5.2 and Figure 5.3 respectively). Additionally, if a session accepts without a match on $L_G$, then Game 6 omits its master secret from the tuple that gets added to $L_G$ in the $\text{Send}$-code (Line 17).

\textbf{Claim 5.10.}

\[ \text{Adv}_{\Pi^+}^{G_5}(A) \leq \text{Adv}_{\Pi^+}^{G_6}(A) + \Pr[\text{CKerror}]. \] \hfill (5.9)

\textit{Proof.} By inspecting the $\text{Send}$-code and $G$-code of Game 5 and Game 6, one sees that they proceed identically unless event $\text{CKerror}$ occurs. In particular, provided $\text{CheckKey}$ does not make a mistake, then the else-if clause on Line 10 in the $\text{Send}$-code of Game 6 matches $\pi$ with a tuple on $L_G$ if and only the tuple contains the correct master secret of $\pi$ (plus of course all the other input to the KDF, which we ignore here). But this is exactly the same as what the else-if clause on Line 12 in the $\text{Send}$-code of Game 5 does too. Similarly, in the $G$-code of Game 6, the else-if clause on Line 6 assigns a master secret $ms$ to a tuple of $L_G$ if and only it matches the master secret of those sessions contained in the tuple. Combined with the preceding argument for the $\text{Send}$-code of Game 6, this means that no more sessions gets matched to tuples in $L_G$ in the $\text{Send}$-code of Game 6 than in Game 5.

Hence, provided $\text{CheckKey}$ does not make a mistake, Game 5 and Game 6 proceed identically and the claim follows. \hfill \blacksquare

It remains to bound the right-hand side of Equation (5.9). Recall that $\text{CKerror}$ represents the event that $\text{CheckKey}$ erroneously returns \text{true} on a wrong master secret. Note that this can happen both with a fresh session and with a non-fresh session. Let $\text{fresh}$ denote that $\text{CheckKey}$ was called on a fresh session $\pi$ according to predicate $\text{Fresh}_\text{ACCE}$, and let $\text{non-fresh}$ denote that $\text{CheckKey}$ was called on a non-fresh session. Then we have:

\[ \Pr[\text{CKerror}] \leq \Pr[\text{CKerror} \land \text{fresh}] + \Pr[\text{CKerror} \land \text{non-fresh}]. \] \hfill (5.10)
In the case of a non-fresh session, CheckKey can by design only make a mistake if there is a key collision, so the next claim follows at once.

**Claim 5.11.**

\[
\Pr[\text{CKerror} \land \text{non-fresh}] \leq \text{Adv}_{\text{Kdfcoll}}(\Pi, C_3). \tag{5.11}
\]

Consequently, we are left to bound \(\Pr[\text{CKerror} \land \text{fresh}]\). To this end, we define the following event:

**Q:** CheckKey returns true when called on a fresh session. \(\tag{5.12}\)

We stress that if event \(Q\) happened, say due to a call CheckKey(\(\pi, ms'\)), then this does not necessarily imply that \(\pi.ms = ms'\). Event \(Q\) also includes those cases where CheckKey erroneously returns true. We will later show that \(A\) has zero advantage in guessing the Test-challenge correctly unless \(Q\) happens (Claim 5.13). The probability \(\Pr[\text{CKerror} \land \text{fresh}]\) can now be bounded in terms of the occurrence of event \(Q\).

**Claim 5.12.**

\[
\Pr[\text{CKerror} \land \text{fresh}] \leq 2 \cdot \Pr[Q]. \tag{5.13}
\]

*Proof.* Event \(\text{CKerror} \land \text{fresh}\) only occurs if the decryption of \(C\) at Line 21 of Algorithm 1 returned one of the two messages \(m_0\) and \(m_1\). We write \(\text{correctDec}\) for the event that \(C\) got decrypted to \(m_d\), and \(\text{wrongDec}\) for the event that it got decrypted to \(m_{\overline{d}}\), where \(d\) is the bit associated to the session \(\pi\) in the CheckKey procedure.\(^2\) The events \(\text{correctDec}\) and \(\text{wrongDec}\) are mutually exclusive, so

\[
\Pr[\text{CKerror} \land \text{fresh}] = \Pr[\text{correctDec}] + \Pr[\text{wrongDec}]. \tag{5.14}
\]

Finally, within the context of CheckKey, both \(\text{correctDec}\) and \(\text{wrongDec}\) are sub-events of \(Q\), hence, \(\Pr[\text{correctDec}] + \Pr[\text{wrongDec}] \leq 2 \cdot \Pr[Q]\). \(\blacksquare\)

The next claims shows that unless \(Q\) happens in Game 6, then \(A\) has zero advantage in answering the Test-challenge correctly.

**Claim 5.13.** Suppose that \(A\) output \(b'\) as its answer to the Test-challenge in Game 6. Then,

\[
\Pr[b' = b | \overline{Q}] = \frac{1}{2}. \quad \tag{5.15}
\]

\(^2\)Note that event \(\text{correctDec}\) can happen both legitimately (\(\pi.ms = ms'\)) and due to an error (\(\pi.ms \neq ms'\)). Event \(\text{wrongDec}\) can only happen because of an error.
Proof. If event $Q$ did not happen, then $\text{CheckKey}$ never returned $\text{true}$ for any fresh session during Game 6. Since $\text{CheckKey}$ is always correct when rejecting a key, i.e., when outputting $\text{false}$, this implies that $\mathcal{A}$ never queried the random oracle on the correct master secret of any fresh session. In particular, this means that the derived export key of the test-session in Game 6 is distributed exactly like that of a random key. Thus, the bit $b$ is independent of the derived export key from $\mathcal{A}$’s point of view.

Claim 5.13 implies that it is sufficient to bound the probability of event $Q$ to bound $\mathcal{A}$’s advantage in Game 6. Furthermore, Claim 5.12 showed that the probability of event $\text{CKerror} \land \text{fresh}$ is also bounded in terms of $Q$. Thus, the only thing that remains in order to bound the right-hand side of Equation (5.9) is to bound $\Pr[Q]$. To this end, we construct an ACCE adversary $\mathcal{B}$ against protocol $\Pi$ such that

$$
\Pr[Q] \leq \text{Adv}_{\Pi,f}^{\text{ACCE}}(\mathcal{B}) + \frac{2qn_p n_{\pi}}{2^c},
$$

(5.16)

where $q$ is the number of random oracle calls made by $\mathcal{A}$ and $c \in \mathbb{N}$ is the free parameter value of the $\text{CheckKey}$ procedure.

Description of algorithm $\mathcal{B}$. Algorithm $\mathcal{B}$ plays in an ACCE security experiment against protocol $\Pi$. It simulates Game 6 for $\mathcal{A}$ by using the sessions in its own ACCE experiment to represent the sessions in Game 6. Basically, $\mathcal{B}$ forwards all of $\mathcal{A}$’s queries to its own ACCE game (to simulate the $\text{Test}$ query, $\mathcal{B}$ draws a mock bit $b_{\text{sim}}$). To simulate the sessions’ export keys in Game 6, $\mathcal{B}$ maintains the list $L_G$ which it fills out, and answers from, according to the $\text{Send}$-code and $G$-code of Game 6. However, $\mathcal{B}$ implements the $\text{CheckKey}$ procedure slightly different from what the challenger in Game 6 does.

Specifically, at Line 9 and Line 13 in Algorithm 1, $\mathcal{B}$ executes the statements shown in blue boxes instead of the respective statements at those lines. The blue boxes represents queries to $\mathcal{B}$’s ACCE game. To compare the key $ck'$ with the real channel key of $\pi$ when $\pi$ is non-fresh, $\mathcal{B}$ uses the $\text{Reveal}$ query. To obtain a valid ciphertext under $\pi$’s real channel key when $\pi$ is fresh, $\mathcal{B}$ uses the “left-or-right” LR query.

Finally, $\mathcal{B}$ stops and outputs a guess $\langle \pi, b' \rangle$ in its ACCE game if one of the following events happen.

- **Two sessions generated the same nonce**: select $\pi$ arbitrarily among the fresh sessions and draw $b'$ randomly.
- **$\mathcal{A}$ outputs a guess for the $\text{Test}$-challenge**: select $\pi$ arbitrarily among the fresh sessions and draw $b'$ randomly.
Section 5.2  

TLS-like ACCE $\implies$ AKE

- A call to \textbf{CheckKey($\pi, m$s)} returned true for a fresh session $\pi$:

  This means that the decryption at Line 21 of Algorithm 1 either returned $m_0$ or $m_1$. If the result was $m_0$ then $B$ outputs $(\pi, 0)$ to its ACCE game. If the result was $m_1$ then $B$ outputs $(\pi, 1)$ to its ACCE game.

**Analysis of $B$.** Note that the only thing that differs between $B$’s simulation and Game 6 is $B$’s implementation of the \textbf{CheckKey} procedure. However, $B$’s usage of \textbf{Reveal} and \textbf{LR} queries perfectly simulates the respective lines in Algorithm 1. Particularly, the secret bit of a session $\pi$ in $B$’s ACCE game, i.e., $\pi.b$, simulates the bit associated to $\pi$ in the \textbf{CheckKey} procedure, i.e., $\pi.d$.

Thus, if event $Q$ happens, then $B$ by design wins in its ACCE game with probability $1/2$. Formally, suppose $B$ output $(\pi, b)$ for some fresh session $\pi$. The probability that $B$ wins in its ACCE security game is then:

$$\Pr[\pi.b = b'] = \Pr[\pi.b = b' \mid Q] \cdot \Pr[Q] + \Pr[\pi.b = b' \mid \overline{Q}] \cdot \Pr[\overline{Q}]$$

$$(a) = \Pr[\pi.b = b' \mid Q] \cdot \Pr[Q] + \frac{1}{2} (1 - \Pr[Q])$$

$$(b) = \left( \Pr[\pi.b = b' \mid Q \land \text{correctDec}] \cdot \Pr[\text{correctDec} \mid Q] \right)$$

$$+ \left( \Pr[\pi.b = b' \mid Q \land \text{wrongDec}] \cdot \Pr[\text{wrongDec} \mid Q] \right) \cdot \Pr[Q]$$

$$+ \frac{1}{2} (1 - \Pr[Q])$$

$$= \Pr[\text{correctDec} \mid Q] \cdot \Pr[Q] + \frac{1}{2} (1 - \Pr[Q])$$

$$= \Pr[\text{correctDec} \land Q] - \frac{1}{2} \cdot \Pr[Q] + \frac{1}{2}$$

$$(c) = \left( \Pr[Q] - \Pr[\text{wrongDec} \land Q] \right) - \frac{1}{2} \Pr[Q] + \frac{1}{2}$$

$$= \frac{1}{2} \Pr[Q] - \Pr[\text{wrongDec} \land Q] + \frac{1}{2}$$

$$= \frac{1}{2} \Pr[Q] - \Pr[\text{wrongDec}] + \frac{1}{2}$$

$$\geq \frac{1}{2} \Pr[Q] - \frac{qMrPn}{2^e} + \frac{1}{2}$$

In (a) we used the fact that $B$ outputs a random bit when $Q$ does not happen,
while (b) and (c) used that event \( Q \) is the union of the mutually exclusive events \( \text{correctDec} \) and \( \text{wrongDec} \). The final inequality is proved as follows.

Let \( \bar{b} = 1 - \pi \cdot b \) and let \((m_0, m_1)\) be the two messages associated to the pair \((\pi, ms)\) in \text{CheckKey}. Since \( m_T \) is independent of the ciphertext \( C \) produced at Line 13 of Algorithm 1, the probability that \( C \) decrypts to \( m_b \) at Line 21 is statistically bounded by \( 2^{-c} \) for any key \( k \). By taking the union bound over all parties, the number of sessions per party, and the number of random oracle calls, we get that \( \Pr[\text{wrongDec}] \leq qnPn_\pi/2^c \).

Solving (5.25) and (5.17) for \( \Pr[Q] \) yields
\[
\Pr[Q] \leq \text{Adv}^{\text{ACCE}}_{\Pi, f}(B) + \frac{2qnPn_\pi}{2^c},
\]
which is what we wanted to prove.

\textbf{Concluding the proof of Theorem 5.4.} Applying Claim 5.11, Claim 5.12, Claim 5.13 and Equation (5.26) to Equation (5.9), we get
\[
\text{Adv}^{\text{ACCE}}_{\Pi, f}(A) \leq 3 \cdot \text{Adv}^{\text{ACCE}}_{\Pi, f}(B) + \frac{6qnPn_\pi}{2^c} + \text{Adv}^{\text{kdcoll}}_{\Pi, Kdf}(C_i) \tag{5.27}
\]

Collecting all the probabilities from Section 5.2.3 to Game 5 we get
\[
\text{Adv}^{\text{AKE}}_{\Pi, f}(A) \leq 3 \cdot \text{Adv}^{\text{ACCE}}_{\Pi, f}(B) + \frac{6qnPn_\pi}{2^c} + \frac{(nPn_\pi)^2}{2^{\lambda+1}} + \sum_{i=1}^{3} \text{Adv}^{\text{kdcoll}}_{\Pi, Kdf}(C_i) \tag{5.28}
\]

Let \( C \) be the algorithm that with probability \( 1/3 \) implements one of the \( C_i \)'s, then
\[
\sum_{i=1}^{3} \text{Adv}^{\text{kdcoll}}_{\Pi, Kdf}(C_i) \leq 3 \cdot \text{Adv}^{\text{kdcoll}}_{\Pi, Kdf}(C), \tag{5.29}
\]
and Theorem 5.4 follows.

\section{5.3 Application to EAP-TLS}

In EAP-TLS [RFC5216] the export key \( ek \) is derived as follows:
\[
ek \overset{\text{def}}{=} \text{tls.PRF}(ms, \text{“client EAP encryption”}, \eta_C || \eta_S). \tag{5.30}
\]

More generally, RFC 5705: “Keying Material Exporters for Transport Layer Security (TLS)” [RFC5705] defines how export keys should be derived from the
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TLS handshake for any type of application. In particular, the export key in RFC 5707 is derived as follows:

\[ ek \overset{\text{def}}{=} \text{tls.PRF}(ms, "label", \eta_C || \eta_S, aux), \]

(5.31)

where \( \text{label} \) is some application dependent label, and \( aux \) is an optional auxiliary input that can be added into the key derivation together with the nonces.

Thus, we can apply Theorem 5.4 to EAP-TLS and TLS Key Exporters by in the theorem setting \( \Pi = \text{TLS} \) and \( \Pi^+ = \text{EAP-TLS} \) or \( \Pi^+ = \text{TLS-EXPORT} \), with \( F_{\Pi} \) being \( \epsilon \) or \( aux \), respectively. However, we still have to argue that TLS is in fact a secure TLS-like ACCE protocol and that the TLS KDF is key collision resistant. In the following two sections we address these questions.

5.3.1  TLS security

There is a large body of existing analysis on TLS. Here we only focus on a small sample of these results, based on how relevant they are to our current analysis on EAP-TLS. The first thing that should be acknowledged is that each study of TLS comes with its own unique security model. Our own work is no exception in this regard. As a consequence, most of the existing results on TLS cannot be applied verbatim to our setting, but will need some reinterpretation within our formal models. Fortunately, most of the differences are quite minor, concerning superficial things like choice of notation and so on. But there are also some differences that are more substantial and which we feel are worthy to point out. Mainly, these have to do with the choice of corruption model and partnering mechanism. Below we survey a few of the existing results on TLS and discuss how they pertain to our result on EAP-TLS.

Jager, Kohlar, Schäge, and Schwenk (JKKS) [Jag+12]. JKKS were the first to conduct an analysis of the unmodified TLS 1.2 protocol, looking specifically at the TLS-DHE ciphersuite. They showed that TLS-DHE constitutes a secure ACCE protocol. The security model used by JKKS largely mirrors our own, but with some slight differences. First, their corruption model is a little weaker than the AKE\(^*\) model we have used in Theorem 5.4. Specifically, in our AKE\(^*\) model the adversary is allowed to corrupt the long-term keys of the test-session’s peers before it accepted provided it has a partner. On the other hand, in the model of JKKS these corruptions always need to happen after the test-session accepts. Theorem 5.4 allows us to conclude that \( \Pi^+ = \text{EAP-TLS-DHE} \) achieves the stronger security guarantees of the AKE\(^*\) model only by making a similarly strong assumption on \( \Pi = \text{TLS-DHE} \). However, Theorem 5.4 can be modified to work with the weaker model of JKKS as well, but then with a correspondingly weaker conclusion for \( \Pi^+ \).
Second, JKKS used matching conversations in their analysis of TLS, while we use partner functions. Since matching conversations can be recast in terms of partner functions in a straightforward manner this is not a big issue. However, there is a subtle technical difference between the ACCE model defined in this thesis and the ACCE model defined by JKSS, stemming from the difference in choice of partnering mechanism. Specifically, in JKSS’s definition of ACCE [Jag+12, Def. 11] one must forbid the adversary from issuing a Reveal query towards the server after it sent out its last message, but before the client to which it has a matching conversation received it. This is to avoid a trivial attack whereby the adversary can re-encrypt the final message towards the client, getting it to accept maliciously.

By contrast, the definition of ACCE used in this thesis allows all Reveal queries. It should be noted that the trivial attack in JKSS’s model does not imply any obvious weakness in TLS, but rather highlights a peculiarity of using matching conversations as the partnering mechanism when defining ACCE.

Krawczyk, Paterson, and Wee (KPW) [KPW13b]. As mentioned in Section 5.1, KPW showed that all the main handshake variants of TLS, i.e., TLS-DHE, TLS-DH, and TLS-RSA, satisfy a security notion on its key encapsulation mechanism (KEM) called IND-CCA [HK07]. Additionally, starting from the assumption that the TLS KEM is IND-CCA secure, they generically proved that the full TLS protocol is a secure ACCE protocol. Hence, by combining these two sets of results, KPW could show that TLS is a secure ACCE protocol for all the handshake variants TLS-DHE, TLS-DH and TLS-RSA.

Remarks similar to those we made for JKKS [Jag+12] also apply to KPW regarding their result’s applicability to our analysis of EAP-TLS. Specifically, the ACCE model of KPW is mostly the same as JKKS’s, except for one major difference: KPW do not treat forward secrecy at all. Thus, since KPW only allow us to assume (ACCE) security of TLS in our weakest corruption model, we can correspondingly only conclude with (AKE) security of EAP-TLS in our weakest corruption model $\text{AKE}_{nfs}$ as well.

Kohlar et al. [KSS13] and Li et al. [Li+14]. In parallel work to KPW [KPW13b], Kohlar et al. [KSS13] also proved that the TLS variants TLS-RSA and TLS-DH satisfy the ACCE notion. However, their result is less modular, essentially following the original approach of JKKS [Jag+12]. Later, Li et al. [Li+14] complemented the work of JKKS and Kohlar et al. [KSS13], by conducting an analysis of the pre-shared key variants of TLS, i.e., they showed that the TLS-DHE-PSK, TLS-DH-PSK, TLS-RSA-PSK and TLS-PSK ciphersuites

---

3See Section 6.2.2 for how to recast SIDs as partner functions. The procedure for matching conversations is completely analogous.
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all satisfy the ACCE security notion (in appropriate corruption models). As before, the results of Kohlar et al. [KSS13] and Li et al. [Li+14] can be used to instantiate our Theorem 5.4, again given the relevant caveats on the assumed security of the underlying TLS variant and the corresponding conclusion we can draw for EAP-TLS. Note that the result of Li et al. [Li+14] is also particularly interesting from the viewpoint of our first composition theorem (Theorem 4.2), seeing as RADIUS is based on symmetric shared secrets. In particular, if one wants migrate from plain RADIUS to RADIUS-over-TLS [RFC6614], shared secrets can still be supported by using one of the TLS-PSK ciphersuites.

Brzuska et al. [Brz+13a]. Given that the above results can be applied more or less directly to our Theorem 5.4 in order to obtain a result on EAP-TLS, it is interesting to discuss another result where this cannot be done. Specifically, Brzuska et al. [Brz+13a] developed a generic composition framework which allowed them to show that the TLS variants TLS-DHE, TLS-DH, and TLS-RSA, all satisfy the ACCE security notion. However, in their analysis—which used SIDs as the partnering mechanism—Brzuska et al. [Brz+13a] defined the SID to consist of the parties’ nonces, identities, and the TLS pre-master secret. Basing the SID upon secret values does not in general allow for public partnering. For instance, if the KEM used in the TLS handshake was a re-randomizable encryption scheme [CKN03, PR07], then the choice of Brzuska et al. [Brz+13a] would not allow for public partnering (see also [Brz+11] for further details). Unfortunately, this also means that we cannot use Brzuska et al.’s result within our Theorem 5.4 since partner functions are defined on public data.

On TLS 1.3. The IETF is currently in the process of standardizing a new version of TLS, denoted TLS 1.3 [Res17]. Unlike the prior versions, TLS 1.3 does not use the derived session key within the handshake itself, and so it avoids the issue that prevented the other versions from being a secure AKE protocol. In fact, several preliminary analyses have already proven that different draft versions of TLS 1.3 satisfy the ACCE security notion [Dow+15, KW15, Dow+16]. Moreover, in the context of exporting keys from the TLS handshake, TLS 1.3 even defines a dedicated exporter key much like how EAP-TLS and TLS Key Exporters [RFC5705] do it. Thus, our generic result for turning an ACCE protocol into an AKE is unnecessary for TLS 1.3. Nevertheless, TLS 1.3 is still a TLS-like protocol, and so our result could in principle be applied to TLS 1.3 as well, albeit redundantly. Interestingly, however, the existing analysis of TLS 1.3 would not work for this purpose, because of an issue similar to the one we had with the analysis of Brzuska et al. [Brz+13a]. That is, a new feature of TLS 1.3 is that many of the handshake messages are encrypted with a temporary handshake key. But the analyses in [Dow+15] and [Dow+16],
define the SID over the unencrypted messages. Thus, in trying to use these results in our Theorem 5.4, we would run into the same problems with public partnering as we had with the analysis of Brzuska et al. [Brz+13a]. The reason why Dowling et al. [Dow+15, Dow+16] are still able to carry out their analysis, is because they leverage the fact that TLS 1.3 provides so-called multi-stage security [FG14], where different stage keys are computationally independent. By modifying Theorem 5.4 to assume a “TLS 1.3-like” structure on protocol II, and by incorporating the multi-stage assumption, we could potentially be able to obtain a similar black-box result for EAP-TLSv1.3 as we have for EAP-TLSv1.2.

Other results on TLS. Two other works that also analyze the TLS (1.2) protocol are [Koh+15] and [Bha+14b]. However, the models used in these analyses are significantly different from ours, making their use in Theorem 5.4 difficult. On a different note, Bhargavan et al. [Bha+14b] showed that the full TLS protocol, including resumption and renegotiation, is vulnerable to an unknown key-share attack [BM99]. The attack allows an adversary to synchronize the master secret and nonces of two non-partnered sessions, leading them to derive the same channel key. While the attack carries over to EAP-TLS, it does not invalidate our results, since our model does not consider resumption and renegotiation. However, it should be noted that this has been done for the sake of simplicity, not because of an essential limitation in our analysis. Our result can be extended to incorporate features like renegotiation, resumption or ciphersuite and version negotiation, either by using the multi-phase ACCE model of Giesen et al. [GKS13] or the multi-ciphersuite ACCE model of Bergsma et al. [Ber+14]. The former has been used to prove results on TLS with renegotiation [Ber+14], while the latter has been used to prove results on SSH and TLS with ciphersuite and version negotiation [Ber+14, DS15]. Since our proof uses the underlying ACCE protocol in an almost black-box way, by adopting one of the above models we could inherit their corresponding results for EAP-TLS as well.

Alternatives to the ACCE security notion. The main reason for using the ACCE security notion in our analysis is that is has proved to be a very useful model for studying real-world protocols that intermix the key exchange stage with the channel stage. Since our result applies to any ACCE protocol that is TLS-like, it can be applied to all of these protocols in a nearly black-box manner. In particular, we can plug in any existing ACCE result without having to re-do any of the steps carried out in the (ACCE) proof itself. For example, our result applies unmodified to every ciphersuite version of TLS for which there exist an ACCE proof. Moreover, we can even apply our theorem to
future versions of TLS, as long as these continue to be TLS-like and derive their channel keys using a key collision resistant KDF. Even so, in the specific case of TLS, one might ask whether another approach could have given a simpler, yet equally modular proof of the same result, namely that EAP-TLS constitutes a secure AKE protocol.

Krawczyk, Paterson, and Wee (KPW) [KPW13b] showed that all the major handshake variants of TLS satisfy a security notion on its key encapsulation mechanism (KEM) called IND-CCCA [HK07]. If we could reduce the AKE security of EAP-TLS to the IND-CCCA security of the TLS KEM, then the results of [KPW13b] would automatically give us a corresponding result on EAP-TLS for all the major TLS ciphersuites.

Unfortunately, it is not obvious how such a result could be obtained in a black-box manner from the KEM defined by KPW. Technically, in order to reduce the AKE security of EAP-TLS to the IND-CCCA security of the TLS KEM, we need to be able to simulate the key derivation step in the AKE game of EAP-TLS. This requires knowledge about the sessions’ master secrets. However, the KEM defined by KPW does not contain the TLS master secret. This means that an adversary against the TLS-KEM in the IND-CCCA game cannot simulate the Test-challenge for some adversary playing in the AKE game against EAP-TLS. Moreover, as remarked by KPW [KPW13b, Remark 4], if the KEM key was actually defined to be the TLS master secret, then the resulting scheme would be insecure for TLS-RSA, provided that RSA PKCS#1v1.5 is re-randomizable. On the other hand, Bhargavan et al. [Bha+14b] conjecture that re-randomizing RSA PKCS#1v1.5 is infeasible, allowing the master secret to be used as the KEM key in TLS-RSA too. We forgo the whole issue by not reducing to the KEM-security of TLS at all.

We stress that the KEM used to explain the TLS handshake in Figure 5.1 is only meant for illustratory purposes, and is not the same as the KEM used by KPW [KPW13b].

5.3.2 On the key collision resistance of the TLS KDF

The TLS key derivation function tls.PrF is an iterated construction based on the HMAC [RFC2104] function, which itself is based on some underlying hash function \( H \). Let \( H' \) denote the HMAC function using \( H \) as its underlying hash function, that is,

\[
H'(K, M) \triangleq H((K \oplus \text{opad})\|H((K \oplus \text{ipad})\|M)), \quad (5.32)
\]

where \( \text{ipad} \) and \( \text{opad} \) are distinct constants.

The TLS 1.2 KDF is defined as follows, where the variable \( t \) depends on
how much keying material is needed:

\[ \text{tls.PRF}(K, M) \overset{\text{def}}{=} \prod_{i=1}^{t} \mathcal{P}(K, A(i) || "key expansion" || M), \quad (5.33) \]

with

\[
A(1) = \mathcal{P}(K, "key expansion" || M) \\
A(i) = \mathcal{P}(K, A(i - 1)).
\]

In TLS, \( M = \eta_C || \eta_S \) is the concatenation of the client and server nonce. Note that tls.PRF does not take any auxiliary input.

**Theorem 5.14.** A key collision in tls.PRF implies a collision in \( H \).

**Proof.** Suppose \( \text{tls.PRF}(K, M) = \text{tls.PRF}(K', M) \), with \( K \neq K' \), and let \( S = "key expansion" || M \). By (5.33) we have in particular that

\[ \mathcal{P}(K, A(1) || S) = \mathcal{P}(K', A'(1) || S), \quad (5.34) \]

where \( A'(1) = \mathcal{P}(K', S) \). Expanding (5.34) using (5.32) we get:

\[
H(K \oplus \text{opad} || H(K \oplus \text{ipad} || A(1) || S))
= H(K' \oplus \text{opad} || H(K' \oplus \text{ipad} || A'(1) || S)).
\]

(5.35)

Letting \( X = H(K \oplus \text{ipad} || A(1) || S) \) and \( Y = H(K' \oplus \text{ipad} || A'(1) || S) \) denote the “inner” hash function values, (5.35) becomes:

\[
H(K \oplus \text{opad} || X) = H(K' \oplus \text{opad} || Y).
\]

(5.36)

Since \( K \oplus \text{opad} \neq K' \oplus \text{opad} \), it follows that \( (K \oplus \text{opad} || X, K' \oplus \text{opad} || Y) \) constitute a collision in \( H \). \( \blacksquare \)

**Remark 5.15.** The construction of tls.PRF in TLS 1.0/1.1 is different from the one in TLS 1.2 (shown in Equation (5.33)). In versions prior to TLS 1.2, tls.PRF is defined as \( P_{\text{MD5}} \oplus P_{\text{SHA1}} \), where \( P_{\text{MD5}} \) and \( P_{\text{SHA1}} \) are equal to the right-hand side of Equation (5.33) with \( \mathcal{P} \) using MD5 and SHA1, respectively. Theorem 5.14 only applies to the construction used in TLS 1.2. \( \blacktriangle \)

**Remark 5.16.** It is interesting to note that HMAC in general is not key collision resistant. As observed by Dodis et al. [Dod+12], HMAC has two large classes of so-called weak keys with exactly the property that \( \text{HMAC}(K, M) = \text{HMAC}(K', M) \). These weak keys arise due to an ambiguity in how HMAC
handle different-length keys. For example, if $d$ is the block size of the underlying hash function used in HMAC and $|K| < d$, then $K$ and $K' = K \| 0$ lead to a key collision. Similarly, if $|K| > d$ and $K' = H(K)$ we also get a key collision. On the other hand, the way HMAC is used within TLS does not lead to key collisions since TLS only uses fixed-length keys.
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In Chapter 5 we proved that EAP-TLS is a secure 2P-AKE protocol. By the first composition theorem this means that basic EAP using EAP-TLS as its EAP method is a secure 3P-AKE protocol with weak forward secrecy. To complete the picture on full EAP having full forward, we need to establish that there is a link-layer protocol which satisfies the requirements of the second composition theorem. In this chapter we do exactly that for the IEEE 802.11 protocol. IEEE 802.11 is also of independent interest outside of its use in EAP, since it is the most widely used standard for creating wireless LANs.
6.1 Summary of the IEEE 802.11 protocol

IEEE 802.11 is a link-layer protocol, aiming to secure the wireless link between a client and an access point. As explained in Section 2.2.3, IEEE 802.11 consists of two main security protocols for this purpose: the 4-Way-Handshake (4WHS) protocol used to authenticate and establish a session key between the client and access point; and CCMP used to secure the actual application data.

The 4WHS is based on a symmetric pairwise master key (PMK) shared between the client and the access point. The PMK can either be a pre-shared key (PSK) or distributed through some other means, for instance using EAP. The first alternative is most typically found in home networks where a static PMK is manually configured at the access point and at every connecting device. This variant is also commonly referred to as WPA2-PSK. The second alternative, often referred to as WPA2-Enterprise, is normally used in large organizations like universities and big companies where there are many users and access points. In this setting it is infeasible for every user and access point to share the same PMK. Instead, a central authentication server is used to manage authentication as well as distributing new PMKs for every established session. The protocol used to access the authentication server is normally EAP.

In Section 6.2 we will analyze the PSK variant of the 4WHS protocol, and in Section 6.2.4 we describe how this result can be combined with the composition theorems of Chapter 4 to also get a result for the enterprise variant of IEEE 802.11. In Section 6.3 we analyze the CCMP algorithm. Finally, in Section 6.4 we informally discuss how our results on the 4WHS protocol can be extended to also cover multi-ciphersuite and negotiation security.

6.1.1 Related work on IEEE 802.11

As explained in Section 2.2.2, IEEE 802.11 has been subject to a large amount of cryptanalysis, especially against WEP and TKIP. Here we only discuss related work as it pertains to the formal analysis of IEEE 802.11. In the symbolic setting, He et al. [He+05] have conducted a formal analysis of the 4WHS protocol using their Protocol Compositional Logic. In the computational setting, Küsters and Tuengerthal [KT11b, KT11a] have analyzed both the 4WHS protocol and CCMP in their universal composability framework called IITM. In the game-based setting the only work we are aware of that attempts to analyze the 4WHS protocol is [ZMM05]. However, this work is quite rudimentary; security definitions and theorems are only outlined and it provides no proofs nor
proof sketches. To the best of our knowledge, there is no existing analysis of CCMP in the game-based setting.

6.2 Analyzing the 4-Way Handshake

6.2.1 Formal modeling

The 4WHS protocol was described in detail in Section 2.2.3, and our formal modeling of it is shown in Figure 6.1. The 4WHS depends on a pseudorandom function PRF and a MAC scheme $\Sigma = (\text{MAC}, \text{Vrfy})$. We use the notation $[x]_k \overset{\text{def}}{=} x \parallel \sigma$ to denote a message $x$ together with its MAC tag $\sigma \leftarrow \text{MAC}(k, x)$.

An IEEE 802.11 network is identified by its SSID. In the PSK setting each SSID is associated with a single 256 bit pairwise master key (PMK). However, the same SSID can be broadcasted by multiple different access points. This could happen either by chance if independent networks unknowingly configuring the same SSID, or deliberately if multiple access points are combined to form an extended service set (ESS) in order increase the coverage of the network. In the former case, the PMK will (usually) be different, while in the latter case the same PMK will be shared by all the access points of the ESS. Technically speaking, if two independent networks configure the same SSID and PMK, then they are in fact part of the same ESS.

An access point can also broadcast multiple SSIDs at the same time, and hence belong to more than one ESS (using different PMKs). For simplicity we are going to assume that every ESS has a unique SSID. In the PSK setting all clients connecting to the same ESS will share the same PMK.

We are mostly going to ignore the details of the IEEE 802.11 frame format used in the real 4WHS protocol. For our purposes it is sufficient to model the four handshake messages as consisting of a nonce plus some value $p_i = i \parallel x$ which uniquely determines each message $m_i$. If a received message does not match the expected format it is silently discarded.

For $p_1$ in particular we moreover assume that $x$ is a constant, which means that $p_1$ itself is a constant. Thus, although the first handshake message lacks integrity protection, an attacker can in effect only modify the nonce value because a client will always check that it matches the expected format of $\eta_{AP} \parallel [1] \parallel x$.

Of course, a real IEEE 802.11 frame consists of many bit fields, but for message $m_1$ they all have pre-determined values except for the nonce field. So modeling $p_1$ as a constant faithfully represents the real IEEE 802.11 frame.

For the other three handshake messages there are variable bit fields that an attacker could potentially influence. But since these messages are protected by a MAC, the adversary will be unable to modify them (as we will show).
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\[ m_1 = (\eta_{AP}, p_1) \]
\[ m_2 = [\eta_C, p_2]_{k_\mu} \]
\[ m_3 = [\eta_{AP}, p_4]_{k_\epsilon} \]
\[ m_4 = [p_4]_{k_\mu} \]

Legend: \([x]_{k_\epsilon} \overset{\text{def}}{=} x \parallel \Sigma_{\text{MAC}}(k_\mu, x)\]

**Figure 6.1:** Our formal model of the IEEE 802.11 4-Way Handshake protocol. The client \( C \) and access point \( AP \) share a symmetric key \( PMK \).

Recall from Section 2.2.3 that prior to the 4WHS there is a negotiation phase where the client and access point agree upon the ciphersuite to use. This includes the choice of \( PRF \) and \( \Sigma \). In this section we assume that there is a single fixed ciphersuite being used. The topic of multi-ciphersuite and negotiation security will be treated in Section 6.4.

Identities in the 4WHS protocol are based on the parties’ 48 bit link-layer addresses. The functions \( \min \) and \( \max \) compute the minimum and maximum of two link-layer addresses when treated as 48 bit unsigned integers. In the following, let

\[ \text{MinMax}(X, Y) = \min\{X, Y\} \parallel \max\{X, Y\}. \]  

The 4WHS protocol proceeds as follows.

1. The exchange begins with the access point \( AP \) sending the message \( m_1 = \eta_{AP} \parallel p_1 \) to the client \( C \), where \( \eta_{AP} \) is a 256 bit nonce and \( p_1 \) is a constant.

2. On receiving \( m_1 = \eta_{AP} \parallel p_1 \), the client \( C \) generates its own 256 bit nonce \( \eta_C \) and derives a pairwise transient key (PTK) as

\[ \text{PTK} \overset{\text{def}}{=} k_\mu \parallel k_\epsilon \parallel k_\alpha \leftarrow \text{PRF}(PMK, P \parallel \eta) \]  

where \( P \leftarrow \text{MinMax}(C, AP) \) and \( \eta \leftarrow \text{MinMax}(\eta_C, \eta_{AP}) \).

The sub-key \( k_\alpha \) will be the session key eventually output by the client in the 4WHS. The sub-key \( k_\mu \) is the MAC key used to protect the handshake messages. The sub-key \( k_\epsilon \) is an encryption key used to protect a group
key GTK transmitted from AP to C. Since we do not model any group aspect of IEEE 802.11 in this thesis, we ignore \( k_c \) and set it to be the empty string \( \varepsilon \).

After deriving PTK, C creates and sends the next protocol message \( m_2 = [\eta_C \| p_2]_{k_\mu} \).

3. On receiving \( m_2 = [\eta_C \| p_2]_{k_\mu} \), the access point AP derives the pairwise transient key PTK = \( k_\mu \| k_\alpha \leftarrow \text{PRF}(\text{PMK}, P\|\eta) \) according to Equation (6.2). With the sub-key \( k_\mu \) it verifies the MAC tag on \( m_2 \).

If the verification succeeds, then AP stores PTK \( \leftarrow k_\mu \| k_\alpha \) as its PTK and sends out the third protocol message \( m_3 = [\eta_{AP} \| p_3]_{k_\mu} \). Additionally, AP, or rather the corresponding session at AP, sets the accept state to \( \alpha = \text{accepted} \) (since the 4WHS does not consist of any sub-protocols, we simplify the accept vector \( \alpha \) to a single value \( \alpha = \alpha_F \)).

If the verification fails, then AP silently discards \( m_2 \), as well as the derived PTK, and continues running.

4. On receiving \( m_3 = [\eta_{AP} \| p_3]_{k_\mu} \), the client C checks that \( \eta_{AP} \) is the same as the nonce it received in message \( m_1 \) (denoted “\( m_1.\eta_{AP} \)” in Figure 6.1) and verifies that the MAC tag on message \( m_3 \) is valid.

If either of these checks fail, then C silently discards \( m_3 \) and continues running.

Otherwise, C sends out the final handshake message \( m_4 = [p_4]_{k_\mu} \). Additionally, it sets its own acceptance state to \( \alpha = \text{accepted} \).

5. On receiving \( m_4 \), the access point AP verifies the MAC with the key \( k_\mu \).

If the verification succeeds, then the 4WHS is over and AP is ready to receive encrypted messages under the key \( k_\alpha \).

If the verification fails, then AP silently discards the message and continues running.

Note that the fourth handshake message \( m_4 \) serves no cryptographic purpose and could safely have been omitted. However, to stay true to the actual 4WHS protocol, we leave it in.

Note also that the error handling semantics of the 4WHS is different from protocols like TLS and SSH. Specifically, rather than rejecting immediately on receiving a bad message, a session will instead silently discard it. Combined with the fact that the key used to verify the handshake messages \( (k_\mu) \) is derived from the handshake messages themselves, modeling the error handling semantics of the 4WHS protocol will make our analysis a little more complicated (specifically the proof of explicit entity authentication in Section 6.2.3).
6.2.2 AKE$^{nfs}$ security

We begin by proving that the 4WHS constitutes a secure 2P-AKE protocol in the AKE$^{nfs}$ model, when all PMKs are pre-shared keys. Remember that we have assumed that each SSID belongs to a unique ESS, which is potentially served by multiple access points all sharing the same PMK. All clients connecting to this ESS will also use the same PMK. Since a client might share multiple PMKs with the same access point if the latter serves multiple ESSs, we slightly change the syntax of the Corrupt query to instead take an SSID as input, identifying the PMK of a specific ESS. Since the access point has the initiator role and the client has the responder role in the 4WHS, we write $P_{AP} = I$ and $P_{C} = R$.

**Theorem 6.1.** For any adversary $A$ in security experiment AKE$^{nfs}$ against the 4WHS protocol as described above, we can create a partner function $f$ and an algorithm $D$, such that

$$Adv_{2P-AKE^{nfs}}(A) \leq 2 \cdot n_{SSID} \cdot Adv_{PRF}(D) + \frac{(n_{P\|\pi})^2}{2^{\lambda+1}},$$

where $n_{SSID}$ is the number of unique SSIDs, $n_{\pi}$ is the number of sessions that $A$ creates at each party, $\lambda$ is the length of the nonces, and $n_{P} = |P_{C}| + |P_{AP}|$.

By our assumption above, $n_{SSID}$ corresponds to the number of ESSs and thus also gives an upper bound on the number of PMKs in the system. Moreover, by assuming that no access point belongs to more than $c$ different ESSs, then $c \cdot |P_{AP}|$ is an upper bound on $n_{SSID}$.

**Proof.**

**Defining the partner function $f$.** For the analysis of the 4HWS it would be natural to use session identifiers as the partnering mechanism. Namely, the session identifier of a session $\pi$ would be the string $\text{sid} = P\|\eta$ that $\pi$ input to its PRF in order to create the session key (see Equation (6.2)). However, because our security model is phrased in terms of partner functions, we instead synthetically encode the session identifier as a partner function by saying that $\pi$’s partner is the first session—different from $\pi$—that sets the same session identifier as $\pi$. Taking the first such session is important in order to make the partner function well-defined.

In more detail, suppose $\pi_{C}^j$ is a client session and $\pi_{AP}^j$ is an access point session. For the purposes of this description, let us associate an extra variable $\text{sid}$ to each session. Session $\pi_{C}^j$ sets its value of $\text{sid}$ to be the string that it input to the PRF after having received the first handshake message. Session $\pi_{AP}^j$ also sets its value of $\text{sid}$ to be the input to the PRF, but it only sets its value after
it has verified the MAC of the second handshake message. Partner function $f$ can now be defined as follows.

- **Definition of $f$:** $\pi_C^i$ and $\pi_{AP}^i$ are partners if and only if
  1. $\pi_C^i$.sid = $\pi_{AP}^i$.sid, and
  2. $\pi_C^i$ and $\pi_{AP}^i$ where the first sessions at $C$ and $AP$, respectively, for which Item 1 holds.

Note that since the party identities of the session’s intended peers are included in the sid string, we do not need to include agreement on peers as an explicit requirement. The soundness of $f$ is immediate from the value of sid and PRF being a deterministic function. In fact, $f$ has perfect soundness and is also a local partner function (Definition 3.5). This will be important when we look at IEEE 802.11 combined with upper-layer authentication in Section 6.2.4.

**Game 0:** This is the real 2P-AKE$_{nfs}$ security game, hence

$$\text{Adv}_{G_0}^{2P-AKE_{nfs}, f}(\mathcal{A}) = \text{Adv}_{2P-AKE_{nfs}, f}^G(\mathcal{A}).$$

**Game 1:** This game proceeds as the previous one, but aborts if not all the nonces in the game are distinct, hence

$$\text{Adv}_{G_0}^{2P-AKE_{nfs}, f}(\mathcal{A}) \leq \text{Adv}_{G_0}^{2P-AKE_{nfs}, f}(\mathcal{A}) + \frac{(nPn^2\pi)^2}{2\lambda + 1}. \quad (6.4)$$

**Game 2:** This game implements a selective AKE security game where at the beginning of the game the adversary has to commit to the ESS which the test-session will be connected to. Specifically, at the beginning of the game the adversary has to output an SSID and the game aborts if the test-session was not connected to the ESS having this SSID.

**Claim 6.2.**

$$\text{Adv}_{G_i}^{2P-AKE_{nfs}, f}(\mathcal{A}) \leq n_{SSID} \cdot \text{Adv}_{G_i}^{2P-AKE_{nfs}, f}(\mathcal{A'}). \quad (6.5)$$

**Proof.** From an adversary $\mathcal{A}$ that wins against the adaptive game in Game 1, we create an adversary $\mathcal{A}'$ that wins against the selective game in Game 2. $\mathcal{A}'$ randomly selects an SSID (and thus an ESS) and outputs this as its choice to the selective security game it is playing. $\mathcal{A}'$ then runs $\mathcal{A}$ and answers all of its queries by forwarding them to its own selective security game. If the test-session selected by $\mathcal{A}$ does not belong to the SSID network guessed by $\mathcal{A}'$, then $\mathcal{A}'$ stops its simulation and outputs a random bit. Else, it outputs the same bit as $\mathcal{A}$. Algorithm $\mathcal{A}'$ perfectly simulates Game 1 for $\mathcal{A}$, and since its guess is correct with probability at least $1/n_{SSID}$ the claim follows.  

\[ \blacksquare \]
In the remainder of the proof, let SSID\(^*\) denote the SSID that the adversary commits to in Game 2, and let PMK\(^*\) denote the corresponding PMK used in the ESS identified by SSID\(^*\). Note that by the requirements of the Fresh\(_{AEK}\) predicate (Figure 3.2), PMK\(^*\) cannot be exposed if the test-session is to be fresh. In particular, this means that the adversary cannot make a Corrupt(SSID\(^*\)) query.

**Game 3:** In this game the challenger replaces the pseudorandom function PRF with a random function \((\cdot)\) in all evaluations involving PMK\(^*\). That is, calls of the form \(\text{PRF}(\text{PMK}^*, \cdot)\) are instead answered by \((\cdot)\).

**Claim 6.3.**

\[
\text{Adv}^{G_2}_{4\text{WHS},f}(A) \leq \text{Adv}^{G_3}_{4\text{WHS},f}(A) + 2 \cdot \text{Adv}_{\text{PRF}}^\text{PRF}(D). \tag{6.6}
\]

**Proof.** If it is possible to distinguish between Game 2 and Game 3, then we can create a distinguisher algorithm \(D\) against the PRF security of the function PRF. Algorithm \(D\) has access to an oracle \(O\), which either implements the function \(\text{PRF}(\text{PMK}_*, \cdot)\) for some independent and uniformly distributed key PMK, or it implements a truly random function \((\cdot)\). Algorithm \(D\) begins by choosing a random bit \(b_{\text{sim}}\) and creating all the PMKs for all ESSs different from the one identified by SSID\(^*\). It then runs \(A\), answering its queries as follows.

For all of \(A\)'s queries that do not involve the computations of PMK\(^*\), \(D\) answers itself using the PMKs it created. On the other hand, for queries that would normally involve computations of PMK\(^*\), algorithm \(D\) instead uses its oracle \(O\) to do these computations. Finally, when \(A\) stops with some output \(b'\), then \(D\) stops and outputs 0 to its PRF security game if \(b' = b_{\text{sim}}\), and outputs 1 otherwise.

When \(O = \text{PRF}(\text{PMK}_*, \cdot)\) then \(D\) perfectly simulates Game 2 since all the PMKs are chosen independently and uniformly at random; while when \(O = (\cdot)\), then \(D\) perfectly simulates Game 3. The claim follows.

**Concluding the proof of Theorem 6.1.** Suppose the test-session in Game 3 accepted with the sid variable set to \(P||\eta\). Since all nonces in the game are unique by Game 1, the only sessions that evaluated the pseudorandom function on sid was the test-session and possibly its partner. However, by Game 3 the PRF is now a truly random function, so the PTK derived by the test-session (and possibly its partner) is a truly random string \(\widehat{PTK} = \vec{k}_u\|\vec{k}_\alpha \leftarrow \{0, 1\}^{2\kappa}.\) Moreover, \(\vec{k}_\alpha\) is independent of all other values. Thus, \(\text{Adv}^{G_3}_{4\text{WHS},f}(A) = 0\), and Theorem 6.1 follows.
6.2.3 Explicit entity authentication

We now prove that the 4WHS protocol additionally provides explicit entity authentication. The proof of this fact follows the same outline as for the key-indistinguishability part of the proof, using essentially the same game hops. However, instead of bounding the key-indistinguishability advantage of the adversary in the final game, we instead bound the probability that a session will accept maliciously. Intuitively, we can translate this event into a forgery for the MAC algorithm $\Sigma$ since the adversary will either have to forge an $m_2$ message to the access point or an $m_3$ message to the client in order for a malicious accept to happen.

Alas, the proof is complicated by the aforementioned error handling semantics of the 4WHS protocol. That is, when a session receives a bad message it silently discards it and continues running the protocol instead of immediately rejecting. This means that the adversary can make many attempts at getting an access point to accept an $m_2$ message or a client to accept an $m_3$ message. The first case is especially subtle to deal with since the access point will derive a new PTK for each received $m_2$ message. To better align our reduction to the possibility of an adversary making many attempts at the $m_2$ and $m_3$ messages, we reduce to a variant of SUF-CMA security that allows multiple verification attempts; see Appendix A.2 for the formal definition.

While single-verification and multi-verification are not equivalent in the traditional UF-CMA setting, they are equivalent in the stronger SUF-CMA setting; see [BGM04]. Moreover, for message authentication codes—as opposed to message authentication schemes in general—UF-CMA security implies SUF-CMA security. Since the IEEE 802.11 4WHS protocol only uses MACs and not general message authentication schemes, the multi-verification SUF-CMA assumption is justified provided the MAC scheme is UF-CMA secure. The security of the HMAC [RFC2104] algorithm and the CMAC [FIPS:SP-800-38B] algorithm used by the IEEE 802.11 standard is well-studied; see [GPR14, Bel15, IK03a, IK03b].

Theorem 6.4. For any adversary $A$ in security experiment $AKE^{nf5}$-EA against the 4WHS, we can create algorithms $D$ and $F$, such that

$$Adv_{4WHS,f}^{2PAKE^{nf5},EA}(A) \leq 2 \cdot n_{\text{SSID}} \cdot Adv_{\text{PRF}}(D) + 2 \cdot n_{\pi} \cdot (q + 1) \cdot n_{\text{SSID}} \cdot Adv_{\Sigma}^{\text{SUF-CMA}}(F),$$

where $f$, $n_{\text{SSID}}$, $n_{\pi}$, $n_P$ and $\lambda$ are the same as in Theorem 6.1, and where $n'_\pi$ is the maximum number of sessions $A$ creates in each ESS, and $q$ is the maximum number of $m_2$ messages that $A$ sends to an access point session.
Proof. The initial part of the proof proceeds through three game hops that are completely analogous to the first three game hops of the proof of Theorem 6.1.

**Game 0:** This is the real explicit entity authentication security game, hence
\[
\text{Adv}^{G_0}_{4\text{WHS},f}(\mathcal{A}) = \text{Adv}^{2\text{P-}\text{AKE}^\text{RSA},\text{EA}}_{4\text{WHS},f}(\mathcal{A}).
\]

**Game 1:** This game proceeds as the previous one, but aborts if not all the nonces in the game are distinct, hence
\[
\text{Adv}^{G_1}_{4\text{WHS},f}(\mathcal{A}) \leq \text{Adv}^{G_0}_{4\text{WHS},f}(\mathcal{A}) + \left(\frac{n_{\pi} n_{\pi}}{2^{\lambda+1}}\right)^2. \tag{6.8}
\]

**Game 2:** This game implements a selective security game where at the beginning of the game the adversary has to commit to the ESS which the first session that accepts maliciously connects to. Just like for Game 2 of Theorem 6.1 (Claim 6.2), we have
\[
\text{Adv}^{G_2}_{4\text{WHS},f}(\mathcal{A}) \leq n_{\text{SSID}} \cdot \text{Adv}^{G_1}_{4\text{WHS},f}(\mathcal{A}). \tag{6.9}
\]

In the remainder of the proof, let SSID* denote the SSID that the adversary commits to in Game 2, let ESS* denote the ESS identified by SSID*, and let PMK* denote the corresponding PMK used in ESS*.

**Game 3:** In this game the challenger replaces the pseudorandom function PRF with a random function \(\cdot\) in all evaluations involving PMK*. That is, calls of the form \(\text{PRF}(\text{PMK}^*,\cdot)\) are instead answered by \(\cdot\). By the same arguments as for Game 3 of Theorem 6.1 (Claim 6.3), we have
\[
\text{Adv}^{G_3}_{4\text{WHS},f}(\mathcal{A}) \leq \text{Adv}^{G_2}_{4\text{WHS},f}(\mathcal{A}) + 2 \cdot \text{Adv}^\text{prf}_{\text{PRF}}(\mathcal{D}). \tag{6.10}
\]

In the next game the adversary additionally has to commit to the session (in ESS*) that will accept maliciously first.

**Game 4:** This game implements a selective security game where at the beginning of the game the adversary has to commit to the session in ESS* which accepts maliciously first. With the same type of reduction as for Game 2, we have
\[
\text{Adv}^{G_4}_{4\text{WHS},f}(\mathcal{A}) \leq n'_{\pi} \cdot \text{Adv}^{G_3}_{4\text{WHS},f}(\mathcal{A}). \tag{6.11}
\]

In the following let \(\pi'_{ij}\), denote the session that \(\mathcal{A}\) commits to in Game 4. We conclude the proof of Theorem 6.4 by showing that if \(\mathcal{A}\) gets \(\pi'_{ij}\), to accept maliciously in Game 4, then we can construct an algorithm \(\mathcal{F}\) that creates forgeries for the MAC algorithm \(\Sigma\).
Claim 6.5.  
\[ \text{Adv}^{G_{4\cdot\text{EA}}}_{4\cdot\text{WHS},f}(\mathcal{A}) \leq 2(q + 1) \cdot \text{Adv}^\text{SUF-CMA}_\Sigma(\mathcal{F}). \]  
(6.12)

Proof. From an adversary \( \mathcal{A} \) in Game 4 we create an algorithm \( \mathcal{F} \) against the SUF-CMA security of MAC algorithm \( \Sigma \). The algorithm \( \mathcal{F} \) has access to two oracles \( \text{MAC}(\cdot) \) and \( \text{Vrfy}(\cdot, \cdot) \) which implements the functions \( \Sigma.\text{MAC}(\tilde{k}, \cdot) \) and \( \Sigma.\text{Vrfy}(\tilde{k}, \cdot, \cdot) \) for some independent uniformly distributed key \( \tilde{k} \). The idea of \( \mathcal{F} \) is to embed the oracles \( \text{MAC} \) and \( \text{Vrfy} \) into computations that would normally involve using the PTK of the target session \( \pi^*_U \).

Algorithm \( \mathcal{F} \) begins by drawing a random bit \( b_{\text{sim}} \) and waits for \( \mathcal{A} \) to commit to a pair \( (\text{SSID}^*, \pi^*_U) \) according to Game 2 and Game 4. If \( \pi^*_U \) belongs to a client, say \( U^* = C \), let \( AP \) be its intended peer, i.e., \( \pi^*_U.\text{peers} = \{C, AP\} \) (remember that even if an ESS potentially contains many clients and access points, a connection will nonetheless be between two specific parties in ESS). Conversely, if \( \pi^*_U \) belongs to an access point \( AP \), let \( C \) be the client it wants to talk to.

For sessions not pertaining to network \( \text{ESS}^* \), i.e., those not using PMK* as their long-term key, \( \mathcal{F} \) simulates everything itself by creating their PMKs. For sessions in \( \text{ESS}^* \), \( \mathcal{F} \) still mostly simulates everything itself, but this time by implementing a random function \( $(\cdot)$ \) rather than the function \( \text{PRF}(\text{PMK}^*, \cdot) \). This can be done using lazy sampling [BR04, Section 4.3]. However, for certain specific computations which we describe below, \( \mathcal{F} \) will embed its MAC oracles \( \text{MAC} \) and \( \text{Vrfy} \). We split our proof into two cases, depending on whether \( \pi^*_U \) belongs to the client \( C \) or the access point \( AP \).

Case \( U^* = C \). Assume that \( \pi^*_U \) belongs to the client \( C \). In this case \( \mathcal{F} \) uses its tagging oracle \( \text{MAC} \) to create the \( m_2 \) message of \( \pi^*_U \). Similarly, when \( \pi^*_U \) receives an \( m_3 \) message, then \( \mathcal{F} \) uses the oracle \( \text{Vrfy} \) to verify it. If the verification succeeds, then we will argue below that \( \mathcal{F} \) has created a forgery in its SUF-CMA security game. If the verification fails, then \( \mathcal{F} \) discards the message and continues the simulation.

Besides this, there is one additional place where \( \mathcal{B} \) embeds its \( \text{Vrfy} \) oracle. Namely, suppose the nonce \( \pi^*_U \) received in the first handshake message, say \( \eta_{AP} \), was created by a session \( \pi^*_AP \) at the access point \( AP \). If \( \mathcal{A} \) forwards \( \pi^*_U \)'s \( m_2 \) message back to \( \pi^*_AP \), or at least the nonce \( \eta_C \) contained in it, then \( \pi^*_U \) and \( \pi^*_AP \) will derive the same PTK since the they will input the same nonces \( \eta_C, \eta_AP \) to \( $(\cdot)$ \). Thus, in order for the simulation to be consistent, \( \mathcal{F} \) needs to embed the verification oracle \( \text{Vrfy} \) into \( \pi^*_AP \)'s verification of this \( m_2 \) message. If the verification fails, then \( \mathcal{F} \) discards the message and continues the simulation. Else, \( \mathcal{F} \) aborts with a failure. The procedure labeled SimC in Figure 6.2 on Page 129 makes this high-level description precise.
Figure 6.2: Description of $\mathcal{F}$’s simulation in the proof of Claim 6.5. The simulation depends on whether $U^* = C$ (shown in SimC) or $U^* = AP$ (shown in SimAP). The random function that $\mathcal{F}$ implements for key derivation between $AP$ and $C$ is denoted by $\$()$. In both SimC and SimAP it is assumed that if the parsing of a received message fails, then the message is silently dropped and the simulation continues; for simplicity this behavior is omitted from the code.
Algorithm $\mathcal{F}$’s simulation of Game 4 is perfect. We argue that if $\pi_i^*_{U^*}$ accepted maliciously, then $\mathcal{F}$ must also have made a valid forgery in its SUF-CMA game. By definition, for $\pi_i^*_{U^*}$ to have accepted maliciously it must have received an $m_3$ message that verified correctly, and no session at $AP$ can have set the same sid as $\pi_i^*_{U^*}$. Since $\mathcal{F}$ uses its $O^{\text{Vrfy}}$ oracle to verify $m_3$ messages (Line 306 in the SimC procedure), and because $\mathcal{F}$ never asks for a tag on an $m_3$ message to its $O^{\text{MAC}}$ oracle (since $p_2 \neq p_3$); this implies that whenever $\pi_i^*_{U^*}$ accepts maliciously, then $\mathcal{F}$ creates a valid forgery in its SUF-CMA game (Line 308 in SimC).

Note that $\mathcal{F}$ aborts with failure at Line 404 in SimC only if $A$ failed. That is, $\mathcal{F}$ embeds its $O^{\text{Vrfy}}$ oracle also when verifying $m_2$ messages delivered to $\pi_{AP}^*$, which contains $\pi_i^*$’s nonce $\eta_C^*$. However, if such a verification were to succeed, then $\pi_{AP}^*$ would accept and store the nonces $\eta_C^*, \eta_{AP}^*$ in $\pi_{AP}^*$’s sid. But this would yield the same sid as that of $\pi_i^*_{U^*}$. So if $\pi_i^*_{U^*}$ were to accept on receiving an $m_3$ message, $\pi_i^*_{U^*}$ and $\pi_{AP}^*$ would be partners, contradicting the fact that $\pi_i^*_{U^*}$ was supposed to accept maliciously.

**Case $U^* = AP$.** Now suppose $\pi_i^*_{U^*}$ belongs to the access point $AP$. For $\pi_i^*_{U^*}$ to accept maliciously, it must receive some $m_2$ message that verifies correctly. Again, $\mathcal{F}$ will embed its $O^{\text{Vrfy}}$ oracle also when verifying $m_2$ messages delivered to $\pi_{AP}^*$, that contains $\pi_i^*$’s nonce $\eta_C^*$ (Line 402 in the SimC procedure). However, if such a verification were to succeed, then $\pi_{AP}^*$ would accept and store the nonces $\eta_C^*, \eta_{AP}^*$ in $\pi_{AP}^*$’s sid. But this would yield the same sid as that of $\pi_i^*_{U^*}$. So if $\pi_i^*_{U^*}$ were to accept on receiving an $m_3$ message, $\pi_i^*_{U^*}$ and $\pi_{AP}^*$ would be partners, contradicting the fact that $\pi_i^*_{U^*}$ was supposed to accept maliciously.

Since each nonce $\eta_C$ combined with $\pi_i^*$’s own nonce $\eta_{AP}$ determines a single PTK, $\mathcal{F}$ must guess one nonce and use its $O^{\text{Vrfy}}$ oracle to verify all $m_2$ messages that contain this nonce. For all other $m_2$ messages, $\mathcal{F}$ will instead derive a PTK using $(\cdot)$, and use the MAC algorithm $\Sigma.Vrfy$ to “locally” verify the message without calling $O^{\text{Vrfy}}$. This strategy is described in the SimAP procedure shown in Figure 6.2.

In SimAP, the value $q$ represents the maximum number of unique nonces that $A$ will ever send to an access point session. It is upper bounded by the

\[^2\text{At least with high probability.}\]
number of Send queries made by $\mathcal{A}$. Algorithm $\mathcal{F}$ makes a guess $q^* \leftarrow [1, q]$ and hopes that $m_2$ messages that contain the $q^*$-th unique nonce will lead $\pi^*_U$, to accept maliciously. We emphasize that this does not mean that $\pi^*_U$, must necessarily accept maliciously after receiving the $q^*$-th $m_2$ message in total (since $\mathcal{A}$ could make repeated attempts with some of the earlier nonces first); nor does it mean that $\pi^*_U$, must necessarily accept maliciously after receiving an $m_2$ message containing the $q^*$-th unique nonce for the first time (since $\mathcal{A}$ can make many $m_2$ attempts with this particular nonce).

The counter $\#'$ is used to keep track of how many unique nonces $\pi^*_U$, have received so far. The array $\tilde{N}$ stores all the distinct nonces. In particular, the nonce in $\tilde{N}[q^*]$ is the one for which $\mathcal{F}$ will embed the $\Sigma_{Vrfy}$ oracle. Additionally, $\mathcal{F}$ maintains a list $\text{Fwd}$ which is used to record situations where $\pi^*_U$, cannot accept maliciously (discussed below). The variable $\eta^*_\mathcal{AP}$ stores the nonce created by $\pi^*_U$.

We first argue that $\mathcal{F}$ perfectly simulates Game 4. Looking at the $\text{SimAP}$ procedure, it is clear that we only need to focus on the verification of $m_2$ messages. If $\pi^*_U$, receives an $m_2$ message containing a nonce $\eta_C$ which is different from the $q^*$-th nonce $\tilde{N}[q^*]$, or if $\eta_C$ has been forwarded from a session at $C$ which first received $\pi^*_U$,’s nonce $\eta^*_\mathcal{AP}$ (meaning $\eta_C \in \text{Fwd}$), then $\mathcal{F}$ derives the PTK itself and verifies with the MAC algorithm $\Sigma_{Vrfy}$ (Line 311 and Line 312 in $\text{SimAP}$). This gives a correct simulation.

For the remaining $m_2$ messages, $\eta_C$ is equal to the $q^*$-th unique nonce and $\eta_C \notin \text{Fwd}$, so $\mathcal{F}$ embeds its $\Sigma_{Vrfy}$ oracle (Line 309). The condition $\eta_C \notin \text{Fwd}$ implies that no session at $C$ have input both $\eta^*_\mathcal{AP}$ and $\eta_C$ to $\Sigma(\cdot)$. This implies that the MAC keys used by the sessions at $C$ are independent from the MAC key (if any) used to produce these specific $m_2$ messages. Consequently, using oracle $\Sigma_{Vrfy}$ to verify these $m_2$ messages lead to answers that are identically distributed to those one would get if $\mathcal{F}$ derived PTK from $\Sigma(\cdot)$ itself and verified “locally” with $\Sigma_{Vrfy}$.

It remains to analyze $\mathcal{F}$’s probability of making a valid forgery in its SUF-CMA game whenever $\pi^*_U$, accepts maliciously in Game 4. For $\pi^*_U$, to have accepted maliciously it must have successfully verified an $m_2$ message, so at some point we must have had $d = 1$ in $\text{SimAP}$ (Line 315). Moreover, by the same arguments as for the “abort with failure” condition in the $\text{SimC}$ procedure, the nonce $\eta_C$ which $\pi^*_U$, accepted on cannot have been produced by a session $\pi^*_C$, which received $\pi^*_U$,’s nonce $\eta^*_\mathcal{AP}$. In other words, we must have $\eta_C \notin \text{Fwd}$.

Thus, if $\mathcal{F}$’s guess of $q^*$ was correct, $\mathcal{F}$ will have used the oracle $\Sigma_{Vrfy}$ to verify the $m_2 = \eta_C || p_2 || \tau$ message on which $\pi^*_U$, accepted maliciously. Furthermore, since $\mathcal{F}$ never makes a query to its tagging oracle $\Sigma_{MAC}$, if it happens that $\Sigma_{Vrfy}(\eta_C || p_2, \tau) = 1$ then this must necessarily be a valid forgery in the SUF-CMA experiment. On the other hand, if $\mathcal{F}$’s guess of $q^*$ was wrong, then
it will not have used $O^{\text{Verify}}$ to calculate $d$, in which case it clearly does not win in its SUF-CMA game.

Since $F$’s simulation of Game 4 is perfect, and since $q^*$ was drawn independently of $A$, $F$’s guess was correct with probability $q^{-1}$. Hence $F$ winning probability in its SUF-CMA experiment is at least $q^{-1}$ times $A$’s winning probability in Game 4.

**Concluding the proof of Claim 6.5.** Up to a factor of $q^{-1}$, we see that $F$ successfully forges whenever $\pi_i^{\text{U*}}$ accepts maliciously in Game 4 regardless of whether $U^* = C$ or $U^* = AP$. This proves Claim 6.5. ■

**Concluding the proof of Theorem 6.4.** Combining all the bounds from Game 0 to Game 4 with Claim 6.5 yields Theorem 6.4. ■

### 6.2.4 Security of IEEE 802.11 with upper-layer authentication

Theorem 6.1 and Theorem 6.4 apply to the WPA2-PSK variant of IEEE 802.11. To also address the security of IEEE 802.11 in its WPA2-Enterprise variant, we need to analyze the setting where the PMK is provided by some upper-layer authentication protocol. Technically, IEEE 802.11 can be combined with any type of upper-layer authentication protocol, but in practice the de facto standard is EAP. Consequently, our second composition result from Chapter 4 can immediately be applied to obtain a result on IEEE 802.11 in its WPA2-Enterprise variant as well.

More precisely, by setting $\Pi_3 = \text{basic EAP}$ and $\Pi_4 = 4\text{WHS}$ in Theorem 4.12, we get that the combination $\Pi_5 = \text{EAP} + 4\text{WHS}$ is a secure 3P-AKE protocol in our strongest security model $\text{AKE}_{fs}$. However, technically speaking, in order to apply Theorem 4.12 we also need to show that the probability that two sessions end up with the same local transcript in the 4WHS protocol is small. Fortunately, this is trivial since each side in the 4WHS protocol creates a random 256 bit nonce. In detail, the function $\epsilon$ required by Theorem 4.12 is in the 4WHS bounded by the probability of a nonce collision among the sessions at a specific party, namely

$$\epsilon \leq \frac{|I \cup R| \cdot n_i^2}{2^\lambda} = \frac{n_P \cdot n_i^2}{2^{256}}. \quad (6.13)$$

Note that the bound is proportional to $n_P \cdot n_i^2$ and not $(n_P \cdot n_i)^2$, since the collision needs to happen at a specific party.
### 6.3 Analyzing CCMP

While this chapter is primarily about the AKE security of the 4WHS key exchange protocol, for completeness we also include an analysis of the CCMP algorithm used to protect the IEEE 802.11 application data. CCMP is a stateful authenticated encryption (stAE) scheme built out of the CCM mode of operation [RFC3610] using AES as its underlying block cipher. Since CCMP is only defined within the context of IEEE 802.11, we specialize all of our descriptions to this setting, including that of CCM.

#### 6.3.1 Description of CCMP

An IEEE 802.11 frame consists of a header $A = A_1 || A_2 || \cdots || A_r$ which will be integrity protected but not encrypted, and a plaintext message $P = P_1 || P_2 || \cdots || P_s$ which will be both integrity protected and encrypted. Each block of $A$ and $P$ is 128 bits, except possibly for the final blocks $A_r$, $P_s$ which might be shorter.

**CCM.** The CCM mode of operation is shown in Figure 6.3 with one header block $A_1$ and two plaintext blocks $P_1 || P_2$. CCM combines a CBC-MAC with CTR mode encryption in the style of MAC-then-encrypt, and can be summarized as follows. On input a key $K$, a message $A || P$, and a 104 bit nonce $N$; CCM first derives the initial value $IV$ needed by CBC-MAC, and the initial counter value $ctr$ needed by CTR mode, from the nonce $N$ and two distinct 8 bit

$$ IV = \text{flags}_1 || |N| |\text{length}_{16}(A + P) $$

$$ ctr = \text{flags}_2 || |N| 0^{16} $$

Figure 6.3: The CCM mode of operation.
CCMP. The CCMP encrypt and decrypt procedures are shown in Figure 6.4. The two main responsibilities of CCMP are to create the nonce \( N \) that will be used as input to CCM, and to ensure replay protection for the IEEE 802.11 frames. CCMP achieves both by maintaining a 48 bit counter \( \text{sent} \), which is incremented for each sent IEEE 802.11 frame; and a 48 bit counter \( \text{rcvd} \), which is (potentially) updated for each received IEEE 802.11 frame.\(^3\) The \( \text{sent} \) counter is initialized to 1 and the \( \text{rcvd} \) counter is initialized to 0.

In order to encrypt an IEEE 802.11 frame consisting of a header \( A \) and a plaintext \( P \), CCMP first increments the \( \text{sent} \) counter and creates the 104 bit nonce \( N \) as
\[
N \leftarrow \text{flags} \| \hat{U} \| \text{sent}, \tag{6.14}
\]
where \( \hat{U} \) is the 48 bit link-layer address of the sender, and \( \text{flags} \) is an 8 bit value

---

3\(^{\text{The } \text{sent} \text{ counter is called the packet number in the IEEE 802.11 standard [IEEE 802.11], while the rcvd counter is called the replay counter.}}\)
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encoding various IEEE 802.11 settings. We treat it as a constant. The link-
layer address $\hat{U}$ is always part of the header $A$, so in Figure 6.4 we use a function
Address to indicate the process of extracting $\hat{U}$ from $A$. Given the nonce $N$,
CCMP then encrypts the IEEE 802.11 frame consisting of header data $A$ and
plaintext $P$ using the CCM mode of operation to produce the ciphertext $C$.
The output of CCMP is the concatenation $\text{sent} \parallel C$.

Remember that CCM will add additional elements to the nonce $N$ in order
to create the CBC-MAC IV and the CTR mode initial counter as indicated in
Figure 6.3. Particularly, the IV and initial counter for CCM when used in the
context of CCMP are the following two 128 bit values.

\begin{align}
IV & \leftarrow \text{flags}_1 \parallel \text{flags}_2 \parallel \hat{U} \parallel \text{sent} \parallel \text{length}_{16}(A + P) \\
ctr & \leftarrow \text{flags}_2 \parallel \text{flags}_2 \parallel \hat{U} \parallel \text{sent} \parallel 0^{16}
\end{align}

Here, $\text{length}_{16}(A + P)$ is the length of $A$ plus $P$ in bytes, encoded as 16 bits.
Note that 16 bits is sufficient to accommodate the length of the maximum size
IEEE 802.11 frame.

To decrypt an IEEE 802.11 frame $Z = (\text{sent} \parallel C, A)$, CCMP first recreates
the nonce $N$ from $A$ and $\text{sent}$, and then decrypts $C$ with CCM. If the decryption
fails, then CCMP outputs $\perp$. Else, it checks that the value $\text{sent}$ contained in
$Z$ is strictly greater than the internally maintained $\text{rcvd}$ counter. If not, then
CCMP outputs $\perp$ again. Otherwise, it updates the value of $\text{rcvd}$ to match that
of the received $\text{sent}$, and returns the plaintext $P$.

6.3.2 Analysis of CCMP

Jonsson [Jon03] has shown that the CCM mode of operation is a secure au-
thenticated encryption scheme. He proved that CCM satisfies the two separate
security notions of indistinguishability under chosen-plaintext attacks (IND-
CPA) and integrity of ciphertexts (INT-CTXT); see [BN00] for their formal
definitions. In Appendix A.3, we show that this is equivalent to our all-in-one
definition of AE security. Thus, in order to prove the stateful AE security of
CCMP, it is sufficient to reduce to the (stateless) AE security of CCM.

However, on closer inspection, we cannot, in fact, prove that CCMP is a
secure stAE scheme according to Definition A.5. The reason is that the security
experiment used to define stAE security in Appendix A.4, targets a different
integrity semantic than what is provided by CCMP. Namely, the security experiment
in Figure A.4 is adapted from [Jag+12], which presented the definition
in the context of analyzing TLS. But the integrity guarantees provided by the
TLS Record Layer protocol are stronger than those provided by CCMP.

Specifically, in terms of integrity, the TLS Record Layer is supposed to
provide protection against:
1. forgeries,
2. replays,
3. reordering, and
4. dropping of messages.

However, CCMP does not provide protection against messages being dropped. To see this, suppose a sender transmits as its first encrypted CCMP messages, the frames $Z_1$, $Z_2$ and $Z_3$, thus having corresponding packet numbers 2, 3 and 4 (remember that the sent counter starts at 1). Now suppose an attacker drops messages $Z_1$ and $Z_2$, but delivers $Z_3$ to the receiver. Since $Z_3$ is a validly created CCMP frame, the CCM decryption at Line 4 of the CCMP-Dec procedure will succeed. Moreover, when the CCMP-Dec procedure continues to check whether $Z_3$ is a replay at Line 9, then this will also succeed, since the receiver’s recv counter is set to 0 and so we have recv < sent. Thus, $Z_3$ will be accepted by the receiver even though $Z_1$ and $Z_2$ were lost.

By contrast, the TLS Record Layer demands that the decryption process happens in exactly the same order as the ciphertexts were created by the encryption process. Thus, it does not accept any messages being dropped. Other integrity semantics are also possible by considering different combinations of the four properties listed above. Boyd et al. [Boy+16] have analyzed this question in depth.

To summarize, CCMP cannot be proven secure according to the stAE security definition given in Appendix A.4 because it implies a stronger integrity semantics than what CCMP achieves. Consequently, we have to consider a weakening of the stAE model that allows for messages to be dropped. Particularly, at Line 7 of the Dec oracle in Figure A.4, we change the condition from

$$\text{if } (C, A) \notin S[\text{recv}]: \quad \text{in-sync} \leftarrow \text{false}$$

$$\text{to} \quad \text{if } (C, A) \notin S[\text{recv}...\text{sent}]: \quad \text{in-sync} \leftarrow \text{false}$$

where $S[i...j] = \{S[i], S[i+1], \ldots, S[j]\}$ if $i \leq j$, and $\emptyset$ otherwise. Notice that this widens the scope of which messages are considered in-sync, from one message $S[\text{recv}]$, to potentially a large range $S[\text{recv}...\text{sent}]$. Hence, this effectively weakens the model since it restricts the adversary more.

Let $\text{Adv}_{\text{II}}^{\text{stAE-d}}(A)$ denote the stAE advantage of an adversary $A$ against some stAE scheme II within this weakened model. We then have the following result.

**Theorem 6.6.** Let $A$ be an adversary against the stAE security of CCMP, then we can create an adversary $B$ against the AE security of CCM, such that $\text{Adv}_{\text{CCMP}}^{\text{stAE-d}}(A) \leq \text{Adv}_{\text{CCM}}^{\text{AE}}(B)$.
Proof. From an adversary $A$ that breaks the stAE security of CCMP where message drops are allowed, we can construct an algorithm $B$ that breaks the CCM mode of operation. Specifically, algorithm $B$ creates and maintains the counters $\text{sent}$ and $\text{rcvd}$ of the CCMP scheme, as well as the variables $\text{sent}$, $\text{rcvd}$, $S[\cdot]$, and in-sync of security game $\text{Exp}_{\text{stAE}}^{\text{CCMP}}(A)$. We write $\text{sent}_{\text{CCMP}}$, $\text{rcvd}_{\text{CCMP}}$ for the counters that $B$ maintains for the CCMP scheme, and $\text{sent}_{\text{Exp}}$, $\text{rcvd}_{\text{Exp}}$ for the counters that $B$ maintains for the stAE experiment.

When $A$ makes an encryption query $(M_0, M_1, A)$, $B$ first increments $\text{sent}_{\text{CCMP}}$ and creates a nonce $N$ from $\text{sent}_{\text{CCMP}}$ according Equation (6.14). It then queries the $\text{Enc}$ oracle in its own AE security game on $(N, M_0, M_1, A)$. $B$ returns the resulting ciphertext $C$ together with $\text{sent}_{\text{CCMP}}$ to $A$, and updates the variables $\text{sent}_{\text{Exp}}$ and $S[\text{sent}_{\text{Exp}}]$ accordingly.

When $A$ makes a decryption query $(\text{sent}'|C, A)$, $B$ first increments the value of the counter $\text{rcvd}_{\text{Exp}}$ by 1 and then proceeds as follows.

- If $(\text{sent}'|C, A) \in S[\text{rcvd}_{\text{Exp}} \ldots \text{sent}']$, then $B$ returns $\perp$ to $A$ (since this query is in-sync).
- Else, $B$ creates the nonce $N \leftarrow \text{flags}||\hat{U}||\text{sent}'$, and queries $(N, C, A)$ to the $\text{Dec}$ oracle in its own AE security game to produce a message $M$. If $M \neq \perp$ then $B$ stops its simulation and outputs 1 to its AE security game. Otherwise, $B$ returns $\perp$ to $A$.

Finally, when $A$ stops with some output $b'$, then $B$ stops and outputs the same bit to its AE security game.

Notice that when the secret bit in $B$’s own AE security game is 0, then $B$ perfectly simulates the “left-world” of experiment $\text{Exp}_{\text{stAE}}^{\text{CCMP}}(A)$, i.e., where the encryption query returns the encryption of $M_0$ and the decryption query always returns $\perp$. This is because in this scenario $B$’s own AE decryption oracle always returns $\perp$, and so $B$ answers all of $A$’s decryption queries with $\perp$ too. Moreover, $B$’s simulation of $A$’s encryption queries is perfect no matter what the value of the secret bit in its own AE security game is. This is because $B$ properly creates the nonce $N$ from the counter $\text{sent}_{\text{CCMP}}$, which it creates and maintains itself.

Thus, it only remains to argue that $B$ perfectly simulates the decryption query of the “right-world” of experiment $\text{Exp}_{\text{stAE}}^{\text{CCMP}}(A)$ when the secret bit in $B$’s own AE security game is 1. To this end, it is sufficient to note that $B$ forwards the decryption query to its own AE security game exactly when the query is out-of-sync according to the requirements of game $\text{Exp}_{\text{stAE}}^{\text{CCMP}}(A)$. This is so because $B$ itself has created and maintains the counter $\text{rcvd}_{\text{Exp}}$ in accordance with $\text{Exp}_{\text{stAE}}^{\text{CCMP}}(A)$. Moreover, if $B$’s own decryption oracle returns something other than $\perp$, which for instance could happen if $A$ replays an old
ciphertext but with a new counter \( \text{sent}' \) such that \( \text{rcvd}_{\text{Exp}} < \text{sent}' \), then \( B \) stops and immediately wins in its AE security game.\(^4\)

To summarize: \( B \) perfectly simulates the \( \text{Exp}_{\text{CCMP}}^{\text{stAE}}(A) \) game for \( A \), and wins in its own AE security against CCM with at least the same probability as \( A \).

Since CCMP maintains a 48 bit counter \( \text{sent} \) in order to create the nonces for CCM, it can technically be used to encrypt up to \( 2^{48} \) IEEE 802.11 frames. The maximum allowable IEEE 802.11 frame size is around \( 2^{13} \) bytes = 8 kB, so a total of \( 2^{48+13} \) bytes can be encrypted under the same key. However, the CCM security bound proven by Jonsson [Jon03] includes a “birthday bound” term of the form \( c \cdot \ell^2 \cdot 2^{-\kappa_b} \), where \( c \) is a small constant, \( \ell \) is the number of invocations of the underlying block cipher, and \( \kappa_b \) is the block length. In CCMP the block cipher is AES, so \( \kappa_b = 128 \). Moreover, since CCM makes roughly 2 block cipher calls per input block, this implies that an IEEE 802.11 frame of \( B \) bytes will involve around \( 2B/16 = B/8 \) block cipher calls. If we set \( c = 1 \), then in order for \( \ell^2 \cdot 2^{-\kappa_b} \) to stay below \( \epsilon \), we need \( (B/8)^2 \cdot 2^{-128} \leq \epsilon \). In other words, no more than \( 2^{67} \cdot B^{-1} \cdot \epsilon^{1/2} \) frames of \( B \) bytes can be encrypted under the same key.

For example, if we set the frame size to be \( B = 2^{10} \) bytes = 1 kB, and we want \( \epsilon < 2^{-60} \), then Jonsson’s bound only justifies up to \( 2^{27} \) IEEE 802.11 frames being encrypted with the same key, or roughly \( 2^{27} \approx 137 \) GB of data. Alternatively, if the requirement is reduced to \( \epsilon < 2^{-50} \), then we get the more tolerable bound of \( \approx 4 \) TB of data; while if the requirement is increased to \( \epsilon < 2^{-70} \), we get virtually no guarantees (\( \approx 4 \) GB of data).

### 6.4 Multi-ciphersuite and negotiation security of IEEE 802.11

In Section 6.2 we analyzed the 4WHS protocol under the assumption that there is only a single version of it. However, as explained in Section 2.2.3, IEEE 802.11 actually supports several different ciphersuites, leading to slightly different instances of the 4WHS protocol. A ciphersuite in IEEE 802.11 essentially determines five things:

- Whether to use upper-layer authentication or not.

\(^4\)Note that aborting early is a tiny optimization which is not strictly necessary in order to bound \( A \)’s winning probability in terms of \( B \)’s. Without it, \( B \) would additionally have to maintain the \( \text{rcvd}_{\text{CCMP}} \) counter and properly check \( \text{sent}' \) against \( \text{rcvd}_{\text{CCMP}} \) before answering \( A \). The benefit of the optimization is that it makes the description of \( B \) simpler, and can only strictly increase \( B \)’s winning chances.
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\( \text{Figure 6.5: Ciphersuite negotiation in the 4WHS protocol.} \)

- Which KDF to use inside the 4WHS. There are two possible options: a PRF based on HMAC-SHA1 and a PRF based on HMAC-SHA256.

- Which MAC algorithm to use inside the 4WHS. There are three possible options: HMAC-MD5 [RFC2104] (deprecated), HMAC-SHA1-128 [RFC2104], and AES-CMAC-128 [FIPS:SP-800-38B].

- Which encryption algorithm to use inside the 4WHS. There are two possible options: RC4 (deprecated) and AES Key Wrap [RFC3394].

- Which encryption algorithm to use for the IEEE 802.11 application data. There are two possible options: TKIP (deprecated) and CCMP.

Although in principle this gives a total number of \( 2^4 \cdot 3 = 48 \) ciphersuites, the actual number is smaller since some options need to be used together. The ciphersuite to use is determined by a negotiation protocol run prior to the 4WHS. In particular, recall from Section 2.2.3 that during the association phase of the IEEE 802.11 protocol, the access point will send the client a list of supported ciphersuites \( C_S \). From this list the client will choose a single preferred ciphersuite \( C_S_c \) based on some negotiation function \( \text{Nego} \). Leaving out the irrelevant messages from Figure 2.2, this gives the simplified protocol shown in Figure 6.5. Compared to Figure 6.1, we have made the values of the constants \( p_1, \ldots, p_4 \) explicit in order to reflect the presence of ciphersuite-specific information in the 4WHS.

In particular, in Figure 6.5 the chosen ciphersuite \( C_S_c \) determines a specific KDF \( \text{PRF}_c \), a MAC algorithm \( \Sigma_c = (\text{MAC}_c, \text{Vrfy}_c) \), a handshake encryption algorithm \( \mathcal{E}_c = (\mathcal{E}_c, \mathcal{D}_c) \), and an application data encryption algorithm \( \Lambda_c = (\text{Init}_c, \text{Enc}_c, \text{Dec}_c) \) (not shown). Both the client and the access points repeat their respective messages from the negotiation protocol inside the 4WHS.
(integrity protected by the MAC algorithm $\Sigma_c$). If the received values $\mathcal{CS}_c$ and $\mathcal{CS}$ are not identical to what the client and access point received during the negotiation protocol, they abort the 4WHS. Note that the access point encrypts its ciphersuite list $\mathcal{CS}$ with the encryption algorithm $E_c$ in the third message of the 4WHS (which also includes a group key GTK).

Given that IEEE 802.11 supports multiple ciphersuites, there are two related questions to ask. The first is whether the 4WHS protocol is multi-ciphersuite secure, meaning that it is still secure as an AKE protocol when multiple different ciphersuites can be run in parallel. The second is whether the negotiation protocol in combination with the 4WHS achieves negotiation security, meaning that the client and access point end up with the ciphersuite prescribed by their initial configurations.

In the sections below we examine both of these issues and indicate how one could prove the multi-ciphersuite and negotiation security of IEEE 802.11. We stress that unlike the other sections of this chapter, we do not provide any formal theorem statements or proofs, but only keep the discussion at an informal level.

### 6.4.1 Multi-ciphersuite security

If a multi-ciphersuite protocol uses different long-term keys for each ciphersuite, then the multi-ciphersuite security of the protocol follows trivially from the security of the individual ciphersuites. However, if the same long-term key is used across different ciphersuites, then this does not necessarily have to be the case. Chatterjee et al. [CMU09] give several examples of attacks that are possible when long-term keys are reused across different protocols. Since the same PSK can be reused across different ciphersuites in IEEE 802.11, we cannot automatically conclude that the 4WHS achieves multi-ciphersuite security.

**Generic composition.** Seemingly, a possible approach to proving the multi-ciphersuite security of the 4WHS protocol would be to adapt the multi-ciphersuite framework of Bergsma et al. (BDKSS) [Ber+14]. In their framework a multi-ciphersuite protocol $\mathcal{NP} || \Pi$ is the composition of a negotiation protocol $\mathcal{NP}$, followed by a sub-protocol $\Pi_c \in \Pi$, corresponding to specific ciphersuite $c$. Importantly, BDKSS do not demand that a different long-term key be used for each sub-protocol $\Pi_c$. One of the central results of BDKSS is a generic composition theorem that tries to recover as much as possible of the intuition that the security of $\mathcal{NP} || \Pi$ should follow from the security of the individual sub-protocols.

The main issue in reducing the security of $\mathcal{NP} || \Pi$ to the security of a sub-protocol $\Pi_c$, is that the reduction also needs to be able to simulate the other
sub-protocols $\Pi_d$ that use the same long-term key as $\Pi_c$. BDKSS solve this problem by considering an extension to the single-ciphersuite security game where the adversary additionally gets access to an auxiliary oracle that runs a certain operation $\text{Aux}(sk, \cdot)$ based on a private key $sk$.\footnote{Technically, BDKSS only considered multi-ciphersuite security for ACCE protocols, but their results can easily be adapted to other protocol types as well.} For instance, if $sk$ was the private key for some signature scheme, then $\text{Aux}(sk, \cdot)$ could be a signing operation under $sk$. The idea of introducing the auxiliary oracle is that it can make it possible to simulate the other ciphersuites which uses the same private key $sk$. This is the central ingredient of the composition theorem of BDKSS: if the auxiliary oracle allows simulation of other ciphersuites that use the same private key as $\Pi_c$, then the multi-ciphersuite security of $\text{NP} \parallel \Pi$ can be reduced to the single-ciphersuite security of $\Pi_c$, in the extended auxiliary oracle model.

Still, this instead shifts the problem to showing that $\Pi_c$ satisfies single-ciphersuite security in the possibly stronger auxiliary oracle model. In particular, if the operation $\text{Aux}(sk, \cdot)$ is very liberal in terms of what function it computes with $sk$, then it will be easy to simulate the other ciphersuites, but at the cost of making it more difficult to show security of $\Pi_c$ in the (single-ciphersuite) auxiliary oracle model. To counteract this, BDKSS additionally introduced the notion of a constraint predicate $\Phi$. If the adversary is to win in the extended single-ciphersuite security game, then it cannot make an auxiliary oracle query that satisfies $\Phi$. The stricter $\Phi$ is, the easier it becomes to prove the security of $\Pi_c$ in the single-ciphersuite setting. On the other hand, a stricter $\Phi$ could also make it harder to simulate the other ciphersuites, which is needed by the composition theorem.

Let $\text{NP}$ be the negotiation protocol in Figure 6.5 and let $\Pi$ be the collection of all the different 4WHS ciphersuite variants. To prove the multi-ciphersuite security of $\text{NP} \parallel \Pi$ using the composition theorem of BDKSS [Ber+14], we have to come up with a suitable auxiliary oracle and constraint predicate $\Phi$. Although BDKSS's original formulation was in the public-key setting, we can adapt it to the PSK setting in a straightforward manner. However, what is not so straightforward is constructing the PSK operation $\text{Aux}(\text{PMK}, \cdot)$ and the corresponding constraint predicate $\Phi$. In order for an adversary against a ciphersuite $\Pi_c$ to simulate another ciphersuite $\Pi_d$ sharing the same PMK, it needs to be able to create the application keys $k_\alpha$ of $\Pi_d$. For simplicity, suppose ciphersuites $c$ and $d$ share the same KDF $\text{PRF}$. If we let $\text{Aux}(\text{PMK}, x)$ return $\text{PRF}(\text{PMK}, x)$ then we can certainly simulate protocol $\Pi_d$. The problem is that having access to this operation also makes it trivial to break protocol $\Pi_c$ in the single-ciphersuite setting. Unfortunately, there does not seem to be a way to constrain the inputs to $\text{Aux}(\text{PMK}, \cdot)$ using $\Phi$ which simultaneously protects $\Pi_c$ and at the same time enables simulation of sub-protocol $\Pi_d$. This
is because the chosen ciphersuite is not cryptographically bound to the derived keys through the KDF input (in the sense of channel binding). Hence there is no difference between how the key $k_\alpha$ is derived in $\Pi_c$ and $\Pi_d$. In the end, we do not see how the composition theorem of BDKSS [Ber+14] can be used to prove the multi-ciphersuite security of IEEE 802.11.

**Agile security.** An alternative to using the modular composition theorem of BDKSS [Ber+14] is to prove the multi-ciphersuite security of IEEE 802.11 directly. Essentially, a proof of multi-ciphersuite AKE security or multi-ciphersuite explicit entity authentication would mostly mirror the corresponding single-ciphersuite proofs in Section 6.2.2 and Section 6.2.3, respectively. However, there is one major difference: the multi-ciphersuite proofs would have to rely on a so-called cryptographic *agility* assumption [Aca+10, Bha+14b]. Cryptographic agility refers to a setting where the same key is being used across multiple members of the same type of function, e.g., a PRF or a MAC.

In IEEE 802.11, the same PMK is used in two different PRFs: one based on HMAC-SHA1, and one based on HMAC-SHA256. A key agility assumption would then say that each of these schemes is secure (as a PRF), even when the adversary has oracle access to the other scheme under the same key. Additionally, it is also possible that the same MAC key could be used across the different MAC algorithms supported by IEEE 802.11, namely HMAC-MD5, HMAC-SHA1, and AES-CMAC. This could happen if an attacker in the negotiation protocol (see Figure 6.5) replaced the client’s choice of ciphersuite $\mathcal{CS}_c$ with another ciphersuite $\mathcal{CS'}_c$ that selects a different MAC algorithm. Thus, we would also need an agility assumption on the MAC security of the collective $\{\text{HMAC-MD5}, \text{HMAC-SHA1}, \text{AES-CMAC}\}$.

In more detail, during a multi-ciphersuite security proof of the 4WHS protocol, the PRF agility assumption would be invoked in the game hop where we replace the KDF with a random function (Game 3 in both proofs), and the MAC agility assumption would be invoked in the analysis of the final game in the proof of explicit entity authentication (Claim 6.5 in Theorem 6.4). Except for the added assumptions of agility security, we expect the proofs to be straightforward extensions of those presented in Section 6.2.

Incidentally, the 4WHS protocol is quite similar to the PSK based variant of the IKEv1 [RFC2409] protocol in “aggressive” mode, which Bhargavan et al. [Bha+16] have conducted a multi-ciphersuite security analysis of.

### 6.4.2 Negotiation security

Intuitively, the goal of negotiation security is that no attacker should be able to get two parties to successfully agree upon a worse ciphersuite than the best
ciphersuite they mutually support. If an adversary succeeds in getting the parties to use a worse ciphersuite then what is prescribed by their mutual configurations, it is said to have performed a downgrave attack. As mentioned in Section 2.2.3, if WEP is supported alongside Robust Security Network (RSN) ciphersuites, then IEEE 802.11 cannot provide any protection against downgrade attacks. This is because when WEP is used, the 4WHS protocol is not run at all, and hence there is no way for the client and access point to verify that a downgrade attack has occurred. The IEEE 802.11 standard [IEEE 802.11] requires that WEP and RSN should not be enabled together. In the remainder we only discuss the negotiation security of IEEE 802.11 when using RSN ciphersuites exclusively.

Similar to the modular composition theorem of BDKSS [Ber+14] for the multi-ciphersuite security of a protocol $NP∥Π$, Dowling and Stebila [DS15] proposed a generic composition theorem that relates the negotiation security of $NP∥Π$ to the authentication security of the individual sub-protocols $Π_c$. However, their theorem assumes that different sub-protocols use different long-term keys, and so cannot be applied to IEEE 802.11.

In contrast, Bhargavan et al. [Bha+16] formulate negotiation security in the setting of key reuse across ciphersuites. They also prove a generic theorem that allows the negotiation security of $NP∥Π$ to be lifted from a simpler core negotiation protocol $NP'$ extracted from $NP$ and $Π$. Thus, it is sufficient to focus on the negotiation security of protocol $NP'$. Using their generic theorem, Bhargavan et al. [Bha+16] proved the negotiation security of the SSH [RFC4253] protocol under agile assumptions on its cryptographic primitives.

Admittedly, the value of applying the composition theorem of Bhargavan et al. [Bha+16] to IEEE 802.11 is rather limited, since the core negotiation protocol one can extract for IEEE 802.11 is almost the same as the whole protocol itself; essentially corresponding to the protocol we have shown in Figure 6.5. A proof of negotiation security for IEEE 802.11 would thus proceed in more or less the same way as the proofs of multi-ciphersuite security—which themselves are essentially the same as our proofs of single-ciphersuite AKE security (Theorem 6.1) and explicit entity authentication (Theorem 6.4). But again, it would require agile security assumptions on the KDFs and MACs.

As mentioned in Section 6.4.1, Bhargavan et al. [Bha+16] also analyzed the negotiation security of IKEv1-PSK in aggressive mode, which is very similar to the 4WHS protocol. However, for simplicity they assumed that only a single KDF and a single MAC algorithm was being used in order to rely on more traditional non-agile security assumptions.
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In recent years there has been a great interest in formally analyzing the
TLS protocol. Almost every aspect of TLS have been scrutinized, ranging
from the security of its core handshake protocol [MSW10, Jag+12, KPW13b,
Brz+13a, KSS13, Li+14, Bha+14b] and Record Layer Protocol [Kra01, PRS11,
Boy+16], to its multi-ciphersuite and (re-)negotiation (in)security [GKS13,
Ber+14, DS15, Beu+15]. Even for the unfinished upcoming TLS 1.3 standard,
there have already been multiple results [Bad+15b, Dow+15, KW15, Dow+16,
FG17]. This analysis has greatly increased our understanding of TLS. At the
same time, there are other important real-world protocols that have received
much less attention. EAP, EAP-TLS and IEEE 802.11 are all examples of this.
In this thesis we have tried to remedy this state-of-affairs by conducting a for-
mal security analysis of the three aforementioned protocols in the game-based
setting. We have concentrated on the central cryptographic operations of each
of these protocols.

Beginning with EAP in Chapter 4, we showed through two generic compo-
sition theorems how the security of the overall EAP framework is sound. More
specifically, these composition theorems give sufficient security requirements on
the components that make up EAP in order to securely instantiate the frame-
work. In this sense, they make precise the security requirements that were only
informally described in [RFC5247]. A particularly interesting observation is the
importance of channel binding in the EAP methods. This has so far lacked any formal justification in the EAP standard, only being argued based on ad-hoc examples. Recall that our first composition theorem showed that basic EAP is a secure 3P-AKE protocol. Without channel binding this would not be true.

In Chapter 5 we analyzed the EAP-TLS protocol, which is one of the most widely supported EAP methods. We showed that it is a secure 2P-AKE protocol. However, more interesting than this result on its own, is how it was established. Namely, our result on EAP-TLS follows as a corollary of a more general theorem that shows how almost any secure channel protocol (i.e., TLS-like ACCE protocols), can be transformed into a secure AKE protocol. Although intuitively straightforward, the proof of this was non-trivial.

Finally, in Chapter 6 we analyzed the IEEE 802.11 protocol. We first looked at the setting found in most home networks, where a common key is manually installed at all connecting devices. In this scenario we proved that the 4WHS protocol is a secure 2P-AKE with no forward secrecy, and that it additionally provides explicit entity authentication. These are also exactly the properties needed by our second composition theorem, which when combined with our 4WHS result, culminated in a first security proof of EAP + IEEE 802.11 in the computational setting. Besides our results on the 4WHS handshake, we also proved that the IEEE 802.11 channel protocol CCMP is a secure stateful authenticated encryption scheme.

7.1 Limitations of our results

There are several caveats to our results. First and foremost, all of our results are based on simplifications of the actual real-world protocols. This is always necessary in order to make any analysis feasible. Nevertheless, it opens up the possibility that our modeling does not accurately reflect the protocols as they really are. Unfortunately, this is a fundamental problem for which there is no easy solution. A recent trend in the analysis of TLS has been to introduce machine-checkable proofs, and even derive models from executable code itself, so as to mirror the real TLS protocol as closely as possible [Bha+14b, Beu+15]. But even these approaches make simplifications compared to the real protocol. Moreover, it is not clear how this approach can be applied to the kind of generic theorems we have proven, which inherently have no implementations. In the end, we have tried to model the protocols as faithfully as we can, but ultimately there are no guarantees that our models completely match the real-world protocols.
7.1.1 Things not covered by our analysis

There are several things not covered by our analysis due to assumptions made in our security model (Chapter 3). Below we discuss some of them.

**PKI.** We have not considered the question of PKI in this thesis. Instead, we have assumed that all long-term keys are honestly generated, and that all parties have authentic copies of every public-key in the system. Since PKI is highly non-trivial, this certainly simplifies our model. At the same time, we argue that the PKI needed by most EAP use-cases is much simpler than the PKI needed for the public Internet. With the exception of eduroam, EAP is typically used within the scope of a single organization. Thus, all administration of users and long-term credentials is fully controlled by the organization itself. Moreover, in the current design of eduroam, the authentication of long-term keys is only relevant between users and servers belonging to the same institution, thus reducing to the single organization scenario (see Section 7.2 below for further discussion on eduroam).

**Long-term key configurations.** Our security model only considered three classes of protocols: (i) two-party protocols based solely on public keys, (ii) two-party protocols based solely on PSKs, and (iii) three-party protocols where the client and servers have public keys, and the servers and authenticators share PSKs. The reason for choosing to focus exclusively on these three classes of protocols was that they correspond to the way long-term keys are being used in EAP-TLS, IEEE 802.11, and EAP(-TLS) + IEEE 802.11, respectively. Still, this choice was mostly done for ease of exposition. All our results should be largely orthogonal to the type of long-term keys being used.

**Side-channel attacks.** Traditionally, security models have only considered adversaries that attack a cryptographic algorithm in a black-box way. That is, the adversary only acts based on the input/output behavior of the algorithm. However, this misses a large class of real-world attacks known as side-channel attacks. These are attacks where the adversary exploits some implementation specific detail about an algorithm in order to learn its secret key. Side-channel attacks can be based on observations of an algorithm’s power usage, its memory usage, its running time, or its behavior in faulty running environments. Being able to observe details about an algorithm’s run-time characteristics is a powerful capability, and many algorithms that are secure in traditional security models can nonetheless be broken when given access to this information.

Although protection against side-channel attacks is important, and even though security models that try to capture this exist [ASB14], we have consid-
ered it out of scope for this thesis. Besides the additional complexity it would add to our models, we also feel that it would distract from the overall theme of our results, which are mostly generic and do not focus on any particular implementation.

7.1.2 Tightness of security reductions
A security reduction which transforms an adversary $A$ breaking protocol $\Pi$, into an algorithm $B$ solving a problem $P$, is said to be tight if $B$’s success probability and computational cost is essentially the same as that of $A$. A security reduction which is not tight is said to be non-tight. The value of a tight reduction is that it allows to transfer confidence in the hardness of problem $P$ into a similar confidence level for the security of protocol $\Pi$. Ostensibly, this means that one can also determine safe parameters for $\Pi$ based on confidence in the hardness of problem $P$. On the other hand, if the security reduction is non-tight, then one would have to compensate for the difference by choosing larger parameters for $\Pi$. Generally, this leads to less efficient protocols.

Our composition results in Chapter 4 are non-tight since they incur a factor of $n^2$, where $n$ is the total number of sessions created by adversary $A$. Unfortunately, this seems to be inevitable for these types of generic composition results. Although Bader et al. [Bad+15a] have shown how to construct an AKE protocol with a tight security reduction, they required a special construction. Our composition results on the other hand, uses its protocol building blocks in a black-box manner. Moreover, the protocol of Bader et al. [Bad+15a] is currently the only known protocol with a tight reduction—all other protocols comes with a non-tight reduction, black-box or not. The recent impossibility result of Jager et al. [Jag+17], which shows that non-tight security reduction are necessary for multi-key authenticated encryption schemes when corruption is allowed, suggests that the same should be true for protocols that are largely generic in nature.

7.2 Future work and open problems
There are several possible avenues for future work based on the results of this thesis. One possibility is further specialization, aiming to include more details about the concrete protocols into the analysis. One example could be a more detailed analysis of the eduroam network. In particular, eduroam does not currently employ a global PKI. In order to facilitate roaming between different institutions, eduroam employs a hierarchy of RADIUS servers, organized at an institutional, national, and global level, somewhat similar to DNS. When transferring the MSK from the home RADIUS server to the access point of
the visiting network to which the client is currently roaming, eduroam will send the MSK through a chain of RADIUS servers within the hierarchy. Every pairwise RADIUS servers in this hierarchy share a symmetric secret. It could be interesting to factor this type of authentication server structure into the analysis of EAP. At the same time, eduroam is in fact planning a transition away from this PSK-based RADIUS hierarchy, moving instead towards a global PKI [RFC7593]. This would make it possible for an access point to establish a secure channel directly with the RADIUS server of a roaming user’s home institution. This could also be interesting to analyze and would require PKIs to be incorporated into the security model, similar to [Boy+13].

Another example of further specialization could be to look at the MPPE algorithm described in Section 4.1.2, used by RADIUS to encrypt the MSK. As mentioned in the corresponding related work section (Section 4.1.4), Horst et al. [Hor+16] have successfully cryptanalyzed MPPE within the context of PPTP. However, establishing the precise security guarantees provided by MPPE as it is used within RADIUS is an open problem.

The alternative to a more detailed analysis is further generalization. A straightforward generalization would be to consider more general protocol classes in our security models by allowing arbitrary configurations of long-term keys, as well as protocols having $N > 3$ roles. Another generalization would be to incorporate multi-ciphersuite and negotiation security into our composition theorems.

Beyond the dichotomy of further specialization or generalization, there is also the question of applying our results in settings outside of EAP, EAP-TLS and IEEE 802.11. For instance, the AKA protocol used within 3G and 4G mobile networks is very similar to the architecture of the EAP framework. Thus, it could be possible to apply the composition theorems of Chapter 4 to the AKA protocol as well. This would provide an alternative, and perhaps more modular, proof to the one that was recently given by Alt et al. [Alt+16].

Finally, it is an open problem whether the tightness of our security reductions for the generic composition theorems can be improved, or if the $n^2$ security loss is essentially optimal. If the $n^2$ loss is inherent, then it might be possible to prove this using meta-reduction techniques similar to those of Jager et al. [Jag+17], who showed that reductions from multi-key security to single-key security must be non-tight for authenticated encryption schemes when keys can be corrupted.
**Appendix A**

**Additional definitions**
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## A.1 Pseudorandom functions

A *pseudorandom function (PRF)* is a family of functions $F: \{0,1\}^\kappa \times \{0,1\}^\ell \rightarrow \{0,1\}^L$, having key length $\kappa$, input length $\ell$ and output length $L$. Let $\text{Func}(\ell, L)$ denote the family of all functions from $\{0,1\}^\ell$ to $\{0,1\}^L$. The security of a PRF is defined by the experiment shown in Figure A.1.

**Definition A.1 (PRF security).** Let $F$ be a PRF. The *PRF advantage* of an adversary $A$ is

\[
\text{Adv}^\text{prf}_F (A) \overset{\text{def}}{=} 2 \cdot \Pr[\text{Exp}^\text{prf}_F (A) \Rightarrow 1] - 1 \quad (A.1)
\]

\[
= \Pr[A^{F_K(\cdot)} \Rightarrow 1] - \Pr[A^{\$} \Rightarrow 1]. \quad (A.2)
\]

Equation (A.1) is the definition. Equation (A.2) is an equivalent formulation, where $F_K = F(K, \cdot)$ for a random key $K \leftarrow \{0,1\}^\kappa$, and $\$ \leftarrow \text{Func}(\ell, L)$. 149
A.2 Message authentication codes

A message authentication code (MAC) is a pair of algorithms \( \Sigma = (\text{MAC}, \text{Vrfy}) \), where

- \( \text{MAC}: \{0,1\}^\kappa \times \{0,1\}^* \to \{0,1\}^* \) is a deterministic tag-generation algorithm that takes in a key \( K \in \{0,1\}^\kappa \), a message \( m \in \{0,1\}^* \) and returns a tag \( \tau \in \{0,1\}^* \).

- \( \text{Vrfy}: \{0,1\}^\kappa \times \{0,1\}^* \times \{0,1\}^* \to \{0,1\} \) is a deterministic verification-algorithm that takes in a key \( K \in \{0,1\}^\kappa \), a message \( m \in \{0,1\}^* \) and a candidate tag \( \tau \in \{0,1\}^* \); and produces a decision \( d \in \{0,1\} \). Algorithm \( \text{Vrfy}(K,m,\tau) \) is uniquely determined by algorithm \( \text{MAC}(K,m) \) as follows:

\[
\text{Vrfy}(K,m,\tau) \overset{\text{def}}{=} \begin{cases} 1 & \text{if } \text{MAC}(K,m) = \tau, \\ 0 & \text{otherwise}. \end{cases}
\] (A.3)

The security of a MAC is defined by the experiment shown in Figure A.2.

**Definition A.2 (SUF-CMA security).** Let \( \Sigma = (\text{MAC}, \text{Vrfy}) \) be a MAC. The **SUF-CMA advantage** of an adversary \( \mathcal{A} \) is

\[
\text{Adv}^{\text{SUF-CMA}}_{\Sigma}(\mathcal{A}) \overset{\text{def}}{=} \Pr[\text{Exp}^{\text{SUF-CMA}}_{\Sigma}(\mathcal{A}) \Rightarrow 1].
\] (A.4)

A.3 Authenticated encryption

An authenticated encryption (AE) scheme is a tuple \( \Lambda = (\text{Enc}, \text{Dec}) \) consisting of two algorithms.\(^1\)

---

\(^1\)We omit the property of length-hiding in our treatment of AE, stAE (Appendix A.4) and ACCE (Section 3.4). This omission is immaterial for the results established in this thesis.
Figure A.2: Experiment defining SUF-CMA security.

- **Enc**: \( \{0, 1\}^\kappa \times \{0, 1\}^\lambda \times \{0, 1\}^* \times \{0, 1\}^* \rightarrow \{0, 1\}^* \) is an encryption algorithm that takes as input a key \( K \in \{0, 1\}^\kappa \), a nonce \( N \in \{0, 1\}^\lambda \), a message \( M \in \{0, 1\}^* \), and associated data \( A \in \{0, 1\}^* \); and outputs a ciphertext \( C \in \{0, 1\}^* \).

- **Dec**: \( \{0, 1\}^\kappa \times \{0, 1\}^\lambda \times \{0, 1\}^* \times \{0, 1\}^* \rightarrow \{0, 1\}^* \cup \{\bot\} \) is a decryption algorithm that takes as input a key \( K \in \{0, 1\}^\kappa \), a nonce \( N \), a ciphertext \( C \in \{0, 1\}^* \), and associated data \( A \); and either outputs a message \( M \in \{0, 1\}^* \) or a distinguished failure symbol \( \bot \).

Correctness of an AE scheme demands that

\[
\text{Dec}(K, N, \text{Enc}(K, N, M, A), A) = M \tag{A.5}
\]

for all \( K \in \{0, 1\}^\kappa \), \( N \in \{0, 1\}^\lambda \), and \( M, A \in \{0, 1\}^* \).

The security of an AE scheme is defined by the experiment shown in Figure A.3. This is a nonce-based variant of the definition used in [PRS11]. We require that the adversary is nonce-respecting, which means that it never queries its encryption oracle with the same nonce twice. However, rather than only quantifying over nonce-respecting adversaries, we instead enforce the requirement directly in the encryption oracle itself.

**Definition A.3 (AE security).** Let \( \Lambda = (\text{Enc}, \text{Dec}) \) be an AE scheme. The **AE advantage** of an adversary \( A \) is

\[
\text{Adv}^{\text{AE}}_{\Lambda}(A) \overset{\text{def}}{=} 2 \cdot \Pr[\text{Exp}^{\text{AE}}_{\Lambda}(A) \Rightarrow 1] - 1
\]

\[
= \Pr[\text{Exp}^{\text{AE}}_{\Lambda}(A) \Rightarrow 1 | b = 0] - \Pr[\text{Exp}^{\text{AE}}_{\Lambda}(A) \Rightarrow 0 | b = 1]. \tag{A.7}
\]
Additional definitions

**Experiment A.3:** Experiment defining security for an AE scheme $\Lambda = (\text{Enc}, \text{Dec})$.

**Equivalence with other formulations.** In Section 6.3.2 we reduce the security of CCMP to the AE security of the CCM mode of operation. Jonsen [Jon03] have shown that CCM satisfies the two separate security notions of IND-CPA and INT-CTXT. Furthermore, Rogaway and Shrimpton [RS06a] have shown that this is equivalent to an all-in-one formulation of AE security. However, the AE definition used by Rogaway and Shrimpton is slightly different from the all-in-one definition we have given above. Specifically, Rogaway and Shrimpton [RS06a] use a “Real-vs-Ideal” formulation of AE security, whereas we (and [PRS11]) use a “Left-or-Right” formulation for encryption combined with a “Real-vs-Ideal” formulation for decryption.

In more detail, let $\text{AE}_{\text{RvI}}$ denote the variant of AE security in [RS06a] and, for the remainder of this section, let $\text{AE}_{\text{LR}}$ denote the formulation of AE security we have used in Definition A.3. The $\text{AE}_{\text{RvI}}$ advantage of an adversary $A$ against some AE scheme $\Lambda$ is

$$\text{Adv}^{\text{AE}_{\text{RvI}}}_A(\Lambda) \overset{\text{def}}{=} \text{Pr}[\text{E}_K^\Lambda(M_0, M_1, A) \Rightarrow 1] - \text{Pr}[\text{E}_K^\Lambda(\mathcal{S}, \cdot, \cdot) \Rightarrow 1]$$

where $\text{E}_K^\Lambda(M_0, M_1, A)$ and $\text{E}_K^\Lambda(\mathcal{S}, \cdot, \cdot)$ are oracles for the real encryption and decryption algorithms of $\Lambda$, while $\text{E}_K^\Lambda(\mathcal{S}, \cdot, \cdot)$ is an oracle that returns encryption of random bits $\mathcal{S}$ equal in length to the input message and $\bot(\cdot, \cdot, \cdot)$ is an oracle that always returns $\bot$. Just like in $\text{AE}_{\text{LR}}$, it is required that $A$ is nonce-respecting and does not forward the output of its encryption oracles to its decryption oracles. Additionally, $A$ is forbidden from making the same encryption query twice.

**Theorem A.4 (Informal).** The following three notions of AE security are all equivalent:
(i) $AE_{LR}$,

(ii) $AE_{RvI}$,

(iii) $\text{IND-CPA} + \text{INT-CTX}$.

Proof sketch.

$(i) \implies (ii)$: Suppose we have an adversary $A$ against the $AE_{RvI}$ security of some AE scheme $\Lambda$. From $A$ we construct the following adversary $B$ against the $AE_{LR}$ security of $\Lambda$. To answer $A$'s encrypt queries $(N, M, A)$, $B$ queries its left-or-right $\text{Enc}$ oracle on $(N, S, M, A)$, where $S$ is a random bit string of the same length as $M$. To answer $A$'s decrypt queries, $B$ forwards to its own decryption oracle $\text{Dec}$. When $A$ outputs a bit $b'$, then $B$ stops and outputs the same bit $b'$.

Note that when the secret bit $b$ in $B$'s $AE_{LR}$ security game is 0, then $B$ perfectly simulates the “Ideal” world for $A$. On the other hand, when $b = 1$, then $B$ perfectly simulates the “Real” world. Hence, $B$ wins with the same probability as $A$.

$(ii) \implies (iii)$: This follows by an adaption of the proof of Proposition 9 in [RS06b] to the setting of nonce-based AE schemes.

$(iii) \implies (i)$: Let $A$ be an adversary against the $AE_{LR}$ security of $\Lambda$. Let $G_0$ be the original $AE_{LR}$ security game, and let $G_1$ be the game where all $\text{Dec}$ queries are answered by $\bot$ irregardless of the secret bit $b$. Game $G_0$ and $G_1$ are identical unless $A$ makes a forgery. Let $F$ denote this event. The probability $\Pr[F]$ is bounded by the following $\text{INT-CTX}$ adversary $F$. To answer $A$'s left-or-right encryption queries $(N, M_0, M_1, A)$, $F$ simulates the secret bit $b$ of the $AE_{LR}$ security game itself by drawing a random bit $b_{\text{sim}}$. It then queries its own (proper) encryption oracle $E_K(\cdot, \cdot, \cdot)$ on $(N, M_{b_{\text{sim}}}, A)$. To simulate $A$'s decryption queries, $F$ forwards to its own decryption oracle $D_K(\cdot, \cdot, \cdot)$. In this way $F$ perfectly simulates game $G_0$ and wins exactly when event $F$ occurs.

To bound $A$’s advantage in game $G_1$, we create an IND-CPA adversary $B$ which forwards $A$’s left-or-right encryption queries to its own left-or-right encryption oracle $E_K(\cdot, \cdot, \cdot)$, and answers all of $A$’s decryption queries by $\bot$. ■

A.4 Stateful authenticated encryption

A stateful authenticated encryption (stAE) scheme is a tuple $\Lambda = (\text{Init}, \text{Enc}, \text{Dec})$ consisting of three algorithms.
• $\text{Init}$ is a deterministic initialization algorithm, that takes no input and produces two states $(s_{E}^{0}, s_{D}^{0}) \in \{0, 1\}^{*} \times \{0, 1\}^{*}$; one for encryption and one for decryption.

• $\text{Enc}: \{0, 1\}^{\kappa} \times (\{0, 1\}^{\ast})^{3} \rightarrow \{0, 1\}^{\ast} \times \{0, 1\}^{\ast}$ is an encryption algorithm that takes as input a key $K \in \{0, 1\}^{\kappa}$, a message $M \in \{0, 1\}^{\ast}$, associated data $A \in \{0, 1\}^{\ast}$, and an encryption state $s_{E}$; and produces a ciphertext $C \in \{0, 1\}^{\ast}$ and a new encryption state $s_{E}^{i}$. 

• $\text{Dec}: \{0, 1\}^{\kappa} \times (\{0, 1\}^{\ast})^{3} \rightarrow \{0, 1\}^{\ast} \times \{0, 1\}^{\ast}$ is a deterministic decryption algorithm that takes as input a key $K \in \{0, 1\}^{\kappa}$, a ciphertext $C \in \{0, 1\}^{\ast}$, associated data $A \in \{0, 1\}^{\ast}$, and a decryption state $s_{D}$. It then either produces a message $m \in \{0, 1\}^{\ast}$ or distinguished failure symbol $\bot$, together with a new decryption state $s_{D}^{i}$.

Correctness of a stAE scheme demands that for all $K \in \{0, 1\}^{\kappa}$, if the states $(s_{E}^{0}, s_{D}^{0})$ were produced by running algorithm $\text{Init}$, and the sequence of encryptions $(C_i, s_{E}^{i+1}) \leftarrow \Lambda.\text{Enc}(K, M_i, A_i, s_{E}^{i})$ is such that $C_i \neq \bot$ for all $i \geq 0$; then the sequence of decryptions $(M'_i, s_{D}^{i+1}) \leftarrow \Lambda.\text{Dec}(K, C_i, A_i, s_{D}^{i})$ is such that $M'_i = M_i$ for each $i \geq 0$.

Following [PRS11] and [Jag+12], the security of an stAE scheme is defined by the experiment shown in Figure A.4. Note that we have $S[i] = \bot$ for all $i \notin [1, \text{sent}]$.

**Definition A.5 (stAE security).** Let $\Lambda = (\text{Init}, \text{Enc}, \text{Dec})$ be a stAE scheme.

The stAE advantage of an adversary $A$ is

$$\text{Adv}_{\Lambda}^{\text{stAE}}(A) \overset{\text{def}}{= \text{2 \cdot Pr[Exp}_{\Lambda}^{\text{stAE}}(A) \Rightarrow 1]}} - 1$$  \hspace{1cm} (A.9)  

$$\text{= Pr[Exp}_{\Lambda}^{\text{stAE}}(A) \Rightarrow 1 \mid b = 0] \hspace{1cm} (A.10)$$

$$- \text{Pr[Exp}_{\Lambda}^{\text{stAE}}(A) \Rightarrow 0 \mid b = 1].$$

Equation (A.9) is the definition, while (A.10) is an equivalent formulation.
\[ \exp_{\lambda}(A) : \]
1: \( K \leftarrow (0, 1)^{\kappa} \)
2: \((s\text{t}_E, s\text{t}_D) \leftarrow \Lambda.\text{Init} \)
3: \( S[\cdot] \leftarrow \emptyset \)
4: \( \text{sent, rcvd} \leftarrow 0 \)
5: \( \text{in-sync} \leftarrow \text{true} \)
6: \( b \leftarrow \{0, 1\} \)
7: \( b' \leftarrow \Lambda^{\text{Enc}}(K, \cdot, \cdot, \cdot) \)
8: \( \text{return } (b' = b) \)

\[ \lambda \text{R}(K, M_0, M_1, A) : \]
1: \( \text{if } |M_0| \neq |M_1| : \)
2: \( \text{return } \perp \)
3: \( \text{sent} \leftarrow \text{sent} + 1 \)
4: \( (C_0, s\text{t}^0) \leftarrow \Lambda^{\text{Enc}}(K, M_0, A; s\text{t}_E) \)
5: \( (C_1, s\text{t}^1) \leftarrow \Lambda^{\text{Enc}}(K, M_1, A; s\text{t}_E) \)
6: \( s\text{t}_E \leftarrow s\text{t}^b \)
7: \( S[\text{sent}] \leftarrow (C^b, A) \)
8: \( \text{return } C^b \)

\[ \text{Decrypt}(K, C, A) : \]
1: \( \text{if } b = 0 : \)
2: \( \text{return } \perp \)
3: \( \text{rcvd} \leftarrow \text{rcvd} + 1 ; \)
4: \( (M, s\text{t}_D) \leftarrow \Lambda^{\text{Dec}}(K, C, A; s\text{t}_D) \)
5: \( \text{if } (C, A) \neq S[\text{rcvd}] : \)
6: \( \text{in-sync} \leftarrow \text{false} \)
7: \( \text{return } M \)
8: \( \text{return } \perp \)

\textbf{Figure A.4:} Experiment defining security for a stAE scheme \( \Lambda = (\text{Init}, \text{Enc}, \text{Dec}) \).
Appendix B

Transcript parsing rules

Let $T_3$ be a transcript produced by running experiment $\text{Exp}_{\Pi_3, \mathcal{Q}}(A)$, where $\Pi_3$ is the protocol described in Section 4.2. Table B.1 defines how to extract from $T_3$ two other transcripts, $T_1$ and $T_2$, corresponding to runs of $\text{Exp}_{\Pi_1, \mathcal{Q}}(A')$, and $\text{Exp}_{\Pi_2, \mathcal{Q}}(A'')$, respectively. Essentially, $T_1$ and $T_2$ are extracted from $T_3$ as follows.

- For each initiator session on $T_3$, create a corresponding initiator session on $T_1$.
- For each responder session on $T_3$, create a corresponding responder session on $T_2$.
- For each server session on $T_3$, create two sessions: one responder session on $T_1$; and one initiator session on $T_2$. However, the latter is only created if the server session reached the accept state in sub-protocol $\Pi_1$ on $T_3$.
- For each $\text{Send}$ message on $T_3$ directed to an initiator session, copy the $\text{Send}$ message to the corresponding session on $T_1$.
- For each $\text{Send}$ message on $T_3$ directed to a responder session, copy the $\text{Send}$ message to the corresponding session on $T_2$.
- For each $\text{Send}$ message on $T_3$ directed to a server session which has not accepted in sub-protocol $\Pi_1$, copy the $\text{Send}$ message to the corresponding session on $T_1$.
- For each $\text{Send}$ message on $T_3$ directed to a server session which has accepted in sub-protocol $\Pi_1$, copy the $\text{Send}$ message to the corresponding session on $T_2$.
Table B.1: Parsing rules for extracting transcripts $T_1$ and $T_2$ from a transcript $T_3$ generated by an execution of experiment $\text{Exp}_{\Pi_3}(A)$, where $\Pi_3$ is the protocol defined in Section 4.2. The table assumes that $A \in \mathcal{I}$, $B \in \mathcal{R}$ and $S \in \mathcal{S}$ in protocol $\Pi_3$. Parsing is done as follows. For each entry in $T_3$, look up the row in the column marked “$T_3$” that matches this query. From this row, use the corresponding queries in the columns marked “$T_1$” and “$T_2$” to create the entries on $T_1$ and $T_2$ respectively (“-” means that no query should be created).

<table>
<thead>
<tr>
<th>$T_3$</th>
<th>$T_1$</th>
<th>$T_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NewSession($A, B, S, \pi_A^i, m$))</td>
<td>(NewSession($A, S, \pi_A^i, m$))</td>
<td>$-$</td>
</tr>
<tr>
<td>(NewSession($B, A, S, \pi_B^j, \bot$))</td>
<td>$-$</td>
<td>(NewSession($B, S, \pi_B^j, \bot$))</td>
</tr>
<tr>
<td>(NewSession($S, A, B, \pi_S^k, \bot$))</td>
<td>(NewSession($S, A, B, \pi_S^k, \bot$))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, m^*$, (running, running, running)))</td>
<td>(Send($\pi_A^i, m^*$, (running)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, m^*$, (accepted, accepted, accepted)))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, m^*$, (rejected, rejected, rejected)))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, accepted, accepted))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, accepted, accepted))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, accepted, accepted))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, accepted, accepted))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, rejected, rejected))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, rejected, rejected))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, rejected, rejected))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
<tr>
<td>(Send($\pi_A^i, C_{key}$), (accepted, rejected, rejected))</td>
<td>(Send($\pi_A^i, m^*$, (accepted)))</td>
<td>$-$</td>
</tr>
</tbody>
</table>

$\dagger$This rule only applies if $\pi_S^k \neq (\text{running, running, running})$ for all prior Send queries to $\pi_B^j$, i.e., if receiving message $m$ caused session $\pi_B^j$ to accept in sub-protocol $\Pi_1$. 
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