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ABSTRACT: Two computational fluid dynamics (CFD) codes, Flow-3D and SSIIM 2, have been used to calculate the water flow over a trapezoidal broad-crested weir. The two programs apply different algorithms for making the grid and computing the free water surface. Flow-3D uses the Volume of Fluid (VOF) method with a fixed grid, while SSIIM 2 uses an algorithm based on the continuity equation and the Marker-and-Cell method, together with an adaptive grid for the water surface. The results have been compared with measurements from a physical model study, using different discharges. The deviation between the computed and measured upstream water level was between 1.0 and 3.5%. The difference between the results from the two CFD models was in the range of 1–1.5%. The accuracy of the algorithms depends on the grid size. The computational time on one core of a CPU (Intel Q9650 3.00 GHz) was between 435 and 15,500 seconds, using between 6,350 and 10,000 cells.
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1. INTRODUCTION

Broad-crested weirs are defined as structures where the streamlines run parallel to each other over the weir crown, and the crest of the weir is horizontal (Bos, 1976). In most layouts of broad-crested weirs also the hydrostatic pressure is fully accomplished in the middle of the crest. However, in cases where the weir length is too small it might be that the hydrostatic pressure is not fully accomplished (Hager, 1986). The broad-crested weir is in addition to irrigation systems used for highways, railroads and for hydropower structures. Also an application as a simple discharge measurement structure is possible. An important feature of a broad-crested weir is the up- and downstream side slope angle, which may vary between a vertical end (standard broad-crested weir) and a 1:2 ramped slope (standard embankment-weir). Sloping embankments have a higher discharge capacity compared to a traditionally broad-crested weir with vertical faces (Fritz and Hager, 1998). The discharge characteristics for vertical face weirs with square-edged or rounded entrance are extensive analysed by Azimi and Rajaratnam (2009).

This paper shows the application of numerical models as a possibility to support designers, by using a simple test study. Unforeseen conditions during construction, like foundation problems or unexpected properties of the construction material, could demand a new, verified design of the weir (e.g. variation of the side slopes or changes in the length of the crest). Also the necessity for rapid evaluation of new water discharges is an example for the useful application of a numerical model. First investigations on discharge capacity of broad-crested weirs were made by Bazin in 1898. An extensive series of experiments were conducted by Hager and Schwalt (1994) for evaluating the flow features over a broad-crested weir. Earlier work involving flow modeling over a rectangular broad-crested weir has been conducted by Sarker and Rhodes (2004), who investigated a weir experimentally as well as numerically (the used code was Fluent V.4.4.7). Good agreement was found in the above mentioned case for the upstream water level (stated as excellent), whereas all other numerical results, like rapidly-varied flow profile over the crest, differ slightly from the results of the physical model study. Hargreaves et al (2007) used the Volume of Fluid method (Fluent V.6.2) to compute the discharge also over a vertical faced broad-crested weir. In this work the up- and the downstream water depths in the model were fixed. The main differences between the earlier work and the current publication are the choice of numerical algorithms, the shape of the weir, the number of investigated flow rates and that the water levels are not kept on a fixed up- and downstream value.
In the current paper, two different programs were tested; the commercial program Flow-3D (2010) and the freely available program SSIIM 2 (abbreviation for: a three-dimensional numerical model for Simulation of Sediment movements In water Intakes with Multiblock option) by Olsen (2009). The numerical programs differ mainly through the algorithms for making the grid and computing the free water surface. Results from a physical model test, conducted by Sargison and Percy (2009), are the basis for comparisons and validations in this manuscript. In the present study also results of the velocity field and the pressure distribution are presented to get an overview about the different output possibilities from the different codes. This kind of output provides a good basis for an understanding of the water flow over hydraulic structures.

2. NUMERICAL MODELING

A brief introduction of the basic theory for numerical models is given below, including grid types and the calculation of the free water surface.

2.1 Basic theory

The continuity (1) and Reynolds-averaged Navier-Stokes (2) equations are for this case solved in a vertical plane (two dimensions), in order to compute the water motion for turbulent flow.

\[ \frac{\partial U_i}{\partial x_i} = 0 \]  

with \( i = 1, 2 \).

\[ \frac{\partial U_j}{\partial t} + U_i \frac{\partial U_j}{\partial x_i} = -\frac{1}{\rho} \frac{\partial P}{\partial x_j} + \rho \nu_T \left( \frac{\partial U_j}{\partial x_i} + \frac{\partial U_i}{\partial x_j} \right) \]  

where \( U \) is the Reynolds-averaged velocity over time \( t \), \( x \) is the spatial geometrical scale, \( \rho \) is the water density, \( P \) is the Reynolds-averaged pressure, \( \delta \) is the Kronecker delta and \( \nu_T \) is the turbulent eddy-viscosity.

Different discretization schemes are used by the CFD codes in this investigation, to transform the partial differential equations into algebraic equations that can be solved within the grid. Flow-3D uses the finite-difference method and a conservative formulation, while SSIIM 2 uses the finite-volume method. The turbulence is predicted by the standard \( k-\epsilon \) model (turbulent kinetic energy \( k \) and its dissipation \( \epsilon \)) using the constant empirical values by Launder and Spalding (1972). The pressure is calculated according to the SIMPLE method (Semi-Implicit Method for Pressure-Linked Equations, Patankar, 1980). For the boundaries at the bed and the walls, where the water flux is zero, wall laws were used (Schlichting, 1979), Equation 3.

\[ \frac{U}{u^*} = \frac{1}{k} \left( \frac{30y}{k_s} \right) \]  

where \( U \) is the velocity, \( u^* \) is the shear velocity, \( k \) is the Karman constant (typically the value 0.4 is used), \( y \) is the water depth and \( k_s \) is the boundary roughness.

2.2 Computation of the free water surface

The free water surface represents a particular challenge in 2D vertical and also in 3D numerical models. The selected computer programs use different methods. Flow-3D uses the Volume of Fluid Method (VOF) by Hirth and Nicols (1981). This is a two-phase approach where both the water and the air are modelled in the grid. The method is based on the concept that each cell has a fraction of water (\( F \)), which is 1 when the element is totally filled with water and 0 when the element is filled with air. If the value is between 1 and 0, the element contains the free water surface. Therefore an additional transport equation is added (Equation 4).

\[ \frac{\partial F}{\partial t} + u \frac{\partial F}{\partial x} + v \frac{\partial F}{\partial y} = 0 \]  

where \( u \) and \( v \) are fluid velocity components in the \( x \) and \( y \) coordinate direction.

The local height of the water surface, the surface slope and the curvature are calculated for the local column and its neighbours (Figure 1). The VOF method requires a fixed grid in Flow-3D. SSIIM 2 uses an adaptive grid, where the upper boundary...
of the highest grid cell always represents the free water surface. All the cells are thus always completely filled with water. The number of grid cells in the vertical direction depends on the water depth and the initial settings. The vertical movement of the water surface is obtained from the average of the following two methods:

1. The first approach is based on the water continuity in the cell closest to the water surface. The continuity defect over a time step divided by the cell area projected in the horizontal plane gives the vertical water surface movement in the same time step.

2. The second approach is based on a Marker-and-Cell inspired approach. The water surface movement is assumed to follow an imaginary particle in the cell close to the water surface. The average velocity in the surface cell is the same as the particle velocity. Multiplying the vertical water velocity with the time step gives the water surface elevation movement in the time step.

The effective vertical water surface movement, $\Delta z$, is thereby given by Equation 5.

$$\Delta z = \frac{1}{2} \left( \frac{\Delta V}{A_z} + \sum_{n=1}^{2} \frac{U_n A_n}{A_z} \right) \Delta t$$

where $U_n$ is the velocity in the surface cell, with component in $n$ direction. $A_n$ is the area component on the top of the surface cell, also in direction $n$. The horizontal direction is 1, while 2 is the vertical direction. $\Delta t$ is the time step and $\Delta V$ is the volume flux deficit in the surface cell. In the current paper, a width-averaged approach is used, so the components in the direction normal to the main flow direction are zero. The formula can also be used for three dimensions.

2.3 Grid types

Flow-3D uses a structured and orthogonal grid with rectangular (2D) and hexahedral cells (3D). The non-adaptive grid is fixed and does not move during the calculation. The border between the geometry and the water is defined by the Fractional Area Volume Obstacle Representation (FAVOR) method. Figure 2 shows a longitudinal profile of the grid used in Flow-3D.

SSIIM 2 uses a non-orthogonal, unstructured and adaptive grid with dominantly hexahedral cells (Olsen, 1999). Some tetrahedral cells are allowed in order to reproduce more complex geometries. The main difference compared with other models is that the grid is adaptive. When the water surface moves, the grid will also move vertically. Hence, only the water phase will be calculated, not the air phase. The grid is regenerated during the computation with a varying number of grid cells over the depth. The number of cells in the vertical direction is a function of the water depth and an empirical value ($p$), Equation 6:

$$n = n_{\text{max}} \times \left( \frac{\text{depth}}{\text{depth}_{\text{max}}} \right)^{p}$$

where $n$ is the number of grid cells in the vertical direction, $n_{\text{max}}$ is the maximum number of grid cells in the vertical direction, $p$ is a parameter for number of grid cells (where $p = 0.5$ gives the best result for this case). Figure 3 shows a longitudinal profile of the grid used by SSIIM 2.

2.4 Grid generation

For the calculation with SSIIM 2, the weir configuration was made directly in the program using the implemented grid editor. The weir setup in Flow-3D was performed by inserting an STL (stereolithography) file. In STL files solid object surfaces are approximated by triangles. Most CAD programs are able to convert solid models into an STL format (Flow-3D, 2010). To save computation time, an initial water body in front of the weir was inserted. A grid sensitivity analysis, with respect to the computational time, was made for both programs in the same way. The grid was
refined until the computation time increased disproportionally, compared with the achieved accuracy (mainly in SSIIM 2). This was chosen as criteria, because it is not straightforward to compare different types of grids. The cell size at the beginning was 5 cm in the x-direction. For the final computations the cell size was decreased to 2 cm in the x-direction in Flow-3D and to 1 cm in SSIIM 2. In the z-direction the size of the cells for Flow-3D was chosen equal 2 cm. In SSIIM 2 the number of cells varies during the computation, regarding the adaptive grid. Table 1 shows the result for the upstream water level \( h_1 \) for the same discharge and the disproportionally increased computation time in SSIIM 2.

### Table 1 Results of grid sensitivity analysis for the upstream water level \( h_1 \).

<table>
<thead>
<tr>
<th>Test</th>
<th>( Q )</th>
<th>cell size (x)</th>
<th>( h_1 ), Flow-3D</th>
<th>( h_1 ), SSIIM 2</th>
<th>comp. time, Flow-3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0181</td>
<td>5.0</td>
<td>0.3909</td>
<td>0.3868</td>
<td>550</td>
</tr>
<tr>
<td>2</td>
<td>0.0181</td>
<td>2.0</td>
<td>0.3911</td>
<td>0.3912</td>
<td>1000</td>
</tr>
<tr>
<td>3</td>
<td>0.0181</td>
<td>1.0</td>
<td>0.3903</td>
<td>0.3825</td>
<td>12,500</td>
</tr>
</tbody>
</table>

### 2.5 Time step

A Courant-type stability criterion is used in Flow-3D to calculate the maximum allowed time-step size. The Courant Number tells how fast the fluid passes through a cell. If the Courant Number is greater than 1, the velocity of a particle is so high that it passes through a cell in less than one time step. This leads to numerical instabilities. The stability criteria in Flow-3D lead to time-steps between 0.0016 and 0.0019 seconds. In SSIIM 2 a manually chosen time step is required. The time step for the calculation with SSIIM 2 was chosen with a value of 0.0005 seconds to avoid instabilities in the computations.

### 2.6 Boundary conditions

A constant volume flow rate is used as inflow boundary in Flow-3D and SSIIM 2. In Flow-3D the grid covers the whole flume, so the inflow would be distributed over the whole flume depth. That is not correct, so the area of the inlet above the expected water surface was blocked out to specify the inflow height. Otherwise the inflow would produce waves in the upstream part of the weir, which would influence the results. Through the fixed grid in Flow-3D, an inflow height of 0.35 m for the discharges 0.0181 \( \text{m}^3/\text{s} \), 0.0152 \( \text{m}^3/\text{s} \), 0.0109 \( \text{m}^3/\text{s} \) and 0.0079 \( \text{m}^3/\text{s} \) was chosen and 0.32 m for 0.0055 \( \text{m}^3/\text{s} \). Due to the use of adaptive grid in SSIIM 2, the inflow height is computed by the program. The outflow water depth was chosen manually to be 0.038 m for all discharge values (which is required for the calculation). A zero gradient outflow boundary condition is chosen in SSIIM 2. Flow-3D uses a continuative boundary outflow condition, which consists of zero normal derivatives at the boundary for all quantities, and represents a smooth continuation of the flow through the boundary (Flow-3D, 2010).

All results in this paper are based on a roughness of 2 mm in absence of specified parameters from the physical model. As the roughness is a very important factor in numerical models, a sensitivity analysis was conducted. Calculations for the largest discharge were therefore made for a roughness of 1 mm and 0.1 mm, respectively. The results are shown in Table 2.

### Table 2 Results of roughness sensitivity analysis for the upstream water level \( h_1 \).

<table>
<thead>
<tr>
<th>Test</th>
<th>( Q )</th>
<th>roughness</th>
<th>( h_1 ), Flow-3D</th>
<th>( h_1 ), SSIIM 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0181</td>
<td>2.0</td>
<td>0.3933</td>
<td>0.3925</td>
</tr>
<tr>
<td>2</td>
<td>0.0181</td>
<td>1.0</td>
<td>0.3929</td>
<td>0.3918</td>
</tr>
<tr>
<td>3</td>
<td>0.0181</td>
<td>0.1</td>
<td>0.3927</td>
<td>0.3910</td>
</tr>
</tbody>
</table>

### 2.7 Convergence criteria

The solution in Flow-3D converges if the viscous and the pressure iterations have converged. The convergence criteria are the same for the pressure iteration as for the explicit viscous algorithm. They are set automatically during the calculation and may vary between time steps. In SSIIM 2, the convergence criteria are based on the water continuity, residuals for the Navier-Stokes equations and the turbulence equations of the \( k-\varepsilon \) model. The scaled residual should be under 0.001.

### 3. EXPERIMENTAL TESTS

The measurements by Sargison and Percy (2009) were conducted in a horizontal research flume with a width (b) of 0.2 m, a height (h) of 0.4 m, a total length (l) of 5.4 m and a slope angle of 0 degree. The weir configuration ARB from the physical model was chosen in the current study, where A (1:2) is the upstream and B (1:1) the downstream slope. The component R is the rectangular part in between. The notations in this paper are kept identical to those defined by Sargison and Percy (2009). The component dimensions and notations are shown in Figure 4 and Table 3.
Fig. 4 Longitudinal cross-section of the investigated broad-crested weir. The water flow is from left to the right.

Table 3 Component dimensions used in investigations.

<table>
<thead>
<tr>
<th>Flume:</th>
<th>Weir:</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>p</td>
</tr>
<tr>
<td>b</td>
<td>w</td>
</tr>
<tr>
<td>h</td>
<td>A</td>
</tr>
<tr>
<td>slope</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>R</td>
</tr>
<tr>
<td>5400 mm</td>
<td>250 mm</td>
</tr>
<tr>
<td>200 mm</td>
<td>500 mm</td>
</tr>
<tr>
<td>400 mm</td>
<td>2H : 1V</td>
</tr>
<tr>
<td>0%</td>
<td>1H : 1V</td>
</tr>
<tr>
<td></td>
<td>Rectangular crest</td>
</tr>
</tbody>
</table>

The steady flow rate varied between 0.0181 and 0.0055 m³/s. The tail water level was chosen in a way that would not affect the incoming flow. For the headwater, a uniform flow in front of the weir was given. The water surface was measured with an accuracy of ± 0.5 mm using a point gauge on a traverse apparatus and the volumetric flow rate with ± 0.01 l/s using a 90° V-notch weir. The key parameters and the results from the lab tests are shown in Table 4.

Table 4 Key parameters and results from the physical model (ph. m.) test by Sargison and Percy (2009).

<table>
<thead>
<tr>
<th>Test</th>
<th>Q</th>
<th>h1, ph. m.</th>
<th>H1, ph. m.</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>[m³/s]</td>
<td>[m]</td>
<td>[m]</td>
</tr>
<tr>
<td>1</td>
<td>0.0181</td>
<td>0.147</td>
<td>0.150</td>
</tr>
<tr>
<td>2</td>
<td>0.0152</td>
<td>0.130</td>
<td>0.133</td>
</tr>
<tr>
<td>3</td>
<td>0.0109</td>
<td>0.105</td>
<td>0.106</td>
</tr>
<tr>
<td>4</td>
<td>0.0079</td>
<td>0.086</td>
<td>0.087</td>
</tr>
<tr>
<td>5</td>
<td>0.0055</td>
<td>0.065</td>
<td>0.066</td>
</tr>
</tbody>
</table>

The chosen setup for the weir results in a free overflow, where the total energy head is given by Equation 7.

\[ H_1 = h_1 + \frac{Q^2}{2gb^3(h_1 + p)^{3/2}} \]  

where \( H_1 \) is the total energy height, \( h_1 \) is the water depth, \( Q \) is the flow rate, \( g \) is the acceleration due to gravity, \( b \) is the crest-width and \( p \) is the weir height.

The overflow capacity (Q) depends on the discharge coefficient (\( C_d \)), the crest width (b) and the upstream water head (\( H_1 \)), Equation 8.

\[ Q = C_d b \sqrt{2gh_1^3} \]  

This depth-discharge relationship exists up to a quite high tail-water levels (Woodburn, 1932). According to Fritz and Hager (1998), the discharge coefficient for long broad-crested weirs is nearly constant (\( C_d \approx 0.37 \)). As a limitation, the horizontal length of the weir should not be less than 1.45 \( H_{1,\text{max}} \) (Bos, 1976).

4. RESULTS

Results of the calculated water surface elevation for all five flow rates are given below for Flow-3D and SSIIM 2. Also a comparison of the results with the measurements from the physical model is given, together with a comparison between the results of the two numerical programs.

4.1 Flow-3D

The calculation with Flow-3D had a fixed grid with 6,333 active cells. The grid had a cell size of 2 cm in both the x-direction and the z-direction. After a computation time in the range of 435–550 seconds, a steady-state solution was found. Also a grid with a smaller cell size (12,539 cells and 1 cm in the x-direction) was tested, with minor differences in the results, but with an increased computation time (between 750 and 910 seconds), depending on the flow rate. Tests with the RNG turbulence model resulted in negligible differences. The deviation of the upstream water level from the physical model test was between 0.95 and 3.49% for the chosen grid. For the finer grid the deviation did not change.

4.2 SSIIM 2

The initial grid (1 cm in the x-direction) had in total 9,769 cells. The number of grid cells varied through the computation as the grid was adaptive (between 9,311 and 9,460 at the end of the calculation). The computational time of SSIIM 2 depended in this case on the flow rate. After approximately 12,500 seconds for \( Q = 0.0181 \) m³/s and after 15,500 seconds for \( Q = 0.0055 \) m³/s, a stable solution for the 2D calculation was found. Tests with a coarser grid (2,320 cells) were also carried out, but the results for the finer grid were significantly better. For the coarser grid, the computation time was just 1,000 seconds for \( Q = 0.0181 \) m³/s and about 1,800 seconds for \( Q = 0.0055 \) m³/s.

The deviation of the upstream water level with respect to the physical model test was between 1.54 and 3.49% for the fine grid. A deviation between 3.08 and 5.81% was calculated for the
coarse grid. The grid movement during the computation is shown in Figure 5.

4.3 Comparison of numerical results

Longitudinal cross sections including the free water surface profiles for the two CFD programs and three different flow rates are shown in Figures 6–8. All presented values were obtained when the solution had converged. The results of the two different CFD codes are very similar for all flow rates. The water level ($h_1$) is taken upstream of the weir ($x = 1.5$ m), where it is approximately constant. The deviation of the upstream water level is in the range of 1–1.5% between the two CFD codes. The discharge coefficients ($C_d$) are calculated using Equation 8 and $H_1$ is computed from Equation 7. The calculated discharge coefficient varies for the numerical models between 0.355–0.370, depending on the flow rate. The deviations in the discharge coefficient are 0.0–2.2% between Flow3D and SSIIM 2, where the largest difference was

Fig. 5 Free-surface evolution from initial condition (a) to the final free-surface (d) in SSIIM 2. Also the grid after one third (b) and after two third (c) of the computation time is shown. In the computations a finer grid is used.

Fig. 6 Longitudinal free-surface profile for $Q = 0.0181$ m$^3$/s.

Fig. 7 Longitudinal free-surface profile for $Q = 0.0109$ m$^3$/s.

Fig. 8 Longitudinal free-surface profile for $Q = 0.0055$ m$^3$/s.
found for the smallest flow rate. The results of the numerical model tests are shown in Table 5. Figures 9 and 10 show the velocity vectors and the pressure distribution over the weir for the largest discharge, made directly in SSIIM 2. For this kind of structure the hydrostatic pressure is only present at the top of the crown. At the upstream and downstream edge of the crown, the pressure may not be hydrostatic. This is due to significant acceleration of the vertical velocities. For a better understanding of the physics of the flow velocity contour plots are shown in Figure 11. The contour line plot for SSIIM 2 is made in Tecplot 360 and for Flow-3D directly as output of the CFD program.

5. CONCLUSIONS

The objective of this study was to evaluate and to validate the flow over a broad-crested weir. The main differences between the two chosen numerical programs are the different free water surface algorithms and the used grid types. A process with successive refinement of an initially coarse grid in order to find grid-independent water levels resulted in the number of required cells for Flow-3D and SSIIM 2 equal to 6,333 and 9,769, respectively. Corresponding computational times are respectively 435–550 and 12,500–15,500 seconds, for the same program order as above. SSIIM 2, with the adaptive grid, needs more cells than Flow-3D to achieve the same accuracy. This is most likely because of the more accurate discretization scheme in Flow-3D. Flow-3D uses a higher order integration to compute the movement of the water surface compared with SSIIM 2. In terms of computation time, the commercial program is significantly more

<table>
<thead>
<tr>
<th>Test</th>
<th>Q</th>
<th>h1</th>
<th>h2</th>
<th>h2 - h1</th>
<th>A1</th>
<th>A2</th>
<th>T</th>
<th>C1</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0151</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
</tr>
<tr>
<td>2</td>
<td>0.0152</td>
<td>0.146</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
</tr>
<tr>
<td>3</td>
<td>0.0153</td>
<td>0.146</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
</tr>
<tr>
<td>4</td>
<td>0.0154</td>
<td>0.146</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
</tr>
<tr>
<td>5</td>
<td>0.0155</td>
<td>0.146</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
<td>0.145</td>
</tr>
</tbody>
</table>

Table 5 Results from numerical models.

Fig. 9 Velocity vectors for Q = 0.0181 m³/s in the area of the broad-crested weir.

Fig. 10 Pressure distribution for Q = 0.0181 m³/s over the weir.

Fig. 11 Velocity contour plots for Q = 0.0152 m³/s.
efficient, so the total computation time is much shorter than with SSIIM 2. All computations were made in 2D. 3D tests using Flow-3D gave no differences in the results which agree with the findings of Hargreaves et al. (2007). The time steps highly influence the stability and the computational time. Flow-3D calculates the time step automatically (in the range of 0.0016–0.0019 seconds in this case), whereas the time step was set constant to 0.0005 seconds in SSIIM 2. All runs were made on a personal desktop with one core of a CPU (Intel Q9650 3.00 GHz). However, both codes are parallelized, so simulations with more than one core are possible. This will for example increase the speed by a factor 3 on a quad-core processor. The boundary conditions were set up comparably for both models, but with minor differences due to the differences in the codes.

The two tested numerical models, Flow-3D and SSIIM 2, were both able to predict the water surface profile for the broad-crested weir and the directly linked discharge coefficient. The results from both CFD programs are similar to the results from the physical model test provided by Sargison and Percy (2009). The deviation between the programs seems to be in the same order of magnitude as compared to the physical model. The calculated discharge coefficients for the investigated broad-crested weir are, as stated by Fritz and Hager (1998), nearly constant and equal to 0.37. The computed \( C_d \) is hence considered to be an accurate estimate for the easily applicable discharge coefficient. However, one of the advantages of using a numerical model includes obtaining several flow parameters, like the velocity pattern and the pressure field over the whole area at the same time.

6. APPLICATION AND PERSPECTIVE

With the applied free water surface algorithm in SSIIM 2, the results show very small differences compared to the results from Flow-3D. All the numerical simulations were relatively not too time consuming and can therefore, due to the increased computation power, easily be run on a desktop PC. The computational time was between 500 and 15,000 seconds for the models, where Flow-3D required less time than SSIIM 2. However, reliable results require knowledge of the CFD code and numerical modeling in general. Also a good understanding of the problem to be addressed, evaluation of the boundary conditions and high-quality input data are necessary (Olsen, 2010).

Through the development of CFD codes the number of investigated cases increases considerably. The advantage of changing model parameters very fast, like flow rates, the roughness or the size and shape of the weir, is an important factor. A simple weir geometry is used in this case to show the application of commercial software and a free available program. The results show that CFD can be used to compute weir cases, where no discharge coefficients can be found in the literature. Through the use of a numerical program it is also possible to find the flow characteristics for a flow over a weir (e.g. the pressure distribution (over the weir)). The aim should be to develop and use this numerical software in the future for more complex structures, where also 3D effects have to be taken into account in the CFD code. Also an application in different environments is possible for numerical programs. An example for such an environment would be the application to a natural river, where in addition to the water-air interaction, the suspended sediments are a matter of consequences (Bhuiyan and Hey, 2007).
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NOMENCLATURE

- \( A \) area \([m^2]\)
- \( b \) weir width transverse to flow direction \([m]\)
- \( C_d \) discharge coefficient \([-]\)
- \( F \) fraction of water \([-]\)
- \( g \) acceleration due to gravity \([m/s^2]\)
- \( h \) flume height \([m]\)
- \( h_1 \) water depth \([m]\)
- \( H_1 \) upstream overflow total energy head \([m]\)
- \( k_s \) boundary roughness \([m]\)
- \( l \) length of the flume \([m]\)
- \( p \) weir height \([m]\)
- \( Q \) flow rate \([m^3/s]\)
- \( U \) water velocity \([m/s]\)
- \( u^* \) shear velocity \([m/s]\)
- \( w \) length of weir crest \([m]\)
- \( y \) water depth \([m]\)
- \( \delta \) Kronecker delta \([-]\)
- \( \nu_T \) turbulent eddy viscosity \([m^2/s]\)
- \( \rho \) water density \([kg/m^3]\)
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