Simulation of large-strain behaviour of aluminium alloy under tensile loading using anisotropic plasticity models
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Abstract

Cylindrical smooth and notched AA6060 samples were tested in tension. The material was either cast and homogenized or extruded with strong cube texture. The textured specimens demonstrated unusual shapes of the fracture surface that deviated from elliptical and were more rectangular in shape. A phenomenological plasticity model was used in finite element simulations of the tensile tests, together with a crystal plasticity model. The phenomenological plasticity model could not reproduce the evolution of the cross-section of the specimens made from the textured material. The crystal plasticity finite element model on the other hand demonstrated behaviour closer to the experiments.
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1. Introduction

The uniaxial tension test is at first sight a simple problem in mechanical science. The stress tensor has only one component and the strain is practically homogeneous in a large region of the specimen. However, even this simple case turns into a much more complex problem after the onset of necking. The strain field becomes highly heterogeneous and stress heterogeneity follows. The stress field also becomes triaxial. An accurate solution of this problem is very important. The uniaxial tension test is widely used to find the mechanical properties of metallic materials and finding the evolution of these properties after necking depends on the accuracy of this solution. The fracture of ductile materials happens usually after a considerable post-necking deformation, therefore any attempts to predict fracture based on the stresses, strains or deformation energies require a precise knowledge of the mechanical fields within the neck.

The problem of localization in uniaxial tension has been treated analytically since Considère [1] derived a criterion for the onset of necking. It was later analysed more rigorously as a bifurcation problem in [2] and its analytical equations were approached numerically in [3]. In [4] the stress triaxiality was accounted for and the equivalent stress in the smallest cross-section was found for the case of a round specimen made of an isotropic material. In later years this solution was extended to other cross-section geometries [5], and its accuracy was improved in [6, 7]. The solution in [4] requires the measurement of the neck curvature, which is hard to perform accurately. A more practical solution which sacrifices some accuracy to avoid this measurement was derived in [8]. The search for new analytical solutions continues practically to present day [9, 10].

An alternative to the analytical solution is the numerical solution obtained by using the finite element method (FEM). The first attempts of analysing the tensile test and localization problems with FEM were made already in the 1970s in [11] and [12]. The FEM has an advantage of not being limited to some specific specimen geometry or material properties. It was used to study localization in smooth and notched cylindrical tensile specimens [13-16], tensile specimens with rectangular cross-section [17], plane-strain tension [18] and metal sheets [19, 20]. It was also used to study the influence of more advanced material models, like strain gradient plasticity, on the necking phenomenon [21-23].
The plastic anisotropy of the material may be described using phenomenological anisotropic yield functions. Anisotropy was introduced into the plastic flow description in [24]. Different ways to implement anisotropy were proposed later [25, 26]. The simulations of anisotropic materials using this type of yield functions, fitted to experimental data, usually produce rather accurate solutions [27]. In [28] a type of yield functions based on linear transformations of the stress deviator was proposed and described more generally in [29]. A large number of free parameters make these yield functions very flexible and able to reproduce complex anisotropic behaviour, but also hard to calibrate properly.

The more physically based, yet more complex, way to define the material properties in FE simulations is to use the crystal plasticity (CP) theory. It provides a realistic description of the plastic flow as a result of slip on crystallographic planes in the multitude of crystalline grains constituting the metallic specimen. The complex anisotropic plastic behaviour then emerges naturally from the model, as a result of the crystallographic texture and hardening on the slip system level. The CP material model is very computationally heavy, so it is rarely used to model the whole specimen, which consists of millions of grains. It is often used to model the localization in metal sheets, where only a small part of the sheet needs to be represented, with applied plane-strain or plane-stress boundary conditions [30-33]. The CP model allows studying phenomena which are outside the scope of the phenomenological models, like surface roughening [34], and their influence on necking. Other applications of the CP model are localization in thin films [35], tubes under pressure [36] and deep drawing [37]. In [38] and [39], tensile tests on Al and Cu single crystals with rectangular cross-section of the specimen were simulated, but, in general, necking in the uniaxial tension test is not often studied using CP models.

In this work both the CP-FEM and the FEM with phenomenological anisotropic plasticity models are used to simulate the tensile test on smooth and notched cylindrical specimens. Two materials of the same AA6060 alloy were studied – the first material was cast and homogenized, while the second material was extruded into a flat profile. As expected, the cast and homogenized material displayed a random distribution of grain orientations, while the extruded material exhibited a peculiar, very sharp crystallographic texture. As the results of the tensile tests show, the texture has a very strong effect on the shape of the cross-section during necking and until fracture. It is in the following attempted to reproduce this behaviour of the real materials in the numerical simulations.
2. Experimental procedures

The aluminium alloy AA6060 was provided as DC-cast extrusion ingots of 100 mm diameter produced in a laboratory casting machine by Hydro Aluminium R&D Sunndal. The chemical composition of the alloy was (in weight %): 0.2 Fe, 0.5 Mg, 0.4 Si and Al balance. The material was homogenized in a laboratory furnace using temperature-time cycles similar to the industrial practice, consisting of a soaking treatment followed by a predetermined cooling rate (see [40] for details). The ingot was subsequently extruded in an 800 tons laboratory press to rectangular profiles with dimensions 10×50 mm$^2$ using industrial extrusion parameters, i.e., billet temperature of 475°C, container temperature of 435°C and ram speed of 5 mm/s. The profiles were cooled in air after extrusion.

Test specimens were made from the cast and homogenized billet and from the extruded profile and tested after more than one week storage at room temperature to obtain a stable condition. Triplicate tensile tests were performed on axisymmetric smooth and notched samples oriented along the longitudinal axis of the ingot and the extrusion direction of the profile, respectively. The geometry of the test samples is shown in Figure 1.

Optical micrographs of the grain structures of the two materials are shown in Figure 2. The two materials have equiaxed grain structure. Grain sizes of about 66 µm and 59 µm were found for the cast and homogenized and the extruded materials, respectively.

The crystallographic textures of the two materials were measured with a scanning electron microscope using electron back-scattering diffraction. The results were processed using harmonic series expansion to find the orientation distribution functions (ODF) presented in Figure 3. The ODFs show that the cast and homogenized material has random texture, as expected, while the extruded material has a strong cube texture with maximum intensity above 100 times random.

In the tensile tests, the average strain rate before necking was $5 \times 10^{-4}$ s$^{-1}$ for the smooth specimens and the cross-head speed of the testing machine was adjusted to obtain approximately the same strain rate also in the notched specimens. The applied force and diameters aligned with the initial material directions at the minimum cross section of the specimen were measured continuously until fracture, using an in-house measuring rig with two perpendicular lasers [41]. A coordinate system was used, where the $x$-direction is the reference direction, coinciding with the extrusion direction (or the billet direction in the case of the cast and homogenized material), the $y$-direction coincides with the transverse direction.
of the extruded profile (or the radial direction of the billet) and the $z$-direction coincides with the thickness direction of the profile. The Cauchy stress and the logarithmic longitudinal strain were calculated as

$$\sigma_x = \frac{F}{A} \quad \text{and} \quad \epsilon_x = \ln \frac{A_0}{A}$$  \hspace{1cm} (1)

where $F$ is the applied force, $A_0 = \frac{\pi}{4} D_0^2$ is the initial cross-section area and $D_0$ is the initial diameter of the gauge section. The current area of the cross section was estimated as

$$A = \frac{\pi}{4} D_y D_z$$  \hspace{1cm} (2)

where $D_y$ and $D_z$ are the diameters measured continuously by the laser-based measuring system. The extruded material was assumed to be orthotropic, and the diameters $D_y$ and $D_z$ were measured in the long and short transverse directions of the profile, respectively. The cast and homogenized material was assumed to be isotropic. The strain ratio $r$ was defined as

$$r = \frac{d \epsilon_y}{d \epsilon_z}$$  \hspace{1cm} (2)

where the logarithmic strains in the transverse directions are defined by

$$\epsilon_y = \ln \frac{D_y}{D_0}, \quad \epsilon_z = \ln \frac{D_z}{D_0}$$  \hspace{1cm} (2)

Further details regarding the experimental setup and results can be found in [40].

3. Material modelling

3.1. Crystal plasticity

3.1.1. Single crystal plasticity

The framework for finite deformations is considered in this work where the total deformation gradient is multiplicatively decomposed into elastic and plastic parts [42]

$$F = F^e F^p$$  \hspace{1cm} (3)

The plastic part $F^p$ transforms the body from the initial configuration $\Omega_0$ into the intermediate plastically deformed configuration $\bar{\Omega}$ due to plastic slip, whereas the elastic part...
\( \mathbf{F}^e \) transforms the body from intermediate into the current configuration \( \Omega \) with elastic deformation and rigid body rotation. The plastic velocity gradient \( \mathbf{L}^p \) in the intermediate configuration is defined by

\[
\mathbf{L}^p = \dot{\mathbf{F}}^p \left( \mathbf{F}^p \right)^{-1} = \sum_{\alpha=1}^{n} \dot{\gamma}^\alpha \mathbf{m}^\alpha_0 \otimes \mathbf{n}^\alpha_0
\]

where the orthonormal vectors \( \mathbf{m}^\alpha_0 \) and \( \mathbf{n}^\alpha_0 \) are the slip direction and slip plane normal vectors, respectively, for a slip system \( \alpha \) in the initial and intermediate configurations, \( \dot{\gamma}^\alpha \) is the slip rate on slip system \( \alpha \), and \( n \) is the total number of slip systems.

The elastic Green strain tensor \( \bar{\mathbf{E}}^e \) with respect to the intermediate configuration is given by

\[
\bar{\mathbf{E}}^e = \frac{1}{2} (\bar{\mathbf{C}}^e - \mathbf{I}), \quad \bar{\mathbf{C}}^e = (\mathbf{F}^e)^T \mathbf{F}^e
\]

where \( \bar{\mathbf{C}}^e \) is the elastic right Cauchy-Green deformation tensor and \( \mathbf{I} \) is the unity tensor. The second Piola-Kirchhoff stress tensor \( \bar{\mathbf{S}} \) in the intermediate configuration reads as

\[
\bar{\mathbf{S}} = \det \mathbf{F} \left( \mathbf{F}^e \right)^{-1} \mathbf{\sigma} \left( \mathbf{F}^e \right)^{-T}
\]

where \( \mathbf{\sigma} \) is the Cauchy stress tensor. Since \( \bar{\mathbf{E}}^e \) and \( \bar{\mathbf{S}} \) constitute a power conjugate pair, a linear hyperelastic relation for small elastic strains is defined by

\[
\bar{\mathbf{S}} = \bar{\mathbf{C}}^e_{\alpha \gamma} \cdot \bar{\mathbf{E}}^e
\]

where \( \bar{\mathbf{C}}^e_{\alpha \gamma} \) is the fourth order tensor of elastic moduli that has three independent components describing the elastic anisotropy of the crystal.

The plastic flow is described by a rate-dependent law

\[
\dot{\gamma}^\alpha = \dot{\gamma}_0 \left( \frac{\epsilon^\alpha}{\epsilon^\alpha_0} \right)^{\frac{1}{m}} \text{sgn} (\tau^\alpha)
\]
where $\dot{\gamma}_0$ is the reference slip rate and $m$ is the instantaneous strain rate sensitivity. The exponent $m$ is here chosen to be sufficiently high ($m = 200$) so that the plastic flow can be considered rate-insensitive, if not strictly rate-independent [43], and the strain rate should not affect the results. Further, $\tau_c^\alpha$ is the yield strength of slip system $\alpha$, and the resolved shear stress $\tau^\alpha$ is obtained as

$$\tau^\alpha = \tilde{C}_v \mathbf{S} \left( m^\alpha_0 \otimes n^\alpha_0 \right)$$

(9)

The hardening rate is defined by

$$\dot{\tau}_c^\alpha = \theta(\Gamma) \sum_{\beta=1}^{n} q_{\alpha\beta} \left| \dot{\gamma}^\beta \right|$$

(10)

where $\theta(\Gamma)$ is the master hardening modulus, $q_{\alpha\beta}$ is the matrix of self-hardening and latent-hardening coefficients, and the accumulated slip $\Gamma$ is defined by the evolution equation

$$\dot{\Gamma} = \sum_{\alpha=1}^{n} \left| \dot{\gamma}^\alpha \right|$$

(11)

The master hardening modulus $\theta(\Gamma)$ is defined as

$$\theta(\Gamma) = \sum_{k=1}^{2} \theta_k \exp \left( -\frac{\theta_k}{\tau_k} \Gamma \right)$$

(12)

where $\theta_k$ and $\tau_k$ are material parameters. The initial slip resistance $\tau_c^\alpha_{0}$ is assumed equal for all slip systems.

### 3.1.2. Polycrystal plasticity

In this work, the polycrystal is modelled by two homogenisation methods: the full-constraint Taylor model and the crystal plasticity finite element model (CP-FEM).

The full-constraint Taylor model [44] assumes that all grains undergo the same strain as the whole specimen. Stress equilibrium between the grains is then not satisfied. The stress in the specimen is found as an average, i.e.

$$\sigma = \frac{1}{n_g} \sum_{g=1}^{n_g} \sigma_g$$

(13)
where $\sigma_g$ is the Cauchy stress in grain $g$ and $n_g$ is the total number of grains. It is assumed that all grains have the same volume. This model is used when only the global response of the polycrystal is of interest.

When the local behaviour should be properly described, each grain is modelled separately by one element, i.e., using CP-FEM, so that both stress equilibrium and strain compatibility are naturally accounted for, although at the expense of a much higher computational time.

### 3.2. Phenomenological plasticity

The corotational stress and rate-of-deformation tensors are defined as

$$\hat{\sigma} = R^T \sigma R, \quad \hat{D} = R^T DR$$

(14)

where $\sigma$ is the Cauchy stress tensor, $D$ is the rate-of-deformation tensor, and $R$ is the rotation tensor found from the polar decomposition of the deformation gradient tensor. The corotational rate-of-deformation tensor is decomposed into a sum of elastic and plastic parts

$$\hat{D} = \hat{D}^e + \hat{D}^p$$

(15)

A hypoelastic relation for small elastic strains is defined by

$$\dot{\sigma} = \hat{C}_d^\sigma \cdot \hat{D}^e$$

(16)

where $\hat{C}_d^\sigma$ is the fourth order tensor of elastic moduli. Elastic isotropy is assumed for the material, so only two independent parameters are required to define this tensor, i.e., the Young’s modulus $E$ and the Poisson ratio $\nu$.

The yield function is formulated as

$$f(\hat{\sigma}, \varepsilon) = \bar{\sigma}(\hat{\sigma}) - \kappa(\varepsilon)$$

(17)

where $\varepsilon$ is the equivalent plastic strain, $\bar{\sigma}$ is the equivalent stress and $\kappa$ is the flow stress in uniaxial tension in the reference direction. The evolution of the flow stress $\kappa$ is described by a two-term Voce rule
\( \kappa(\overline{e}) = \kappa_0 + \sum_{i=1}^{2} Q_i \left( 1 - \exp \left( -\frac{\theta_i}{Q_i} \overline{e} \right) \right) \) (18)

where \( \kappa_0 \) is the yield stress, and \( Q_i \) and \( \theta_i \) are model parameters governing the work-hardening.

The corotational plastic rate-of-deformation tensor evolves according to the associated flow rule

\[ \dot{\mathbf{D}}^p = \dot{\lambda} \frac{\partial f}{\partial \sigma} \] (19)

where \( \dot{\lambda} \) is the plastic multiplier, which satisfies the loading-unloading conditions, written in Kuhn-Tucker form as

\[ \dot{\lambda} \geq 0, \quad f \leq 0, \quad f \dot{\lambda} = 0 \] (20)

The linear transformation-based anisotropic yield criterion Yld2004-18p [28, 29] is adopted here to represent the plastic anisotropy of the two AA6060 materials. The yield function is defined by

\[ \phi(\tilde{\mathbf{S}}', \tilde{\mathbf{S}}^*) \equiv \sum_{j=1}^{3} \sum_{j=1}^{3} |\tilde{S}'_j - \tilde{S}^*_j| = 4\overline{\sigma}^a \] (21)

where \( a \) is the shape parameter; \( \tilde{\mathbf{S}}' \) and \( \tilde{\mathbf{S}}^* \) represent the principal values of the stress tensors \( \tilde{\mathbf{S}}' = \mathbf{C}' : \tilde{\mathbf{S}} \) and \( \tilde{\mathbf{S}}^* = \mathbf{C}^* : \tilde{\mathbf{S}} \), \( \tilde{\mathbf{S}} \) being the corotational stress deviator. The coefficients describing the orthotropic anisotropy of the material are the components \( c'_{ij} \) and \( c^*_{ij} \) of the fourth-order transformation tensors \( \mathbf{C}' \) and \( \mathbf{C}^* \), respectively. On matrix form in Voigt notation these stress transformations read as

\[
\begin{bmatrix}
\tilde{S}'_x \\
\tilde{S}'_y \\
\tilde{S}'_z \\
\tilde{S}'_{xy} \\
\tilde{S}'_{xz} \\
\tilde{S}'_{yz}
\end{bmatrix} =
\begin{bmatrix}
0 & -c'_{12} & -c'_{13} & 0 & 0 & 0 \\
-c'_{21} & 0 & -c'_{23} & 0 & 0 & 0 \\
-c'_{31} & -c'_{32} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & c'_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & c'_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & c'_{66}
\end{bmatrix}
\begin{bmatrix}
\hat{S}_x \\
\hat{S}_y \\
\hat{S}_z \\
\hat{S}_{xy} \\
\hat{S}_{xz} \\
\hat{S}_{yz}
\end{bmatrix}
\] (22)
There are 18 coefficients to describe the plastic anisotropy, while the yield surface exponent $a$, usually set to 8 for FCC materials, governs the shape (or curvature) of the yield surface. If all the 18 anisotropy coefficients are set to unity, the Yld2004-18p yield function reduces to the isotropic high-exponent Hershey yield function [45]. The total number of model parameters of the phenomenological plasticity model to identify is 26: two elasticity coefficients, $E$ and $\nu$; the initial yield stress, $\kappa_0$; four hardening parameters, $Q_i$ and $\Theta_i$, $i = 1, 2$; the shape parameter, $a$; and the 18 anisotropy coefficients $c_{ij}'$ and $c_{ij}''$.

All material models used in the study were implemented in the explicit nonlinear FEM code LS-DYNA [46] as user-material subroutines. The explicit integration scheme by Grujicic and Batchu [37] was used for the CP model (both single- and polycrystal) while the cutting plane algorithm proposed by Ortiz and Simo [47] was used for the phenomenological plasticity model. Owing to the explicit time integration of the momentum equations, the time steps were very small and the adopted stress-update algorithms were found to be accurate, robust and efficient, even if they are only conditionally stable.

4. Parameter identification

4.1. Continuum level

The experiments produced average Cauchy stress vs. logarithmic strain curves representative for the smallest cross-section of the tensile samples. In order to proceed, it was necessary to determine the equivalent stress-strain curves of the materials based on these results. As already stated, the average Cauchy stress is dependent not only on material properties, but also on the specimen geometry, and is influenced by the triaxial stress field in the necking area. To extract the equivalent stress the following numerical procedure was used.

The smooth tensile specimen was modelled using FEM. To reduce the computation time and considering the orthotropic nature of the material, only $1/8$th of the specimen was
modelled with symmetric boundary conditions on the appropriate planes. The simulations were carried out using the explicit solver of the nonlinear FEM code LS-DYNA [46]. Mass scaling was used to reduce the CPU time. To ensure a quasi-static solution, it was checked that the kinetic energy remained only a small fraction of the internal energy of the sample throughout the simulations. The mesh was built using hexahedral solid elements with full integration (8 integration points) where 10 elements are used across the radius of the cylindrical sample. The mesh is shown in Figure 4. Several meshes with different element sizes were tried to ensure that the mesh resolution did not affect the solution. The material behaviour was represented by the anisotropic plasticity model described in Section 3.2. The anisotropy coefficients $c_{ij}'$ and $c_{ij}''$ may be identified if enough stress points on the yield surface of the material are known from experiments. Such experimental data were not available in the present work, so a workaround was used, utilizing the CP theory.

It is commonly assumed that the yield surface of a polycrystal, modelled by the above described CP theory, depends practically solely on the texture [48]. The hardening does not play a significant role in the plastic flow anisotropy at small values of the plastic work, and the grain rotations are negligibly small. Hence, the yield surfaces found for alloys with similar textures are always similar, see e.g. [49] and [50]. It is therefore possible to estimate the yield surfaces of the alloys investigated in this work without prior knowledge of their hardening properties. We can use the hardening parameters of a similar alloy from the literature, which are given in Table 1 and Table 2, in combination with the full-constraint Taylor model to find the yield surfaces for the two materials under study. The full-constraint Taylor model is a simplification, where the strain in all grains is assumed to be the same and the stresses between the grains are not in equilibrium. The use of the full-constraint Taylor model for finding the yield surfaces of polycrystalline materials is discussed e.g. in [51-53]. Different homogenisation techniques (CP-FEM, full-constraint and relaxed-constraint Taylor models, and self-consistent viscoplastic models) give somewhat different results for the yield surface, but all of them are just approximations of varying degree and in many cases the results obtained with the full-constraint Taylor model are in satisfactory agreement with those achieved with more complex and computationally heavy homogenisation techniques. A single element with one integration point was used. A total of 1000 grain orientations were randomly chosen from the measured sets of orientations to represent the texture of the material. Periodic boundary conditions were applied to the nodes and the element was subjected to a wide range
of strain paths. The straining stopped when the plastic work reached the prescribed value, corresponding to 0.2% plastic strain in uniaxial tension in the reference direction. This allowed obtaining conforming stress states on the yield surface. Then an optimisation script was used to find a set of anisotropy coefficients $c_{ij}'$ and $c_{ij}''$ corresponding to the obtained yield surface shape. The yield surfaces obtained for the two materials are shown in Figure 5 and the corresponding anisotropy coefficients may be found in Table 3. The reference direction is the longitudinal direction of the extrusion ingot for the cast and homogenized material with random texture and the extrusion direction for the extruded material with strong cube texture.

Thus, the remaining parameters to be found for the phenomenological model were the yield stress $\kappa_0$ and the hardening constants $Q_i$ and $\theta_i$, $i = 1, 2$. To find these parameters, the FEM model of the tensile test was run with LS-DYNA and the nonlinear optimisation tool LS-OPT [54]. The free variables were the hardening constants while the yield stress was found directly from the tensile test data. In the optimisation process, LS-OPT compares the true stress-strain curve obtained with the FEM model to the prescribed experimental true stress-strain curve and varies $Q_i$ and $\theta_i$, $i = 1, 2$, using the default optimization algorithm [54], so that the difference between the two curves (mean squared error) is minimized. Typically, 15-20 iterations, consisting of 8 simulation runs each, were necessary to minimize the mean squared error. As a result, a set of hardening parameters was obtained, which produces a response of the FEM model similar to the response of the real specimen. The parameters thus obtained are given in Table 4. The resulting true stress-strain curves from the FEM model are compared to the experimental ones in Figure 6. The equivalent stress-strain curves for the materials in the reference direction are then found directly from the hardening parameters. These curves are shown in Figure 7.

4.2. Slip system level

Some of the CP model parameters are common for a broad range of Al alloys and may be found in the literature. In particular, the parameters $\dot{\gamma}_0$ and $m$ in Equation (8) governing rate dependence, the matrix components $q_{\alpha\beta}$ in Equation (10) governing latent hardening, and the components of the tensor of elastic moduli $\bar{C}_{\alpha\beta}$ in Equation (7) may be found in [55] and [56]. The values used here are given in Table 1. On the contrary, the initial slip resistance $\tau_{\alpha0}$
and the hardening parameters $\theta_k$ and $\tau_k$, $k=1,2$, in Equation (12) are material dependent and have to be fitted to the experimental data.

The material was modelled by a representative volume element (RVE) consisting of a 10×10×10 element cube with periodic boundary conditions applied to the nodes on the facets (Figure 8). To represent the texture, sets of 1000 orientations were chosen randomly from the measured set of grain orientations for each material. Then each orientation was assigned to a grain, represented by an element. The RVE was subjected to uniaxial tension in the reference direction. The optimization software LS-OPT was used again in a similar manner as above. The equivalent stress-strain curve determined with the CP-FEM model was compared to the equivalent stress-strain curve obtained in the previous section. The free variables were the initial slip resistance $\tau^\prime_{c0}$ and the hardening parameters $\theta_k$ and $\tau_k$, $k=1,2$. By changing them in every run of LS-DYNA according to the default optimization algorithm, the equivalent stress-strain curve from the numerical model was fitted to the equivalent stress-strain curve obtained for the material. The results of this procedure are shown in Figure 9. The parameters obtained for the CP model are given in Table 5.

5. Finite element modelling

For the purpose of identifying material parameters, quite simple FEM models were used for both the phenomenological and CP material modelling. The proper study of the post-necking behaviour of the specimens requires a much more detailed specimen description.

However, a representation of the specimen as a polycrystalline body with each 60-100 μm sized grain modelled by at least one element would require a CP-FEM model consisting of many millions of elements. To reduce the computation time, some simplifications and reductions had to be made. A large part of the specimen undergoes relatively small strains compared to the neck region for both the smooth and notched geometry. Therefore, the meshes of the specimens were divided into two parts: a part encompassing the necking region and a part adjacent to the fixed end of the specimen. The part undergoing large strains is assigned either a CP material model or the Yld2004-18p material model. The part with lower strains is assigned a simple isotropic $J_2$ plasticity model with two-term Voce hardening. For the notched specimens the notch area contains the vast majority of plastic deformation, so the rest of the specimen is not modelled fully as for the smooth specimen, where the highly strained regions are more extensive.
The size of the elements also varies for the two parts. In the necking area, the average dimension of an element is 100-120 µm in the thickness and width directions. In the reference direction, the elements are shorter the closer they are to the symmetry plane of the mesh in the middle of the gauge area. During necking the edge elements undergo very large strains, which may lead to numerical problems. To keep the element aspect ratio within reasonable limits during the whole deformation process, the elements are initially shorter in this direction, with a length of about 25 µm. The size of the elements is therefore not the same as the size of the grains in some directions. This was done for the practical reasons of keeping the model size within reasonable limits of around a hundred thousand elements, while still being very close to the physical dimensions of the grains. On the other hand, even when the element size was increased to around 150-200 µm, the response of the model (forces and deformation patterns) was still very similar. The number of elements in the meshes used for the simulations of the tension tests is shown in Table 6. All simulations were run on one node of the Vilje supercomputer at the Norwegian University of Science and Technology [57], with the node consisting of two eight-core processors. The typical total CPU time for each simulation was 100-200 hours for the CP-FEM and 50-150 hours for the Yld2004-18p plasticity model, depending on the number of elements in the model, while the simulation time, due to parallel computing, was around 10 times shorter.

The meshes of the smooth and notched specimens are presented in Figure 10. Symmetry boundary conditions were applied at the middle cross-section of the specimen, while the clamped end was subjected to a velocity ramped smoothly to a constant value. The specimen was also prevented from rigid body motions. Eight-node brick elements with reduced integration and Flanagan-Belytschko stiffness form hourglass control [58] were used to discretize the specimens. Explicit time integration of the momentum equations was applied, with mass scaling to decrease the computation time. It was carefully checked in all simulations that the kinetic energy remained very small compared with the internal energy to ensure that the numerical solution could be considered quasi-static.

6. Results and discussion

The true stress-strain curves from the experiments for the cast and homogenized and the extruded materials for smooth and notched specimens, as calculated from Equation (1), are shown in Figure 11. The results from all 3 parallel tests are shown. The parallel tests are found to give consistent results, except for one of the parallel tests on the specimens with 2
mm and 0.8 mm notch of the extruded material. It should be noted that the stress and strain in this diagram represent the average stress and strain over the minimum cross-section, while the real stress and strain fields are not homogeneous.

The smooth specimens deform until much larger strain and unlike the notched specimens they have a long linear part of the stress-strain curve after necking. The notched specimens on the other hand demonstrate a higher initial slope of the stress-strain curve and, in case of the cast and homogenized material, a higher maximum stress. The reason for this difference is obviously the difference in the specimen geometry and, in particular, the superimposed triaxial stress field within the pre-machined notch. The hydrostatic stress induced by the notch makes a considerable contribution to the measured longitudinal stress in the notched specimens. A hydrostatic stress is also generated due to necking of the smooth specimen. The contribution from the hydrostatic stress increases with decreasing radius of curvature of the notch or the neck for a given minimum diameter of the specimen. The result is that the stress level is significantly higher in the notched specimens than in the smooth specimen, and highest in the specimen with 0.8 mm notch radius. Accordingly, the response of the specimen is governed both by the work-hardening of the material and the contribution of the constraint imposed by the neck or notch, as discussed in Section 4.1. In contrast, the yield stress is approximately the same for all specimens.

The results obtained for the extruded material should be used with caution, because the assumption of an elliptical shape of the cross-section at all times during deformation seems not to hold. The cross-sections of the specimens after fracture are presented in Figure 12. While the cast and homogenized material exhibits the expected circular cross-sections, the shapes of the extruded material specimens are either rhomboid for the notched specimens or approximately rectangular for the smooth specimens. Therefore, the calculated cross-sectional areas and consequently the strains and stresses will deviate from the real ones as the deformation progresses closer to failure. The exact deviation is difficult to calculate because the change in the shape of the specimen during deformation is impossible to capture with the present test setup.

Consequently, in the following, to present the results of the simulations, the force as a function of the minimum specimen diameter in the thickness direction was used. The results
of the simulations, using the phenomenological plasticity model with anisotropic yield
criterion and the CP-FEM model, are presented in Figure 13 and Figure 14.

Figure 13 shows the results for the cast and homogenised material. Both plasticity
models worked quite well. The phenomenological plasticity model tends to slightly
underestimate the yield stress for the notched specimens. The force after necking is slightly
overestimated by both numerical models for the notched geometry and underestimated by the
CP-FEM model for the smooth geometry.

On the other hand, the results for the extruded material, presented in Figure 14, are
less consistent with the experiments. When the force-diameter diagram for the smooth
specimen is analysed, one should remember that the test with this specimen geometry was
used in the calibration procedures for both the phenomenological plasticity and single crystal
plasticity models. In the calibration procedures, simplified meshes and boundary conditions
were used (a coarse mesh for the phenomenological calibration and an RVE for the single
crystal plasticity model). Then the results of these calibrations were used with a fine mesh and
realistic boundary conditions. The deviation of the force-diameter curve in the simulation
from the experimental one is therefore due to the difference in the behaviour of the FE
models. In case of the cast and homogenised material the difference is small. In case of the
extruded material the force-diameter curve for the CP-FEM simulation is softer than the
experimental one, while the force-diameter curve of the phenomenological plasticity
simulation is much closer to the experimental curve. This indicates that while mesh resolution
is not a major source of error, the different boundary conditions of the RVE and the proper
uniaxial tension test simulation may lead to some unwanted numerical effects, which are
discussed further below.

The response of the notched specimens produced from the extruded material was not
well predicted. For both 2 mm and 0.8 mm notch radii the trend is the same, namely that both
the phenomenological and crystal plasticity models overestimate the maximum force. The
phenomenological model also gives a faster force reduction after necking than the CP-FEM
model, which has a slope closer to the experimental one. The explanation for this behaviour
lies probably in the evolution of the cross-section shape and the resulting difference in local
stress and strain fields. It is important to recall here that the identification of the parameters of
the two plasticity models relies on the measured true stress-strain curve which is less accurate
for the extruded material because of the non-elliptical shape of the minimum cross-section of the specimens (see Figure 12).

The plastic flow anisotropy for the extruded material is presented in Figure 15, as a plot of logarithmic plastic strains in the transverse versus the normal direction. The slope of the resulting curve is equal to the strain ratio. The strain ratio is always unity for the cast and homogenised material, both in experiment and simulations, and it is not shown here. The response of the smooth specimen was predicted well by the phenomenological model, while the CP-FEM simulation results have a moderate error. The response of the notched specimen was predicted more accurately by the CP-FEM simulation, and the phenomenological model noticeably underestimates the value of the strain ratio. The reason for this is obvious if one looks at the deformed shapes of the cross-sections produced by the simulations with different material models.

The deformed shapes produced by the phenomenological and CP-FEM models are shown in Figure 16 and Figure 17. As expected, the cast and homogenized material (Figure 16) behaves isotropically and the cross-sections remain circular in all simulations; although with CP-FEM the grains deform differently, depending on their orientation, and create a rough, uneven surface, as in the experiments. Figure 17 shows that the surface roughness is much less pronounced in the CP-FEM simulations for the extruded material. The phenomenological plasticity model produced elliptic cross-sections in all cases for the extruded material, though the curvature of the ellipses is different for the smooth and notched specimen geometries, and for the smooth geometry it is almost rectangular. The CP-FEM model produced a more circular shape of the cross-section for the smooth geometry and a distinct rhomboid shape for both notched geometries. The comparison with the cross-sections of the real specimens in Figure 12 shows that in this case the CP-FEM model of the notched specimens was much closer to the qualitative behaviour observed experimentally. The stress and strain fields and the plastic anisotropy predicted by the Yld2004-18p function are quite different from the experimental ones. This is also apparent from the strain ratio diagrams for the extruded material shown in Figure 15. The strain ratio predicted by the CP-FEM model is closer to the experiment and to unity for the notched specimens, while the Yld2004-18p yield function overestimates it. The opposite trend is observed for the smooth specimen. In this case both plasticity models predict a strain ratio slightly below unity, but the phenomenological plasticity turns out to be closer to the experiment. One should remember that the strain ratio
predicted by Yld2004-18p stems from the yield surface shape produced by crystal plasticity simulations. The small deviations in the strain ratio between the two models is most likely caused by the deviations between the fitted yield surface and the yield stress points predicted by the CP model, as described in Section 4.1. That this error gave a more realistic result is a coincidence.

The rhomboid shape of a deformed cross-section is not often observed for Al alloys and is most likely a result of the extremely sharp cube texture shown in Figure 3. The CP-FEM model managed to capture the collective behaviour of the grains, by accounting for their real physical modes of deformation by slip on slip systems. The phenomenological model naturally lacks such capability. The extremely sharp texture though leads to some complications for the smooth specimen. When the same mesh was used for the CP-FEM model of the extruded material as for the cast and homogenized material, the model tended to predict necking in combination with a shear localization mode, thus producing a very different cross section and too soft response compared to the experiment and the phenomenological plasticity model. A large number of grains with almost perfect Cube orientation were situated in close neighbourhood to each other because of the sharp texture of the material. These grains, in form of their representative elements, tend to easily fall into a shear mode of deformation and disrupt the normal necking process. This does not happen when the random texture of the cast and homogenised material is used, neither is such phenomenon observed in the experiment. Thus, it is a numerical problem of this particular texture and mesh combination. To verify this assumption the same mesh was tested in combination with another similar but weaker texture with Cube as the main component. No such instabilities were observed. To stabilize the deformation behaviour, only a quarter of the mesh presented in Figure 10 was used with applied symmetry boundary conditions. The simulations of the notched specimens showed that the material modelled with CP-FEM retained the orthotropic behaviour, and that the $xz$ and $yz$ planes indeed were its symmetry planes. Consequently, the introduction of these symmetry planes as boundary conditions into the smooth specimen model should not distort the results. The additional symmetry planes allowed for a stable neck forming.

The most interesting local fields with respect to ductile fracture are the equivalent plastic strain and the stress triaxiality, and it is of interest to compare these fields as obtained
from the phenomenological and crystal plasticity models. To this end, the von Mises equivalent stress $\sigma_{vM}$ and the von Mises equivalent plastic strain $\varepsilon_{vM}^p$ are defined as

$$\sigma_{vM} = \sqrt{\frac{3}{2}} \sigma': \sigma', \quad \varepsilon_{vM}^p = \frac{1}{t} \int_0^t \frac{2}{3} D^p : D^p \, dt$$

where $D^p$ is the plastic rate-of-deformation tensor, $\sigma' = \sigma - \frac{1}{3} \text{tr}(\sigma) I$ is the stress deviator, and $t$ is time. The stress triaxiality is then expressed as

$$\sigma^* = \frac{\sigma_{yy}}{\sigma_{vM}}$$

where $\sigma_{yy} = \frac{1}{3} \text{tr}(\sigma)$ is the hydrostatic stress. Figure 18 and Figure 19 present respectively the distribution of the von Mises equivalent plastic strain $\varepsilon_{vM}^p$ and the stress triaxiality $\sigma^*$ in the middle cross-section of the tensile specimen for the extruded material at the end of the simulations.

The finite element simulations based on the phenomenological plasticity and crystal plasticity material models give similar patterns for the smooth specimen, where both the von Mises equivalent plastic strain and the stress triaxiality are highest in the centre of the specimen and decrease towards the edges. The simulation with the phenomenological plasticity model also demonstrates the anisotropy of the plastic strain distribution – it tends to concentrate more along the $z$-axis (i.e., the vertical axis in the figure) than the $y$-axis (i.e., the horizontal axis in the figure). The simulations with crystal plasticity give a less smooth solution, with both stress triaxiality and von Mises equivalent plastic strain varying more between the elements. In this model, each element represents a separate grain with its own orientation, and the stress and the strain in the grain will depend on its orientation and the orientations of the neighbouring grains. In the case of the specimen with 2 mm notch, the simulations with the phenomenological plasticity and crystal plasticity models give quite different solutions. The von Mises equivalent plastic strain tends to concentrate at the left and right edges of the cross-section in the simulation with the phenomenological plasticity model. In the simulation using the crystal plasticity model it is distributed more evenly around the edges, with the largest strains in some of the favourably oriented grains. The stress triaxiality is concentrated in the centre of the specimen for both material models, in a similar way as for
the smooth geometry. The fields obtained for the specimen with 0.8 mm notch were similar to those for the specimen with 2.0 mm notch and these results are not shown.

The fields obtained for the cast and homogenised material have the same general characteristics as the ones for the extruded material, namely, for the smooth specimen the von Mises equivalent plastic strain and stress triaxiality are highest in the centre of the cross-section and for the notched geometries the maximum von Mises equivalent plastic strain is observed at the edges of the cross-section. The difference between the extruded and the cast and homogenised materials is that the fields in the latter case are axisymmetric. Therefore, the fields for this material are not shown.

The von Mises equivalent plastic strain and the stress triaxiality attain maximum values at the centre of the smooth specimen, and it is likely that fracture initiates at the centre as well and grows outwards. The notched specimen has the maximum value of the stress triaxiality at the centre while the equivalent plastic strain has its maximum at the root of the notch. It is thus not obvious where fracture will initiate. The highest values of stress triaxiality in the middle cross-section at the end of the simulations for the extruded material are given in Table 7. For the cast and homogenised material these values are similar so they are not presented. It is worth noting that the simulations with the crystal plasticity model give higher values of stress triaxiality than those with the phenomenological plasticity model for the same specimen geometry.

The most obvious weakness of the methodology used in this study is the material parameter identification. The identification of the equivalent stress-strain curve relies on the assumption of an elliptical specimen cross-section, while the real cross-section deviates from it, introducing the first source of error. It also relies on a yield surface found with a CP model and representative set of grain orientations, which has its own difficulties [59, 60]. Another source of error in the parameter identification procedure is the assumption that the shape of the yield surface remains the same throughout the deformation in the phenomenological plasticity model, expressed mathematically in the constant anisotropy coefficients in the Yld2004-18p yield function. This is the most common assumption in the phenomenological plasticity theory, but it ignores the influence of texture evolution on the plastic anisotropy. Nevertheless, it is clear that predicting how exactly the anisotropic coefficients would evolve with deformation is a very complex task, much more difficult than the prediction of the yield
surface. The CP-FEM model with one element representing one grain is also not ideal, allowing only for limited strain compatibility and stress relaxation between the grains. Although this should not affect the global response considerably, the local stress and strain fields and the resulting localized deformation may be more affected. One more issue is that even for large plastic strain there is no damage implemented in the material model; albeit any damage-induced softening should be included in the constitutive model, because both force measurements and the optimisation procedure are using the whole range of plastic strains until fracture.

**Conclusions**

Series of tensile tests have been performed on cast and homogenised and extruded AA6060 materials. While the cast and homogenised material had random texture, the extruded material possessed a very sharp cube texture and demonstrated shapes of the fracture surface deviating from the usual elliptical shape. These tests were then modelled using the finite element method with either phenomenological plasticity or single crystal plasticity. While the choice of plasticity model in the simulations was not important for the cast and homogenised material, the obtained results were markedly different for the extruded material and the simulations with single crystal plasticity captured at least the qualitative aspects of the plastic deformation more accurately than phenomenological plasticity.

The Al alloys with strong textures may, as it was shown, demonstrate unusual plastic behaviour after necking. The phenomenological models fail to capture this behaviour, but the use of CP-FEM may provide a means to describe it. In production methods, such as forming and deep drawing, localisation and fracture are important design limits. Presently, both calibration of the material properties related to fracture and prediction of fracture in the production process rely upon phenomenological plasticity models. These models capture the global behaviour of the specimens quite successfully, but fracture is a local process, that initiates in a local region of a material. Therefore, a correct description of local mechanical fields is necessary to predict fracture. As it was demonstrated, the phenomenological models may succeed in the global predictions and fail in the local ones at least for some textured materials. The CP-FEM model may therefore give the edge that the phenomenological plasticity models lack.
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## Tables

Table 1: Parameters of the CP model taken from the literature [55] [56] and used in all simulations.

<table>
<thead>
<tr>
<th>$c_{11}$, MPa</th>
<th>$c_{12}$, MPa</th>
<th>$c_{44}$, MPa</th>
<th>$\dot{\gamma}_0$, $s^{-1}$</th>
<th>$m$</th>
<th>$q_{\alpha\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>106430</td>
<td>60350</td>
<td>28210</td>
<td>0.010</td>
<td>0.005</td>
<td>1.40, if $\alpha \neq \beta$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.00, if $\alpha = \beta$</td>
</tr>
</tbody>
</table>

Table 2: Parameters of the two-term Voce hardening rules used in the CP calculations to determine the yield surface.

<table>
<thead>
<tr>
<th>$\tau_{c0}^\alpha$, MPa</th>
<th>$\tau_1$, MPa</th>
<th>$\theta_1$, MPa</th>
<th>$\tau_2$, MPa</th>
<th>$\theta_2$, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>27.00</td>
<td>24.85</td>
<td>183.81</td>
<td>29.17</td>
<td>40.95</td>
</tr>
</tbody>
</table>
Table 3: Components of the Yld2004-18p transformation tensors.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Cast and homogenized</th>
<th>Extruded</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c'_{12}$</td>
<td>1.0000</td>
<td>0.2015</td>
</tr>
<tr>
<td>$c'_{13}$</td>
<td>1.0000</td>
<td>0.7199</td>
</tr>
<tr>
<td>$c'_{21}$</td>
<td>1.0000</td>
<td>-0.2025</td>
</tr>
<tr>
<td>$c'_{23}$</td>
<td>1.0000</td>
<td>0.5182</td>
</tr>
<tr>
<td>$c'_{31}$</td>
<td>1.0000</td>
<td>-0.4494</td>
</tr>
<tr>
<td>$c'_{32}$</td>
<td>1.0000</td>
<td>0.5750</td>
</tr>
<tr>
<td>$c'_{44}$</td>
<td>1.0000</td>
<td>1.0296</td>
</tr>
<tr>
<td>$c'_{55}$</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$c'_{66}$</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Cast and homogenized</th>
<th>Extruded</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c''_{12}$</td>
<td>1.0000</td>
<td>1.0346</td>
</tr>
<tr>
<td>$c''_{13}$</td>
<td>1.0000</td>
<td>-0.1664</td>
</tr>
<tr>
<td>$c''_{21}$</td>
<td>1.0000</td>
<td>1.0885</td>
</tr>
<tr>
<td>$c''_{23}$</td>
<td>1.0000</td>
<td>0.8119</td>
</tr>
<tr>
<td>$c''_{31}$</td>
<td>1.0000</td>
<td>1.2441</td>
</tr>
<tr>
<td>$c''_{32}$</td>
<td>1.0000</td>
<td>0.6630</td>
</tr>
<tr>
<td>$c''_{44}$</td>
<td>1.0000</td>
<td>0.0001</td>
</tr>
<tr>
<td>$c''_{55}$</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>$c''_{66}$</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 4: Parameters of the two-term Voce hardening rule used in the phenomenological plasticity model.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\kappa_0$, MPa</th>
<th>$Q_1$, MPa</th>
<th>$\theta_1$, MPa</th>
<th>$Q_2$, MPa</th>
<th>$\theta_2$, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cast and homogenized</td>
<td>70.00</td>
<td>82.93</td>
<td>1820.17</td>
<td>129.96</td>
<td>299.04</td>
</tr>
<tr>
<td>Extruded</td>
<td>70.00</td>
<td>122.81</td>
<td>2151.39</td>
<td>51.35</td>
<td>84.99</td>
</tr>
</tbody>
</table>
Table 5: Parameters of the two-term Voce hardening rule used in the CP model.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \tau_0^c ), MPa</th>
<th>( \tau_1 ), MPa</th>
<th>( \theta_1 ), MPa</th>
<th>( \tau_2 ), MPa</th>
<th>( \theta_2 ), MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cast and homogenized</td>
<td>23.00</td>
<td>18.99</td>
<td>151.19</td>
<td>23.61</td>
<td>33.88</td>
</tr>
<tr>
<td>Extruded</td>
<td>28.00</td>
<td>40.17</td>
<td>292.75</td>
<td>12.72</td>
<td>6.40</td>
</tr>
</tbody>
</table>
Table 6: Parameters of the numerical models

<table>
<thead>
<tr>
<th>Specimen geometry</th>
<th>Number of elements in the anisotropic plasticity part</th>
<th>Number of elements in the $J_2$ plasticity part</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>149472</td>
<td>41520</td>
</tr>
<tr>
<td>Smooth 1/8&lt;sup&gt;th&lt;/sup&gt;</td>
<td>103054</td>
<td>9526</td>
</tr>
<tr>
<td>Notch 2 mm</td>
<td>56592</td>
<td>30136</td>
</tr>
<tr>
<td>Notch 0.8 mm</td>
<td>85788</td>
<td>23080</td>
</tr>
</tbody>
</table>
Table 7: Stress triaxiality in the middle cross section at fracture for simulations with different specimen geometries and material models.

<table>
<thead>
<tr>
<th>Specimen geometry</th>
<th>Material model</th>
<th>$\sigma^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>Yld2004-18p</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>CP-FEM</td>
<td>1.26</td>
</tr>
<tr>
<td>Notch 2 mm</td>
<td>Yld2004-18p</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>CP-FEM</td>
<td>1.91</td>
</tr>
<tr>
<td>Notch 0.8 mm</td>
<td>Yld2004-18p</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>CP-FEM</td>
<td>3.11</td>
</tr>
</tbody>
</table>
Figures

Figure 1: Geometries of the smooth and notched specimens where two values of the notch radius $R$ (2.0 mm and 0.8 mm) were tested.
Figure 2: Grain structure for cast and homogenized (left) and extruded (right) materials [40].
Figure 3: Orientation distribution function for cast and homogenized material (left) and extruded material (right). The sections in Euler angle space \((\varphi_1, \Phi, \varphi_2)\) are presented at \(\varphi_2 = 0^\circ, 5^\circ, 10^\circ, ..., 90^\circ\) with \(\varphi_1\) as abscissa and \(\Phi\) as ordinate. The level curves are shown at intensities 1, 2, 4, 8, 16, ... times random and the maximum intensity is given for each material [40].
Figure 4: Finite element mesh used in the parameter identification process.
Figure 5: Yield surfaces obtained with the full-constraint Taylor model for the cast and homogenized (left) and the extruded (right) materials.
Figure 6: True stress-strain curves from the experiment and the simulations used in the material model calibration for the cast and homogenized and the extruded materials.
Figure 7: Equivalent stress-strain curves obtained after a numerical fitting procedure for the cast and homogenized and the extruded materials.
Figure 8: RVE used for calibration of the two-term Voce hardening rule in the single crystal plasticity model.
Figure 9: Calibration of the CP model for the cast and homogenized and the extruded materials based on the experimentally obtained equivalent stress-strain curves.
Figure 10: Finite element meshes used in the tensile test simulations: smooth (top), 2 mm notch (middle) and 0.8 mm notch (bottom). Red colour is used for the parts modelled with $J_2$ plasticity and blue colour for the parts modelled with either anisotropic plasticity or single crystal plasticity.
Figure 11: Experimental average Cauchy stress vs. logarithmic strain for the cast and homogenized material (top) and the extruded material (bottom) obtained for smooth and notched specimens.
Figure 12: Geometry of fracture surface for the cast and homogenized material (left) and the extruded material (right): smooth specimens (top), 2 mm notch specimens (middle) and 0.8 mm notch specimens (bottom).
Figure 13: Force-diameter diagrams for the cast and homogenized material: smooth specimens (top) and notched specimens (bottom) with 2 mm (left) and 0.8 mm (right) notch radius in experiment and simulations using the phenomenological and crystal plasticity models.
Figure 14: Force-diameter diagrams for the extruded material: smooth specimens (top) and notched specimens (bottom) with 2 mm (left) and 0.8 mm (right) notch radius in experiment and simulations using the phenomenological and crystal plasticity models.
Figure 15: Smooth specimens (top) and notched specimens (bottom) with 2 mm (left) and 0.8 mm (right) notch radius in experiment and simulations using the phenomenological and crystal plasticity models: logarithmic strains in thickness vs. width directions for the experiment and simulations on the extruded material.
Figure 16: Cross-sections of the uniaxial tension (top), 2 mm notch (middle) and 0.8 mm notch (bottom) specimens from FEM simulations at strains approximately corresponding to fracture in the experiments with phenomenological plasticity (left) and crystal plasticity (right) for the cast and homogenized material.
Figure 17: Cross-sections of the uniaxial tension (top), 2 mm notch (middle) and 0.8 mm notch (bottom) specimens from FEM simulations at strains approximately corresponding to fracture in the experiments with phenomenological plasticity (left) and crystal plasticity (right) for the extruded material. The cross-section of the smooth specimen with crystal plasticity model is produced by mirroring the quarter cross-section used in the simulation.
Figure 18: von Mises equivalent plastic strain distribution in the middle cross-section of the specimens at the end of the tensile test simulation for the smooth specimen and extruded material using a) the phenomenological plasticity model and b) the crystal plasticity model. Same field presented for the specimen with 2 mm notch and c) the phenomenological plasticity model and d) the crystal plasticity model. The cross-section of the smooth specimen with crystal plasticity model is produced by mirroring the quarter cross-section used in the simulation.
Figure 19: Stress triaxiality distribution in the middle cross-section of the specimens at the end of the tensile test simulation for the smooth specimen and extruded material using a) the phenomenological plasticity model and b) the crystal plasticity model. Same field presented for the extruded material specimen with 2 mm notch and c) the phenomenological plasticity model and d) the crystal plasticity model. The cross-section of the smooth specimen with crystal plasticity model is produced by mirroring the quarter cross-section used in the simulation.