


2.2. DEEP LEARNING 19

by

L(θ) =
1

|S|
∑

(x,y)∈S

l(f(x; θ), y) (2.39)

The difference between the true cost and the empirical risk is referred to as the
generalization error. Given that calculating the true cost is usually not possible
in practice, it is approximated as the empirical risk using a test set Stest ∼ S for
Stest∩S = ∅. The test sect acts as a proxy for the true distribution S, and should
not be used to train. The case in which an algorithm has a high generalization
error is referred to as over-fitting, shown in Figure 2.7, and can for example arise
when a model has more parameters that the size of the dataset it is trained on.
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Figure 2.7: Over-fitting of a learning algorithm.

Stochastic Gradient Descent

The task of minimizing a loss function relative to some parameters, is by definition
one of optimization. Currently the most common optimization algorithms used
to train neural networks are some variant of stochastic gradient descent, or SGD.
SGD algorithms iteratively update the model parameters θ in the direction, in
parameter space, that most quickly reduces the empirical risk L. This direction
is given by the negative of the gradient of the loss with respect to the model
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parameters, where

∇θL(θ) =
1

|S|
∑

(x,y)∈S

∇θl(f(x; θ), y) (2.40)

The model parameters are then modified using the update

θi+1 ← θi − α∇θiL(θi), (2.41)

where α ∈ (0,+∞) is a parameter referred to as the learning rate, used to scale
the magnitude of the gradient. In order to guarantee the convergence of SGD the
value of α must be reduced throughout the optimization procedure by following

some schedule so that
∞∑
k

αk =∞ and
∞∑
k

α2
k <∞.

This variant of SGD is usually referred to as batch SGD. The empirical risk
and the necessary gradient can be calculated in O(S) time. As the size of current
datasets approach the billions samples, it becomes very inefficient to pay such
a high computational cost for each parameter update. Due to this and several
other reasons that will be discussed shortly, batch SGD is rarely used in practice.
In general, deep learning methods tend to be optimized using minibatch SGD,
often referred to simply as SGD. In SGD the empirical risk is estimated by using
a minibatch S′ of samples drawn uniformly from S with

∇θL(θ) =
1

|S′|
∑

(x,y)∈S′
∇θl(f(x; θ), y) (2.42)

The size of S′ is usually in the range between 1 and a few hundred and is
independent of S, resulting in a computational cost for estimating the loss in the
order of O(S′)� O(S).

The choice of batch size n = |S′| can have profound effects on the performance
of the learning algorithm. Increasing n by a factor of k, reduces the variance of
the estimate of the gradient proportional to 1

k [Bottou et al., 2016]. Having
a better estimate of the direction of the gradient allows the algorithm to take
larger steps in that direction by increasing the learning rate, however this step
size is limited by some constant dependant on the continuity of f [Bottou et al.,
2016]. This increase in batch size will increase the time required to calculate
the loss by a factor of k′. Intuitively, given that our estimate of the gradient
is limited to be a line, regardless of how good our estimate of the gradient is
at some point, the estimated gradient is only valid in locations relatively close
to our point of evaluation. Figure 2.8 shows the difference between computing
the estimate of the gradient at a single point with high accuracy and taking a
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large step, compared to taking two smaller steps by computing more inaccurate
estimates of the gradient twice.

It is therefore more computationally efficient to calculate multiple noisy esti-
mates of the gradient than calculating the gradient exactly at one point [Wilson
and Martinez, 2003], this is illustrated in Figure 2.8.
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Gradient
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Figure 2.8: Comparison of a single gradient estimate and update, with two gra-
dient estimates and updates.

Thanks to the parallel capabilities of modern compute hardware the time re-
quired to calculate the loss for a given batch size usually scales sub-linearly with
batch size, meaning that k′ ≤ k. The choice of n and α leads to a trade-off
between computational efficiently and sample efficiency in which we attempt to
maximize both by choosing n and α to simultaneously maximize k

k′ and minimize
L. These hyper-parameters are usually found empirically by experimenting with
multiple values, either using random search, grid search, or heuristic search.

Loss Functions

The loss function used to measure the quality of f directly defines the objective
of the network. For example for a network concerned with identifying whether
a picture contains a cat or not one might devise a loss function that gives a loss
of 0 for a correct identification and 1 for an incorrect identification (0-1 loss);
for a network designed to estimate the current temperature given a history of
temperatures an intuitive loss function may be the difference in the predicted
temperature and the actual temperature.
However not all loss functions have useful derivatives, for example the 0-1 loss
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has a gradient of either zero or undefined at all points. It is not always straight-
forward to design a loss function that correctly captures the desired dynamics
and simultaneously provides meaningful gradients for learning, there are however
a few that are widely used.

For regression tasks it is common to use the mean squared error (MSE) given
by

MSE(x, y) =
1

N

∑
n

(f(xn; θ)− yn)2 (2.43)

For classification tasks it is common to use the cross-entropy

H(y, x) = −
∑
n

yn log(f(xn; θ)). (2.44)

2.3 Deep Reinforcement Learning

The human brain is a finely tuned learning machine, we are able to interpret
very high-dimensional observations such as images and sounds, learn from very
sparse reward signals, and perform calculated and precise actions in the world.
It has been shown that human learning can be modelled as a combination of
model-based and model-free reinforcement learning [Dayan and Berridge, 2014],
while deep learning systems can reach human-like performance in image clas-
sification [He et al., 2015], and speech recognition [Xiong et al., 2016] tasks.
Combining these approaches may lead to algorithms that more closely resemble
human learning, our best example of intelligence.

Recent successes in the field of reinforcement learning have been a result
of combining standard reinforcement learning techniques that allow an agent
to learn from experience, with modern deep learning techniques which allow
the extraction of meaningful features from high dimensional data. However this
combination presents some important challenges:

• Deep learning requires thousands or millions of samples, in reinforcement
learning these sample must be generated by interacting with the world or
an emulator and is time-consuming.

• The learning rates used in deep learning must be small to ensure training
stability.

• The distribution that generates encountered samples is directly influenced
by the policy being learned, meaning that the network may never recover
from a bad update to the policy.
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• The supervised learning algorithms currently used to train deep neural net-
works assume that all training examples are independent from each other
and identically distributed (i.i.d.). In reinforcement learning the sequences
of states that an agent encounters are strongly correlated.

I will now present the current state-of-the-art within deep reinforcement learn-
ing, and how these challenges are addressed.

2.3.1 Deep Q Learning

Mnih et al. [2013] introduced Deep Q-Networks (DQN), which represent a Q-
function as a convolutional neural network. They are able to train a reinforcement
learning agent that learns to play seven different Atari 2600 games directly from
screen input. DQN uses the Q-learning algorithm presented in 2.1.2 with a few
very important changes. DQN makes use of a target network with parameters θ−

to generate targets for Q function, and replaces the update in Equation (2.12)
with

Q(st, at; θ)← Q(st, at; θ) + α
[
rt+i + γmax

a′
Q(st+1, a

′; θ−)−Q(st, at; θ)
]

(2.45)

The weights θ− are update with the weights θ every few thousand updates,
and kept fixed otherwise, which helps stabilize the learning algorithm.
They use experience replay, in which the 4-tuple representing agent’s experiences
(st, at, rt, ss+1) is stored in a database of a fixed size, referred to as a replay
memory. The agent then learns by uniformly sampling experiences from the
replay memory and applying the Q-learning update in Equation (2.45) to the
sampled data. This presents several benefits over standard on-line Q-learning:

1. experiences are potentially used in more than one update

2. the correlation between samples uses to update the Q-network is broken

3. removing the feedback loops between policy updates and the distribution
of encountered states

4. learning can be parallelized

Experience replay comes with a few drawbacks, it can only be used with off-policy
learning algorithms that can update from data generated by a different policy,
and it requires more memory and computation per experience.

The CNN used in DQN uses two convolutional layers, the first has 16 8 × 8
filters with a stride of 4 and applies a ReLU non-linearity, the second layer has 32
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filters of size 4×4 and a stride of 2 with a ReLU non-linearity. The convolutional
layers are followed by a fully connected layer with 256 hidden units and a ReLU
non linearity, finally the output layer is a fully connected layer with one linear
output for each valid action, as shown in Figure 2.9.
The input to the network is a 84 × 84 × 4 tensor of the last four frames in the
Atari emulator resized to 84 × 84 pixels and transformed to grayscale. DQN
agents required 12-14 days of training on a powerful GPU.

Figure 2.9: Illustration of the architecture used by Mnih et al. [2013].

Prioritized Experience Replay

Significant improvements over DQN can be achieved by sampling experiences
from the replay memory in a non-uniform way. Schaul et al. [2015] assign a
probability P (i) to all samples in the replay memory, where

P (i) =
pαi∑
k p

α
k

(2.46)

for some constant α. The authors experiment with pi = |δi|+ ε and pi = 1
rank(i) ,

where δi is the td error for that experience, and rank(i) is the rank of that
experience given by it’s td error.
This technique significantly improves the sample efficientcy and performance of
the algorithm in the Atari domain. To this date, some of the scores presented
remain as the state-of-the-art.
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General Reinforcement Learning Architecture

Nair et al. [2015] present the Gorila, a distributed architecture for deep reinforce-
ment learning. The architecture is divided into four main components: multiple
actors with their corresponding environment instances with each actor main-
taining a replica of the centralized Q-network, a local per-actor replay memory
and globally shared replay memory shared amongst all actors, a set of parameter
servers that maintain a distributed representation of the Q-network, and multiple
learner processes that sample experiences from the replay memory and update
the parameters of the Q-network. Nair et al. [2015] follow the same model ar-
chitecture presented in Mnih et al. [2015]. Their system is implemented using
100 actors distributed across 100 machines, in addition to 30 machines used as
parameter servers. They are able to reach the performance of Mnih et al. [2015]
in 38 games within 36 hours of training, and achieve their final performance after
4 days of training.

2.3.2 Deep Policy Gradient Algorithms

Policy gradient algorithms can also be adapted for use with deep learning models,
and have been shown to outperform value based methods in some domains.

Deep Deterministic Policy Gradients

The notion of combining actor-critic algorithms with deep learning models was
first explored in Lillicrap et al. [2015]. In this paper the authors present DDPG,
an off-policy actor-critic algorithm featuring a deterministic policy, and deep
neural networks to approximate the value function and policy. Following the
techniques from Mnih et al. [2013], DDPG has slowly evolving target networks
for both the value function and the policy which improves training stability, as
well as a replay memory from which it samples experiences for learning. The
critic is a Q function and is updated with the MSE of the Q learning target. The
critic is updated with the deterministic policy gradient [Silver et al., 2014]

∇θη = Es∼πθ [∇θπ(st|θ)∇atQ(st, at)] . (2.47)

DDPG achieves strong results in multiple continuous control tasks.

Asynchronous Advantage Actor-Critic

Mnih et al. [2016] combine deep neural networks with an on-policy advantage
actor-critic algorithm with a stochastic policy. The actor network parameters are
updated with RMSProp by following the direction of greatest ascent of the policy
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gradient, while the critic network parameters follow the direction of greatest
descent given by the gradient of the MSE loss of the value function. For both
the actor and the critic, the return is estimated with the n-step return given by

R̃
(n)
t =

n−1∑
i=0

γirt+1 + γnV (st+n; θv). (2.48)

The A3C algorithm is implemented with an asynchronous framework that
shares many similarities with Nair et al. [2015], but is implemented on a single
machine. Each actor is run on a separate CPU thread, and has access to its
own environment instance, in addition to a copy of the model parameters. The
framework maintains a central copy of the model parameters that the different
actors can asynchronously update and synchronize from.

They show that the multiple parallel actors have a stabilizing effect on the
training process, and are able to successfully train a one-step Q-learning agent
(DQN), an n-step Q-learning agent, a one-step Sarsa agent without the need for
experience replay.

A3C is able to achieve state-of-the-art performance on 19 Atari 2600 games
by training for 4 days on a 16 core CPU. A3C is tested with two different CNN
architectures. The first architecture is similar to DQN [Mnih et al., 2013], where
the output layer for the Q-network is modified to output the policy and an out-
put layer for the value function is added. The authors motivate the shared layers
between the policy and the value network by noting that the features the network
must learn in order to decide the best action, and to estimate the value of a state
are probably similar. The second architecture experimented with in A3C includes
a recurrent layer of 256 LSTM neurons placed between the final fully connected
layer and the policy and value network layers. The recurrent architecture is able
to outperform the feedforward architecture by a large margin in most games.

Parallel Advantage Actor-Critic

Clemente et al. [2017] introduce an advantage actor-critic algorithm that can
be efficiently implemented on a GPU, allowing for reduced training times. The
algorithm maintains a set of ne environments and a singe neural network. Actions
for all environments are queried simultaneously from the policy, and applied to
all environments in parallel. The experience from all environments is gathered
and used to calculate the gradient to update the network.
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Actor-Critic with Experience Replay

Wang et al. [2016] introduce ACER, an off-policy advantage actor-critic algorithm
based on A3C [Mnih et al., 2016] that is able to reuse old experiences by main-
taining a replay memory, similar to the one used in in DQN [Mnih et al., 2013].
Targets are calculated in a similar fashion to A3C, but the return is estimated
using the n-step off-policy algorithm Retrace [Munos et al., 2016]

Qret(st, at) = rt+γmin

(
c,
π(at+1|st+1)

β(at+1|st+1)

)[
Qret(st+1, at+1)−Q(st+1, at+1)

]
+γV (st+1)

(2.49)
where c is a constant, Q(s, a) is the current estimate of the Q function, V (s) =∑
a′
Q(s, a′)π(a′|s) and β is the policy that generated the samples. The Q function

is then updated with Qret as a target, and the policy is updated with the gradient

∇θηπθ ≈ min

(
c′,
π(at|st)
β(at|st)

)
[Qret(st, at)− V (st)]∇θ log π(at|st, θ) (2.50)

where c′ is a constant.
The min used above limits the importance sampling ratio to the range [0, c]
which reduces the variance of the estimates, however they introduce a bias. This
is addressed by using a bias correction term to the policy gradient.
ACER further constrains the policy gradient so that DKL[π(·|st, θa)||π(·|st, θ)] ≤
δ where δ is a constant, θa is the policy parameters after updating the policy
using the policy gradient. DKL is the Kullback-Leibler divergence given by

DKL(P ||Q) =
∑
i

P (i) log
P (i)

Q(i)
(2.51)

which is a measure of how one probability distribution diverges from another.
When tested on the Atari domain, ACER is able to outperform both A3C and
DQN, while requiring significantly fewer samples.

Unsupervised Reinforcement and Auxiliary Learning

Jaderberg et al. [2016] is another A3C based algorithm that improves sample effi-
ciency by storing experiences in a replay memory and reusing them a clever way.
In addition to performing policy gradient learning on the policy and value func-
tion regression, UNREAL performs four additional learning tasks on the same
data. All tasks share most of the parameters with the policy network, in addition
to task-specific parameters.
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The simplest task is Value Function Replay, in which a set of experiences are
sampled from the replay memory and used to perform off-policy value function
regression. The second task is Reward Prediction, where the network is given
three consecutive frames and must predict whether the next frame will result in
a positive, negative or zero reward. For this task the sampled experiences are
skewed, so that rewarding and non-rewarding experiences are encountered with
the same probability. The final two tasks are quite similar and only one of them
is used for a given configuration. For Pixel Control each frame is divided into a
20× 20 grid of non-overlapping 4× 4 cells. Then 20× 20 Q functions are trained
where the instantaneous reward for that cell is given by the average absolute dif-
ference in value from the previous frame, where the average is taken over pixels
and channels in the cell. The motivation of this task is for the network learn how
its actions affect the world. Feature Control learns a Q function for each unit of
a specific hidden layer, where the reward is given as a function of the activation
of that unit. The motivation behind this task is to help the network learn the
effect its actions have on its own activations.

Pixel Control alone greatly improves upon the sample efficiency and perfor-
mance of A3C. Reward Prediction also gives a significant improvement, while
value function replay results in only a modest improvement.
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Related Work

Similar approaches to the one I propose have been used for policy distillation
and transfer learning. Policy distillation is when a dataset of state action pairs is
available, and the task is to create a system that is able to emulate the observed
behaviour and hopefully generate reasonable actions for states the system has
never seen. Transfer learning is the task of using the knowledge a system has
acquired when trained for a task to improve the training of the system on a
different, but usually related, task.
Rusu et al. [2015] use a trained DQN [Mnih et al., 2015] network to generate
a dataset ST = {(si,qi)}Ni=0 of state and q-value tuples. Then train a neural
network with parameters θ with supervised learning on this dataset. The authors
test three different objectives:

Minimizing the negative log-likelihood of the best action a∗i = argmax(qi)

LNLL(ST , θ) = −
|ST |∑
i=1

logP (ai = a∗i |si, θ) (3.1)

Minimizing the mean squared error with the q values

LMSE(ST , θ) =

|ST |∑
i=1

||qi −Q(·, si|θ)||22 (3.2)

Minimizing the KL divergence with temperature τ

LKL(ST , θ) =

|ST |∑
i=1

softmax(
qi
τ

) log
softmax(qi

τ )

softmax(Q(·, si|θ))
(3.3)

29
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The KL divergence loss achieved the best performance closely followed by the
negative log-likelihood loss and both matched or surpassed the performance of
the original network. The mean squared error loss produced the worst perfor-
mance.
The authors also try policy distillation during training, and are able to match
the performance of DQN.

Parisotto et al. [2015] use a set of teacher DQN network trained on different
tasks to generate a dataset ST = {(si,qi,hi)}Ni=0 where si and qi are as in Rusu
et al. [2015], and hi is the vector of activations of a given layer in the teacher
network. The authors then train two neural networks, a q network with paramters
θ and a feature regression network with parameters θf .
The q network is trained to minimize the cross entropy

LCE(ST , θ) = −
|ST |∑
i=1

softmax(qi) log (softmax(Q(·, si|θ))) (3.4)

and the feature regression network fi(h(si|θ); θf ) attempts to predict the
teacher hidden states hi from the activations h(si|θ) of a given hidden layer of
the q network. The feature regression network is trained to minimize the squared
error

LF (θ, θf ) = ||fi(h(si|θ); θf )− hi||22 (3.5)

and the gradients are backpropagated back to the q network. These two losses en-
courage the q network to not only match the same policy as the teacher networks,
but also to encode similar information as the teacher networks in its activations.
Without the feature regression network, the q network is able to match the per-
formance on 7 out of the 8 Atari games of the teacher networks using 10% of
samples required to learn a single teacher network. The use of the feature re-
gression network was shown to help in some games, but hinder learning in others.

Pritzel et al. [2017] present fully differentiable semi-tabular deep q learning
agent that greatly increases sample efficiency. The agent uses the same convo-
lutional neural network presented by Mnih et al. [2015] with the output layer
removed. In addition, the agent maintains a dictionary Di mapping keys h to q
values q for each available action, where i is the index of the action.

Learning is quite different from other deep q learning algorithms. When a
new state is encountered it is passed through the neural network to produce a
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key h. Then the q value for all actions is calculated by

Qi =
∑
qj∈Di

wjqj (3.6)

where wj is the weight given by

wj =
k(h, hj)∑

m
k(h, hm)

(3.7)

and k(h, hj) is an appropriate similarity metric between two keys. Meaning that
the q value for a given state-action pair is the weighted average of all the q values
of that action.

If a key h is already present in the dictionary, then its value is updated with
the standard tabular q learning rule

Qi ← Qi + α(Q(N)(s, a)−Qi) (3.8)

where Q(N)(s, a) is the n-step estimate of the q value. If the key is not in the
dictionary, then the key and value pair is simply appended to it. In order to
make the agent scalable with an increasing dictionary, the similarity metric is
computed the all elements of the dictionary and only the p most similar entries
are used in Equation 3.6.
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Chapter 4

Model

In this section a novel algorithm to combine reinforcement learning and deep
learning is introduced.

Standard deep policy gradient methods represent the policy and the value
functions as neural networks. Samples are gathered by interacting with the en-
vironment. Stochastic gradient ascent in used to train the policy network by
following the direction given by the policy gradient theorem

∇θη = Rt(st|θv)∇θ log π(at|st; θ) (4.1)

and the value network is trained with stochastic gradient descent by following
the gradient of a

∇θvη = ∇θvLv(Rt(st|θv), Rtarget
t ) (4.2)

I propose to divide the policy into two parts. First a neural network with
parameters θ using the current state as input generates a parameter vector
f(st|θ) = φt. Then, the policy is obtained by applying a deterministic func-
tion σ to φt so that π(·|st, φt) = σ(φt). With this parametrization, reinforcement
learning can be used to find the vector of parameters

φ′t = φt + αφ∇φη (4.3)

that improves the current policy. Above, η is the return of the policy. Supervised
learning in the form

θ ← θ − αθ∇θL(φt, φ
′
t) (4.4)

33
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is used to train the neural network with φ′t as its target.

Network targets φ′ can be stored in a buffer and reused multiple times with-
out importance sampling. However as the policy improves, the targets stored in
the buffer no longer improve the current policy. Due to this, targets must be
removed from the buffer after a certain number of timesteps.

This optimization procedure also allows αφ to be much larger than αθ since
no gradients are backpropagated into the network when calculating φ′, which can
lead to a faster evolving policy. Additionally, expensive methods can be used to
calculate ∇φη since in general φ is several orders of magnitude smaller than θ.

This method can be motivated in multiple ways. It can be seen as policy
distillation, where the teacher policy is the current policy after one step of SGD.
Alternatively it can be thought of as a semi-tabular method, where the network
targets φ′ in the buffer are a tabular representation of the policy and supervised
learning is performed on the network to match the tabular policy.

4.1 Parametrizing the policy

The naive way of parametrizing the policy would be to use a vector φt = βs, so
that π(a|s, βs) = βs,j where j is the index of the selected action. For convenience
I will write βs as β below.

The policy gradient with respect to βs is then given by
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∇βη = A(at, st)∇β log(π(at|st, β)) (4.5)

∇βη = A(at, st)∇β log(βj) (4.6)

∇βη =
A(at, st)

βj
∇ββj (4.7)

For index j 4.5 becomes (4.8)

∇βjη =
A(at, st)

βj
∇βjβj (4.9)

∇βjη =
A(at, st)

βj
(4.10)

∇βi6=jη =
A(at, st)

βj
∇βiβj (4.11)

∇βi6=jη = 0 (4.12)

This can be written in vector notation as (4.13)

∇βη = A(at, st)ej · β−1 (4.14)

where

ej,l =

{
1, if l = j

0, otherwise

and [β−1]l = 1
βl

for all βl ∈ β.

The range of ∇βjη is [−∞,∞]. In addition, only the probability of the chosen
action is updated. This means that using this estimate of the policy gradient to
update the policy may change the policy infinitely, and even worse, result in a
policy that is no longer a probability distribution.

The parametrization I have chosen to use, is to represent the policy as the
softmax of a vector φt ∈ [−∞,∞] , which I will write as φ, for each state so that

π(at|st, φ) =
eφj∑
n e

φn
(4.15)

π(at|st, φ) = σ(φ)j (4.16)

The vector φ is referred to as the logits of the softmax. As I will later show, this
parametrization results in a policy that is always a valid probability distribution,
and gradients that are bound to a specific range.
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4.2 Optimizing the Weights of the Neural Net-
work

With the chosen parametrization in mind, multiple methods for optimizing θ may
be devised. I will focus mainly on two methods; using the vector φ′ directly as the
target for the network, and using the target policy π(·|st, φ′) = σ(φ′) generated
from the target vector as the network target.

4.2.1 Logit Target

The network weights can be updated to minimize the mean squared error be-
tween φ and φ′. However this is equivalent, within a constant factor, to simply
performing gradient descent on the negative policy gradient. The proof of this
can be seen in Appendix A. This method would be exactly the same as standard
policy gradient methods used in deep reinforcement learning [Mnih et al. [2016],
Wang et al. [2016], Clemente et al. [2017]].

4.2.2 Policy Target

The network weights can alternatively be updated to minimize the cross-entropy

H(π(·|st, φ′), π(·|st, φ)) = −
∑
i

π(ai|st, φ′) log π(ai|st, φ) (4.17)

between the current policy π(·|st, φ) and target policy π(·|st, φ′).

The standard approach is to use the policy gradient to update network pa-
rameters directly. This can result in infinitely large updates, while the use of this
cross-entropy target results in gradients bounded to the range [−1, 1].

The policy gradient with respect to the vector φ is then given by

∇φtη = A(at, st)∇φt log(σ(φt)j) (4.18)

By expanding the gradient we find

∇φη =
A(at, st)

σj
∇φσ(φj) (4.19)

(4.20)
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The derivative of the softmax function is given by

∇φσ(φ)j = σ(φ)j(ej − σ(φ)) (4.21)

the proof of this is shown in Appendix B.

∇φη =
A(at, st)

σ(φj)
σ(φj)(ej − σ(φ)) (4.22)

∇φη = A(at, st)(ej − σ(φ)) (4.23)

(4.24)

By applying gradient ascent using the policy gradient we define

φ′ = φ+ α∇φη (4.25)

We can then use φ′ as a target policy given the current state, and train the
neural network with the cross entropy loss given by H(σ′, σ).

For brevity I will write σ′(φ) as σ′ and σ(φ) as σ

H(σ′, σ) = −
∑
j

σ′j log(σj) (4.26)

∇φH(σ′, σ) = −∇φ
∑
j

σ′j log(σj) (4.27)

∇φH(σ′, σ) = −
∑
j

log(σj)∇φσ′j + σ′j∇φ log(σj) (4.28)

∇φH(σ′, σ) = −
∑
j

log(σj)∇φσ′j −
∑
j

σ′j
∇φσj
σj

(4.29)

∇φH(σ′, σ) = −
∑
j

log(σj)∇φσ′j −
∑
j

σ′j
σj(ej − σ)

σj
(4.30)

∇φH(σ′, σ) = −
∑
j

log(σj)∇φσ′j −
∑
j

σ′jej + σ
∑
j

σ′j (4.31)

∇φH(σ′, σ) = −
∑
j

log(σj)∇φσ′j + σ − σ′ (4.32)

(4.33)
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When calculating ∇φH(σ′, σ), σ′ is considered to be a constant relative to σ,
from this follows that

∂φ′

∂φ
= 0 (4.34)

and therefore

∂σ′

∂φ
= 0 (4.35)

By substituting this above, we can reduce the equation to

∇φH(σ′, σ) = σ − σ′ (4.36)

The range of both σ′ and σ is [0, 1], from this it follows that

0 ≤ ∇φH(σ′, σ) ≤ 1 (4.37)

The range of A(at, st) is [−∞,∞], and the range of σi is [0, 1], therefore

−∞ ≤ ∇φη ≤ ∞ (4.38)

4.3 Proposed Algorithm

I propose a deep reinforcement learning algorithm that optimizes the weights of
the neural network by using the target logits φ′ directly. Algorithm 1 is a general
algorithm, where any policy gradient estimate ∇φη and any loss functions L and
Lv could be used.
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Algorithm 1

Initialize timestep counter N = 0, policy weights θ and value weights θv
Initialize buffer B
Sample initial state s0
for i ∈ {0,1,...,Tmax} do

Sample action at from the policy π(·|st; θ)
Perform action at and observe state st+1 and reward rt+1

Calculate target φ′
t = φt + αφ∇φη

Add (st, φ
′
t) to buffer B

Update θ ← θ − απ∇θL(φ, φ′)
Update θv ← θv − αv∇θvLv(θv)
for j ∈ {0,1,...,nr} do

Sample M (s, φ′) tuples from B

Update θ ← θ − απ′ 1
M

M∑
m=0

∇θL(φm, φ
′
m)

end for
end for



40 CHAPTER 4. MODEL



Chapter 5

Experiments

Throughout this section I will explore the performance of the proposed method
with varying hyper-parameters, and compare it to other similar approaches.

5.1 Setup

All experiments are based on the open source PAAC [Clemente et al., 2017]
implementation provided at https://github.com/Alfredvc/paac.
Experiments are run using TensorFlow version 1.0.1, and Python version 3.5.2.
The experiments will be run using the Arcade Learning Environment [Bellemare
et al., 2013], an Atari 2600 emulator. A frame from the emulator is shown in

Figure 5.1: Sample frame from the game of Pong.

Figure 5.1. The game of Pong was chosen for all experiments. This is because
this environment is significantly more challenging than other common benchmark

41
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reinforcement learning benchmark, such as Cart Pole and Mountain Car, while
only requiring a few hours of training.

5.2 Implementation

To test the proposed algorithm I will implement an advantage actor-critic algo-
rithm based on PAAC [Clemente et al., 2017]. The policy and value networks
are implemented as a single convolutional neural network, with a softmax output
layer for the policy and a linear output layer for the value. The first layer of the
network has 16 filters of size 8× 8× 4 and a stride of 4. The second layer has 32
filters of size 4 × 4 × 16 and a stride of 2. The policy layer has 4 units, one per
action. And the value layer has a single unit.
Following the procedure of Clemente et al. [2017] each action is repeated 4 times,
and the per-pixel maximum value from the two last frames is used as the input to
the neural network. The emulator provides frames of size 210× 160 and 3 color
channels. The frames are rescaled to 80×80 pixels and the colors are transformed
to grayscale.

Figure 5.2: Sample input to the network.

The value function parameters θv are updated with stochastic gradient decent,
following the gradient given by

∇θvLv(θv) = ∇θv
(
Q(5)(st, at; θ, θv)− V (st; θv)

)2
(5.1)

where Q(5) is the 5-step estimate of the Q function, and the policy parameters
are updated by stochastic gradient descent, following the gradient given by

∇θL(φt, φ
′
t) = H(π(·|st, φ′), π(·|st, φ)) (5.2)
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5.2.1 Experience Replay

The algorithm I propose reuses information gathered from previous experiences
to aid learning and increase sample efficiency. In reinforcement learning, this is
referred to as experience replay. In order to compare my method to standard
experience replay, I implement an off-policy version of PAAC [Clemente et al.,
2017]. Experiences are used for on-policy updates when they are experienced,
and then stored in a replay memory to be reused in the future.

This novel implementation takes inspiration from the work of Wang et al.
[2016], using truncated importance sampling and Retrace [Munos et al., 2016]
estimates of the value function. Below, π is the current policy and β is the policy
that generated the sample. The truncated importance sampling ratio is given by

pt = min

(
1,
π(at|st; θ)
β(at|st)

)
(5.3)

and the off-policy n-step estimate of the value function is given by

V (N)(st) =

t+N∑
τ=t

rτγ
τ−t

τ∏
i=t

pi + γNV (st+N ; θv) (5.4)

Finally, the policy is updated in the direction of greatest ascent given by the
truncated off-policy policy gradient

∇θη = min

(
10,

π(at|st; θ)
β(at|st)

)
∇θ log π(at|st; θ)[V (N)(st)− V (st; θv)] (5.5)

5.3 Results

In this section I start by evaluating the proposed algorithm’s performance, then
the effect of the hyperparameters introduced in the algorithm, and finally com-
pare its performance to the PAAC algorithm. All tests are performed on the
game of Pong.

First I performed a grid search across multiple orders of magnitude to find
an appropriate learning rate for the policy loss απ, and the learning rate of the
targets αφ. The learning rate for the value network αv is kept the same as in
Clemente et al. [2017].

The best performing hyperparameters were απ = 0.1 and αφ = 1.0. During
the hyperparameter search, it was discovered that different learning rates must
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be used for updates with on-policy and off-policy data. This introduced a new
hyperparameter απ′ that is the learning rate for the policy loss when using tar-
gets from the replay memory. The best value found for this hyperparameter was
0.01. The average of 3 runs using these hyperparameters can be seen in Figure 5.3.

Figure 5.3: Average performance of three runs with the best found hyperparam-
eters.

Targets are reused by sampling (s, φ′) tuples from the the replay memory,
and updating the network with the sampled tuples. This is done nr times per
iteration of the algorhtm. To understand the usefulness of reusing targets, tests
were run with nr ∈ {0, 1, 2, 4, 8, 16}. As can be shown in Figure 5.4 more off-
policy updates reduces the amount of timesteps needed for reach a given average
rewards, however doing this more than once per iteration results in diminishing
returns. The best sample efficiency is observed when performing 16 off-policy
updates per iteration.

As mentioned before, old targets must be thrown out after some time. To ex-
amine how long targets could be kept, tests were run where targets were kept for
10, 100, 1000, and 10000 timesteps and a single off-policy update was performed
per iteration. The tests shown in Figure 5.5 show that targets should be removed
from the replay memory after 100 timesteps.
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Figure 5.4: Average performance of three runs, using different amount of target
reuse.

Figure 5.5: Performance keeping targets for different amounts of timesteps



46 CHAPTER 5. EXPERIMENTS

5.3.1 PAAC Baseline

To evaluate how the proposed algorithm compares to current state of the art al-
gorithms, it is necessary to have a baseline algorithm to compare it to. Given that
the proposed algorithm’s implementation was based on PAAC [Clemente et al.,
2017], it was also used as a baseline. Tests were run on the game of Pong with
the standard hyperparameters presented in PAAC. Three tests were run with
this setup, the results are shown together with the proposed algorithm without
target reuse in Figure 5.6. Both algorithms show very similar performance, with
the proposed algorithm performing slightly better.

Figure 5.6: Performance of the proposed algorithm and PAAC on the game of
Pong.

One of the benefits of the proposed algorithm, is that it does not require
importance sampling in order to reuse old experiences. Standard off-policy rein-
forcement learning algorithms require importance sampling, since experiences are
aquired using a policy that is no longer the current policy. Importance sampling
can lead to instabilities, and techniques such as Retrace [Munos et al., 2016] and
truncation [Wang et al., 2016] must be used. To evaluate the effect of importance
sampling in standard reinforcement learning algorithms tests were run on my off-
policy PAAC implementation with different replay memory sizes, both with and
without importance sampling.
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Figure 5.7 shows the performance of off-policy PAAC with and without impor-
tance sampling. It is clear from these tests that importance sampling is essential
for the convergence of the algorithm. The best performance is achieved when
storing targets for over 1000 timesteps. PAAC is able to learn without impor-
tance sampling when experiences are only kept for up to 100 timesteps, and
catastrophic divergence if they are kept for any longer. This is because the pol-
icy changes slowly, therefore the current policy is still similar to the behavioural
policy.

Figure 5.7: Performance of off-policy PAAC without (left), and with (right)
importance sampling, for multiple replay memory sizes..
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Chapter 6

Discussion

In this section we explore the results of the experiments, and the importance
of these results. At the time of writing PAAC [Clemente et al., 2017], it was a
state of the art algorithm in the Atari domain. Both the proposed algorithm and
the off-policy version of PAAC implemented in this thesis offer between two and
three times the sample efficiency of the original PAAC algorithm.

It is clear from the results of the performed experiments that without reusing
targets the proposed algorithm can match and even surpass the performance of
on-policy PAAC. Off-policy PAAC does show better performance than the pro-
posed algorithm, even when reusing targets 16 times per iteration. While it may
seem that this indicates that off-policy PAAC is superior, that is not the case.
The target reuse in the proposed algorithm is conceptually different from the
off-policy updates performed with off-policy PAAC. When targets are generated,
they specify a point in policy space that is better than the current location of
the policy in policy space. In other terms, a target specifies a distribution over
actions for the current state that would lead to a higher return than the current
distribution over actions dictated by the current policy. When an update is per-
formed, the current policy is moved in a direction that is closer to the target,
and no changes are made to the target. The off-policy PAAC samples the raw
experiences, represented as (st, at, π(at|st), st+1, rt+1) 5-tuples and from this di-
rectly calculates a gradient that would steer the policy so that it leads to a higher
return after performing an update. This can be thought of as re-calculating the
targets on every update. The proposed algorithm is able to reuse targets without
re-calculating them.

Target reuse and off-policy updates can be combined to increase sample effi-
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ciency even further. Instead of only storing state-target tuples in the buffer, the
tuple representing the experience can be stored alongside the state-target tuple.
Once a target becomes stale, instead of removing it from the buffer the targets
can be generated once again with for example an off-policy estimate of the policy
gradient. The old state-target tuple can then be updated with the new target,
and used for updates until it becomes stale again.

The PAAC baseline uses standard policy gradient updates, which may re-
sult in gradients that are infinitely large. Due to this, gradient clipping must
be applied to the gradients before updating the network parameters. Gradient
clipping reduces the magnitude of the gradient across all its dimensions so that it
is below some threshold. This does lead to gradients that are bounded, however
information is lost in the process. Given that the magnitude of a vector is given
by

||v||2 =

√∑
i

v2
i (6.1)

even if only a single dimension of the gradient is excessively large, all the dimen-
sions of gradient must be scaled down by some factor. This means that after
the clipping is performed, almost all the information in the gradient will be lost,
except for the largest dimension. The proposed algorithm avoids this issue com-
pletely, as the gradients are guaranteed to be within the range [−1, 1].



Chapter 7

Conclusion and Future
Work

The proposed algorithm explores a novel way of combining reinforcement learning
algorithms with the powerful function approximation offered by deep learning.
Reinforcement learning is used to calculate policy targets that lead to better re-
turns, and then standard supervised learning methods can be used to train a
neural network to match the targets. The proposed algorithm is able to match
the performance of PAAC in the game of Pong, while requiring fewer interactions
with the environment.

Supervised learning in neural networks is well understood, there exists a mul-
titude of tools to aid in their training, and an abundance of documentation on
best practices and techniques to build successful models. Deep reinforcement
learning algorithms on the other hand are a relative new invention, they are
usually complex, and difficult to reason about. By decoupling the reinforcement
learning and deep learning components of these algorithms, it is possible to rea-
son about them in isolation.

This separation also provides a clean interface between the two components,
the policy targets. This allows for great flexibility when choosing both the re-
inforcement learning and the deep learning algorithm. Multiple reinforcement
learning algorithms could be used simultaneously under training to generate the
targets, something that would be difficult to do with standard deep reinforcement
learning algorithms.

This general algorithm could also be used in partially observable domains,
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where we wish to train an agent to perform well in an environment in which it
does not have access to the whole state. For example in the game of poker. A
reinforcement learning algorithm can be allowed full access to the state, in the
case of poker access to the other player’s cards, and use this information to gen-
erate optimal targets. A neural network can then be trained using a limited state
information, in the case of poker only the agent’s cards and the board, to match
the targets provided by the reinforcement learning algorithm with full state ac-
cess. The resulting algorithm is able to use knowledge of the full state to learn,
but act only using the partial state it as access to.
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Appendix A

The proof that using a mean squared error with logit targets is equivalent, within
a constant factor, to using the policy gradient directly is as follows

MSE(φ, φ′) =
1

N

∑
n

(φn − φ′n)2 (A.1)

∇φMSE(φ, φ′) =
1

N

∑
n

∇φ(φn − φ′n)2 (A.2)

∇φMSE(φ, φ′) =
2

N

∑
n

(φn − φ′n)∇φ(φn − φ′n) (A.3)

(A.4)

from Equation 4.25 we have that

φ′ = φ+∇φη (A.5)

∇φMSE(φ, φ′) =
2

N

∑
n

(φn − φn − α∇φη)∇φφn (A.6)

∇φMSE(φ, φ′) =
−2α∇φη

N

∑
n

en (A.7)

(A.8)

where

ej,l =

{
1, if l = j

0, otherwise

∇φMSE(φ, φ′) =
−2α

N
∇φη (A.9)

(A.10)
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Appendix B

The derivative of the softmax function can be derived as follows

σ(φ)j =
eφj∑
n e

φn
(B.1)

∇φσ(φ)j = ∇φ
(
eφj (

∑
n

eφn)−1

)
(B.2)

∇φσ(φ)j = (
∑
n

eφn)−1∇φeφj + eφj∇φ(
∑
n

eφn)−1 (B.3)

∇φσ(φ)j =
∇φeφj∑
n e

φn
− eφj

∑
n∇φeφn

(
∑
n e

φn)−2
(B.4)

(B.5)

the jth component of the gradient is given by

∂σ(φ)j
∂φj

=
eφj∑
n e

φn
− eφjeφj

(
∑
n e

φn)−2
(B.6)

(B.7)

using the definition of the softmax function

∂σ(φ)j
∂φj

= σ(φ)j(1− σ(φ)j) (B.8)

∂σ(φ)j
∂φi 6=j

= − eφjeφi

(
∑
n e

φn)−2
(B.9)

∂σ(φ)j
∂φi 6=j

= −σ(φ)jσ(φi) (B.10)

(B.11)
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this can be written in vector notation as

∇φσ(φ)j = σ(φ)j(ej − σ(φ)) (B.12)

where

ej,l =

{
1, if l = j

0, otherwise
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