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Abstract
Countries are known to follow diverse pathways of life expectancy and carbon emissions, but little is known about factors driving these dynamics. In this letter we estimate the cross-sectional economic, demographic and geographic drivers of consumption-based carbon emissions. Using clustering techniques, countries are grouped according to their drivers, and analysed with respect to a criteria of one tonne of carbon emissions per capita and a life expectancy over 70 years (Goldemberg’s Corner). Five clusters of countries are identified with distinct drivers and highly differentiated outcomes of life expectancy and carbon emissions. Representatives from four clusters intersect within Goldemberg’s Corner, suggesting diverse combinations of drivers may still lead to sustainable outcomes, presenting many countries with an opportunity to follow a pathway towards low-carbon human development. By contrast, within Goldemberg’s Corner, there are no countries from the core, wealthy consuming nations. These results reaffirm the need to address economic inequalities within international agreements for climate mitigation, but acknowledge plausible and accessible examples of low-carbon human development for countries that share similar underlying drivers of carbon emissions. In addition, we note differences in drivers between models of territorial and consumption-based carbon emissions, and discuss interesting exceptions to the drivers-based cluster analysis.
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1. Introduction
To avoid ‘dangerous climate change’ it is becoming increasingly clear that immediate and sustained reductions in carbon emissions are required by nations (Anderson and Bows 2008, Peters et al 2011). For developing and transitioning countries, a current challenge is how to mainstream emissions reductions policies within development decisions that potentially ‘lock-in’ patterns of carbon use over decades (Unruh and Carrillo-Hermosilla 2006, Halsnæs et al 2007). While a narrow emphasis on economic growth appears difficult to reconcile
with climate targets (Anderson and Bows 2008), a recent focus on non-GDP measures of national progress broadens the scope of measuring real development instead of economic activity (Stiglitz et al 2009, Jackson 2009). An emerging literature in this tradition explores environmental impacts in relation to indicators of human well-being, where countries are shown to perform with varying ‘Ecological Intensities of Well-Being’ (EIWB) (Dietz et al 2007, 2009, 2012, Knight and Rosa 2011, Knight et al 2013). Moreover, researchers have found a temporal characteristic to this relationship, revealing diverse country development pathways towards highly differentiated states of carbon emissions and life expectancy (Steinberger and Roberts 2010, Steinberger et al 2012). In the absence of a single industrial development trajectory, what are the constraints to pathways of low-carbon human development? This is a subject that will be explored in this letter.

In analysing development pathways, it is of course interesting to understand the underlying drivers of carbon emissions. International diversity makes a driver-based analysis challenging, owing to vast differences in geography and resource endowment, economic status and structure, and the governance or institutional structures that influence national carbon emissions. In addition, development pathways evolve within the world system; they are subject to external influence through international agreements, exchange relations and global flows of carbon emissions embodied in manufactured goods (Roberts and Parks 2007, 2009, Peters 2008). Studies on the drivers of carbon emissions may explore socio-economic factors such as population, affluence and technology, typically formulated through the IPAT or Kaya Identities (Kaya 1990, Ehrlich and Holdren 1972). These factors can be expanded to include a wider range of variables, including geophysical ones within the more flexible and empirical STIRPAT framework (York et al 2003a). Whereas the Kaya Identity allocates emissions to predefined factors, STIRPAT enables the empirical testing and quantification of the contribution of a diversity of drivers.

To our knowledge, few studies have examined the cross-national distribution of emissions drivers (e.g. Jorgenson et al 2009, Jorgenson and Clark 2011, 2012, Jorgenson et al 2012, Jorgenson and Clark 2013). None have focused on the differences between consumption-based and territorial emissions. Ecological Intensity of Well-Being research has also tended to employ the ecological footprint as an indicator of environmental impact (Dietz et al 2007, 2009, 2012). While the ecological footprint allocates externalities to consumption, it has several weaknesses. Among the foremost, the ecological footprint in the standard methodology collapses seemingly incommensurate dimensions into one variable, and in employing apparent consumption renders the allocation of emissions arising from the indirect use of goods and services problematic (Wiedmann 2009, Borucke et al 2013). The recently established global database for CO₂ emissions using a multi-region input–output (MRIO) methodology provides an opportunity to examine the well-being implications of both direct and indirect consumption activities (Peters et al 2011, Steinberger et al 2012).

In this letter, we seek to identify clusters of countries that share similar underlying drivers of carbon emissions, to explore opportunities for low-carbon transitions going forward. Our aims are to first identify the cross-sectional drivers of consumption-based emissions (Peters et al 2011), and quantify their strength using multiple regression. Second, we perform cluster analysis on significant drivers in the model to group countries and analyse them with respect to a sustainability criteria of low-carbon emissions and high life expectancy. The goal of this driver-based clustering is to understand and analyse countries: not on the basis of their actual emissions, or from the usual simplification of GDP and regional groupings such as Europe, Asia and so on, but from the factors actually driving the emissions. We will thus be able to discuss meaningful differences and similarities in the underlying factors driving emissions, including differences in the resulting emissions, with implications for transformative pathways of low-carbon human development. We begin with a section on materials and methods, followed by results and discussion, and conclusions.

2. Materials and methods

2.1. Data

2.1.1. Dependent variables. In contrast to other studies, we use consumption-based carbon emissions, where emissions equal the domestic use of fossil fuels plus the embodied emissions from imports, minus exports (Peters et al 2011). Our analysis of consumption-based estimates are also compared to the more commonly used territorial-based accounts, which capture the emissions from domestic activities only (Boden et al 2013). Steinberger et al (2010) recently demonstrated a stronger statistical relationship between consumption-based emissions and life expectancy compared to territorial emissions, thus our focus remains on the former as it appears to better describe the accrued benefits to human well-being of emissions activities. Both measures of carbon emissions are normalized by population, as per capita (intensive) values allow for comparability between countries of different scales. This process assumes a population coefficient of 1 with total emissions, a standard result of cross-sectional studies (Dietz and Rosa 1997, York et al 2003b, Steinberger et al 2010), but one which may not hold for time-series analysis, where elasticities higher or lower than 1 have been observed (Shi 2003, Wei 2011, Jorgenson and Clark 2013).

2.1.2. Independent variables. Guided by the discussion in Rosa and Dietz (2012), we consider six drivers of national carbon emissions identified in the literature (table 1). These can be broadly categorized as economic (GDP/capita, share of exports in GDP), demographic (population growth, urbanisation) and geographic variables (climate, population density).

Among demographic variables, York (2007) finds a destabilising effect of rapid population growth on the infrastructure and resource base of a country. Urbanisation in developing countries has been shown to be a good measure for access to and consumption of electricity in the residential sector (Liddle and Lung 2010), although great disparities exist between slums and more affluent areas. Conversely, in wealthier nations,
urbanisation may deliver economies of scale for transportation and household services, resulting lower average emissions (Weisz and Steinberger 2010). Geographic endowments may influence emissions through increased heating requirements in colder, temperate climates (Neumayer 2002, 2004). Population density results in different expectations of resource use more broadly, as an indicator of agricultural development and resource scarcity (Krausmann et al 2008). In the economic category, income is a well understood and powerful driver of national emissions, but does not have an inverted U-shaped relationship from the consumption-based perspective (Environmental Kuznets Curve) (Rothman 1998, Galeotti et al 2009, see Stern 2004 for a review). For this study we are also interested in the effect of participation in the global economy. Theoretical and empirical research has revealed diverging impacts of trade—improving environmental quality in wealthy Northern countries, and an increasing impact of production activities in the global South (Jorgenson and Clark 2012, Roberts and Parks 2007, 2009), thus we also include a term for trade openness (the share of national exports of goods and services in GDP), to explore groups of countries that are economically open or alternatively self-contained.

2.1.3. Sources. The data used was sourced as follows: population growth and population density from the United Nations Development Program (UNDP 2013); urbanisation, GDP (PPP 2005 $ international) and the export share of GDP from the World Bank Development Indicators (World Bank 2013); climate data was compiled from three month winter average minimum temperatures (Mitchell et al 2002). Consumption-based carbon emissions were sourced from Peters et al (2011), and territorial emissions from Boden et al (2013). 2008 was the baseline year for reporting (set as the latest year in the dependent variable dataset), however as population growth is reported in 5 year intervals, in this case 2010 was used. We assume that temperature data from 2002 is still representative of the 2008 climate in terms of systematic differences between countries.

The maximum sample size across all variables in the dataset was used, comprising 87 countries. From this, three city states were removed due to their outlier behaviour: Singapore, Hong Kong and Luxembourg6. We acknowledge the relatively small size of this sample, which does not include most small island nations, oil exporters and many low-income countries. This is due to the newness of consumption-based emissions accounting: results may be improved as these datasets develop and diffuse. Nevertheless, 84% of the global population was captured in our study, and of global CO2 emissions in 2008 the 84 countries represented 81% and 82% respectively from consumption-based and territorial perspectives.

2.2. Methods

2.2.1. Multiple regression. Multiple least squares regression is applied initially to six drivers to estimate models of consumption-based and territorial emissions. We use a log form multiplicative model, as is usual in the STIRPAT literature (Dietz and Rosa 1994). To address colinearity, we calculated variance inflation factors (VIF) for the independent variables and reviewed correlation coefficients (appendix B). We considered only significant variables for the final cluster analysis ($p < 0.1$), repeating VIF tests for this smaller subset of drivers with consistent inflation factors in the range of 1.1–1.6. As is usual in this type of analysis, we included a quadratic term for income, with results described in appendix A.

2.2.2. Cluster analysis. To group and identify patterns of drivers across the sample of countries, cluster analysis is applied to a final subset of significant drivers derived from the regression model. The clustering methodology was chosen to take account of differences in the units of each variable, and consistency in the size and distribution of resulting clusters. Further information on the choice of algorithm, the standardisation method, and the number of clusters chosen in the final analysis are included in appendix A. It should be noted that the clustering methodology equally weights all variables, therefore the results of this grouping will not reflect the relative strengths of the drivers.

3. Results and discussion

3.1. Drivers of national carbon emissions

The variables showing strongest explanatory power for a model of consumption-based emissions are income, climate, Europe and East Asia (over 9 tons of carbon per capita); while Hong Kong shifts from under 1 tonne to over 6 tonnes of carbon emissions in a period of just one year.

---

6 According to the dataset Luxembourg and Singapore have consumption-based carbon emission profiles twice as large as commensurate economies in

---

### Table 1. Drivers of national carbon emissions.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unit</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income (GDP/capita)</td>
<td>$ (PPP 2005 $ international)</td>
<td>2008</td>
</tr>
<tr>
<td>Exports</td>
<td>% of GDP</td>
<td>2008</td>
</tr>
<tr>
<td>Demographic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td>% (5 year growth rate)</td>
<td>2005–2010</td>
</tr>
<tr>
<td>Urbanisation</td>
<td>% of population in urban areas</td>
<td>2008</td>
</tr>
<tr>
<td>Geographic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Climate</td>
<td>°C (three month winter average temperature)</td>
<td>2002</td>
</tr>
<tr>
<td>Population density</td>
<td>People/sq. km land area</td>
<td>2008</td>
</tr>
</tbody>
</table>
exports and population growth (table 2). Income has the greatest statistical significance and scales positively with carbon emissions. The climate variable, measuring the coldness of a country’s winter, also has a significant and strong negative coefficient in the model, confirming that warmer countries tend to have lower levels of carbon emissions where other factors are held constant. The openness of an economy, its export share of GDP, shows a positive relationship with levels of consumption emissions. Unlike York (2007), we find a negative effect of population growth on carbon emissions. In addition, we find no relationship between population density and urbanisation with increased carbon emissions. The goodness of fit (adjusted $R^2$) for a model combining income, exports, population growth and climate is 0.94; a high level of explanatory power, but nonetheless within the range of similar studies (Liddle and Lung 2010, Steinberger et al 2012), and expected due to the level of correlation between income and carbon emissions (appendix B). Based on a criteria of $p < 0.1$, four variables—income, exports, population growth, and climate—are suitable for the drivers-based cluster analysis.

The shift from territorial to consumption-based emissions inventories implies a corresponding change in the underlying drivers of those emissions. As noted in previous work, this shift tends to increase carbon responsibility in wealthy consuming nations while decreasing responsibility in less wealthy producing nations (Peters et al 2011, Steinberger et al 2012). Thus it is no surprise that income is a highly dominant predictor of emissions in our regression model. Similarly, we might expect the global trade in emissions to lessen the impact of domestic characteristics on patterns of consumption, in favour of economic status. Comparisons between two models of consumption and territorial emissions support this view: statistical significance declines for urbanisation in the consumption-based model, and increases markedly for income and exports (table 2). The dependence of consumption-based emissions on the export share of GDP might be seen as redundant, since consumption-based emissions remove exports and add imports to territorial emissions. However, it is notable that the correlation is positive, indicating that trade openness is the main driver, rather than traded emissions. The importance of urbanisation for territorial emissions requires its own explanation: urban areas are generally more affluent and connected to energy networks, ceteris paribus: but in a consumption perspective, income and trade come to dominate, and urbanisation diminishes as an explanatory factor.

The final variables in the analysis are notably related to the development status of nations. Population growth is a factor in the global demographic transition, a co-evolution of rising incomes with slowing population growth, increasing median age and the shift of households from rural to urban areas (Kirk 1996). Trade openness as a key driver of economic growth is at the centre of empirical and theoretical debates between the structuralist and neoliberal schools of development theory (Gwynne and Kay 2000). In addition, climate has been extensively studied as a driver of development, through channels of agricultural performance and morbidity (Diamond 1997), and more convincingly as a proxy for the colonial origins of comparative development (Acemoglu et al 2002). More practically, cold climates drive emissions use for heating applications (York et al 2003a, 2003b, Dietz et al 2007, Steinberger et al 2010), which is likely to be the effect we observe in our analysis, since economic development is already well represented through other variables. We can understand the negative effect of population growth on per capita emissions through other demographic effects, such as larger household sizes (leading to economies of scale), and a higher proportion of children (and resulting lower emissions per capita). How are these factors distributed across countries? We turn to this question in section 3.2.

### 3.2. Grouping countries with similar drivers

We now can use the four relevant drivers—income, the export share of GDP, population growth and climate—as the basis for a statistical grouping of countries using cluster analysis. We then represent the driver-derived clusters on a plot contrasting human development achievement (measured by life expectancy) and actual carbon emissions (figure 1),

---

**Table 2. Regression models of consumption and territorial-based carbon emissions. (Note: all variables are on a log scale.)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Consumption Coefficient</th>
<th>Consumption $T$-stat</th>
<th>Territorial Coefficient</th>
<th>Territorial $T$-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>–10.5</td>
<td>–5.62</td>
<td>–4.77</td>
<td>–1.62</td>
</tr>
<tr>
<td>Income</td>
<td>0.91$^a$</td>
<td>15.61</td>
<td>0.83$^a$</td>
<td>9.10</td>
</tr>
<tr>
<td>Exports/GDP</td>
<td>0.18$^b$</td>
<td>2.44</td>
<td>0.18</td>
<td>1.50</td>
</tr>
<tr>
<td>Population growth</td>
<td>–1.23$^c$</td>
<td>–1.78</td>
<td>–1.54</td>
<td>–1.41</td>
</tr>
<tr>
<td>Urbanisation</td>
<td>0.15</td>
<td>1.05</td>
<td>0.48$^b$</td>
<td>2.19</td>
</tr>
<tr>
<td>Population density</td>
<td>0.04</td>
<td>1.14</td>
<td>0.02</td>
<td>0.30</td>
</tr>
<tr>
<td>Climate</td>
<td>–0.48$^a$</td>
<td>–3.77</td>
<td>–0.51$^b$</td>
<td>–2.58</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.94</td>
<td></td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>% global population</td>
<td>84% ($n = 84$)</td>
<td></td>
<td>84% ($n = 84$)</td>
<td></td>
</tr>
<tr>
<td>% of total CO$_2$ emissions</td>
<td>81%</td>
<td></td>
<td>82%</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Indicates statistical significance at $p < 0.001$.

$^b$ Indicates statistical significance at $p < 0.05$.

$^c$ Indicates statistical significance at $p < 0.10$. 
where the five clusters of countries are differentiated by colour. Just as a reminder: neither emissions nor life expectancy are used as variables in the cluster analysis. We expect to see results broadly reflecting the global economic hierarchy, but with some interesting exceptions.

The clusters are in part characterized by terms common in the world systems theory literature (Van Hamme and Pion 2012, Roberts et al 2003): ‘core’ advanced countries of the world system, which are predominantly supplied through trade by a ‘semi-periphery’ of aspiring nations, and a more distant ‘periphery’ of least developed nations (table 3). Thus the first group, the ‘Core: wealthy consumers’ contains the developed economies of Europe, North America and East Asia. This cluster experiences cold winters, has very low population growth rates and an average 47% share of exports in GDP. The core countries occupy a position of very high life expectancy, with none below 75 years (figure 1), yet range in carbon emissions from 2.5 tonnes per capita to over 6 tonnes. A second group of countries, the ‘Semi periphery: transitioning producers’, comprises the majority of former communist states, as well as China and central Asia. These countries have medium incomes, on average negative rates of population growth and experience very cold winters. On average, 48% of their economies are based on trade. In part due to political upheaval after the collapse of the former Soviet Union, the opportunity for human development has been stunted in the transitioning producers. They occupy a lower range of life expectancies from 67 to 77 years of age, again with a broad spread of carbon emissions from 0.5 to 4.2 tonnes per capita.

The ‘Periphery 1: moderate income and closed’ is a large cluster of poor to middle income economies, comprising a diverse mix of countries in South and East Asia, Central and South America, and North Africa. This group has typically warm winters, a moderate population growth rate averaging 1.3% and a relatively small share of exports at 31%. On first glance this cluster is perhaps the least well defined in terms of its human development outcomes and levels of national carbon emissions, but in both measures we can recognize outliers of extremely low life expectancies (South Africa and Botswana, countries suffering from an AIDs epidemic) and very high carbon emissions (New Zealand and Australia, which have ‘attached’ to this cluster due to warmer winters, high population growth rates and strong export structures based on natural resources). Where these countries are discounted, life expectancies range from just under 65 years to as high as 78 years, with a tight spread of emissions between 0.1 and 1.5 tonnes of carbon per capita. A similar cluster, ‘Periphery 2: moderate income and open’, is differentiated from this group by its extremely high average export percentage of GDP (75%). This is a small cluster, made up of mainly South-East Asian states\(^7\) that achieve life expectancies between 62 and 76 years, and emissions ranging from 0.4 to 1.8 tonnes per capita. Finally, the ‘Periphery 3: least developed’ countries are made up of predominantly African nations. They are very poor, participate very little in global trade, have high population growth rates and very warm climates. This cluster has the highest range of life expectancies, from just 47 years to 71; none have carbon emissions greater than 0.3 tonnes per capita.

The boxed area indicates a region of particular interest: carbon emissions lower than 1 tonne per capita and life expectancies greater than 70 years, ‘Goldemberg’s Corner’ (Steinberger and Roberts 2010). Countries within Goldemberg’s Corner are able to balance both high human development and low-carbon emissions, meeting two basic dimensions of sustainability critical for climate change mitigation. Four clusters countries intersect here: Albania, Armenia and Georgia from the ‘Semi-periphery: transitioning producers’, as well many countries from ‘moderate income and open’, ‘moderate income and closed’ periphery 1 and 2 groups, and Guatemala from the ‘Periphery 3: least developed’ cluster. This is an important finding, since it indicates that countries with a great variety of underlying drivers can achieve high life expectancies and low emissions. Combinations of hot or cold winters, openness to trade, or not, and high or low rates of population growth can lead to sustainable outcomes—so long as they remain within the constraints of low to medium incomes. The inset of Goldemberg’s Corner in figure 1 shows a similar diversity in geographic origin. Many countries are Central and South America, but there are also representatives from South-East Asia, Europe and North Africa.

An obvious question to answer is whether these ‘Goldemberg Corner’ countries are adequately or accurately modelled by the drivers of carbon emissions. Figure B.1 in appendix B represents how well countries fit the regression model by plotting residuals for each country on a colour scale, with those that are particularly poorly modelled \((r = 0.4 \mid -0.4)\) labelled in text. Within Goldemberg’s Corner, three countries appear to be far more efficient in their national carbon emissions given the structure of independent variables in the model: Albania, Panama and Tunisia. Outside this area Sweden, Lithuania and Uganda are also performing better than expected. Lower performance can be observed in several emerging states (China, India, Pakistan, South Africa), central Asian countries (Kyrgyzstan and Kazakhstan), Australia, Estonia and Venezuela. Encouragingly there are no general trends of high magnitude residuals: neither the individual clusters, nor the region of high performing countries within Goldemberg’s Corner as a whole are poorly explained by the model.

High residuals for individual countries are perhaps explained by ‘missing’ drivers in the model. Sweden, for instance, is the country within ‘Core: wealthy consumers’ with the lowest carbon emissions. In this case, the absence of a variable representing access to renewable forms of energy generation within the model may explain its exceptional position (Burke 2010, 2012). Another illustrative case is Panama, a country with a particularly high export share of GDP. Panama’s lower than expected emissions are likely due to its unique geographic position as an international shipping route, generating a large ‘export’ revenue, while insulating it from climate responsibility under a consumption-based accounting.
Figure 1. Simultaneous visualisation of drivers-based clusters (colour legend), life expectancy and carbon emissions. The inset area shows countries in ‘Goldemberg’s Corner’, a region of less than 1 ton of carbon emissions per capita and greater than 70 years of life expectancy.

<table>
<thead>
<tr>
<th>Table 3. Means (and standard deviations) for each cluster.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core: wealthy consumers</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>Income per capita ($)</td>
</tr>
<tr>
<td>Exports/GDP (%)</td>
</tr>
<tr>
<td>Population growth (%)</td>
</tr>
<tr>
<td>Climate (°C)</td>
</tr>
</tbody>
</table>

approach. Further disaggregated variables of trade structure may reveal interesting dynamics in this respect. Conversely, China, India, and South Africa are notable countries with higher than modelled emissions. A plausible missing driver for these countries is significant coal deposits, which form the basis of a large portion of their installed electricity generation capacity. Carbon exporters are also known to under-perform in economic terms, even when trade is accounted for Steinberger et al. (2012). These examples embody national endowments of limited comparative value to other nations seeking low-carbon transitions. But despite this, the remaining countries within Goldemberg’s Corner are well explained by the drivers. In fact, the country with the greatest development outcomes under one tonne of carbon emissions per capita, Costa Rica, has a marginal residual, offering an accessible example of national progress to others within its cluster.

4. Conclusions

The acknowledged interactions between drivers of carbon emissions and economic development generate clusters clearly reflecting the international hierarchy of development. Hornborg (2009) conceives these differences between groups of countries not as development stages in historical time, but ‘inequalities in societal space’. In addition to economic inequalities, one might argue for favourable geographies, social conditions or trade interactions in allowing a select group of countries to achieve low-carbon pathways. Yet encouragingly, our analysis highlights examples from across four clusters of countries that have demonstrated outcomes of high life expectancies and low-carbon emissions. Thus transitions should not seek necessarily to emulate specific high performers such as Costa Rica, or world average performance (Costa et al. 2011), these being largely inaccessible and of unclear significance to most countries; rather they may take account of the diverse conditions under which many nations within Goldemberg’s Corner have already achieved pathways of sustainable development.

Our analysis suggests a range of future research avenues. Recent work has highlighted the time-dependent nature of emissions drivers (Jorgenson and Clark 2012, York 2012). Since we have performed a cross-sectional grouping of drivers, further work may seek to address this time-specific limitation. Indeed the analysis of similar country pathways may be expected deliver fresh insight into specific development policies that prioritise life expectancy at little cost to the environment. Additionally, while several temperate climates are present
within Goldemberg’s Corner (notably former Soviet countries, and to a lesser degree northern African nations), it may be interesting to separate out the effects of this apparently important driver of emissions in order to seek mitigation options that are available to all nations; certainly this type of analysis may build upon efficiency frontier methods explored by Dietz et al (2009). Whether these options can result in a global cumulative emissions budget appropriate with current aspirations for ‘safe’ levels of climate change is also a key concern. Finally, the consistent presence of South and Central American economies within Goldemberg’s Corner raises interesting questions about the conditions, both nationally and within the world system, cultivating the emergence of this new class of ‘sustainable states’ that are already leading the transition to a low-carbon future.
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Appendix A. Methods

A.1. Regression

It is a common procedure in the literature to test for the proposed non-linear effects of affluence on carbon emissions described by the ‘Environmental Kuznets Curve’ (EKC). As we employ consumption-based emissions in our analysis, unlike territorial emissions we do not expect to observe a downturn for countries in the later stages of development (Rothman et al. 2009).

<table>
<thead>
<tr>
<th></th>
<th>Consumption</th>
<th></th>
<th>Territorial</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>T-stat</td>
<td>Coefficient</td>
<td>T-stat</td>
</tr>
<tr>
<td>Constant</td>
<td>−14.98</td>
<td>−4.08</td>
<td>−25.20</td>
<td>−4.85</td>
</tr>
<tr>
<td>Income per capita</td>
<td>1.74</td>
<td>2.93</td>
<td>4.65</td>
<td>5.52</td>
</tr>
<tr>
<td>Exports/GDP</td>
<td>0.17</td>
<td>2.28</td>
<td>0.12</td>
<td>1.14</td>
</tr>
<tr>
<td>Population growth</td>
<td>−0.74</td>
<td>−0.96</td>
<td>0.70</td>
<td>0.64</td>
</tr>
<tr>
<td>Urbanisation</td>
<td>0.07</td>
<td>0.46</td>
<td>0.13</td>
<td>0.61</td>
</tr>
<tr>
<td>Population density</td>
<td>0.04</td>
<td>1.24</td>
<td>0.03</td>
<td>0.64</td>
</tr>
<tr>
<td>Climate</td>
<td>−0.53</td>
<td>−4.04</td>
<td>−0.74</td>
<td>−4.03</td>
</tr>
<tr>
<td>Income per capita (quadratic)</td>
<td>−0.05</td>
<td>−1.42</td>
<td>−0.21</td>
<td>−4.56</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.94</td>
<td></td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>% global population</td>
<td>84% ($n = 84$)</td>
<td></td>
<td>84% ($n = 84$)</td>
<td></td>
</tr>
<tr>
<td>% of total emissions</td>
<td>81%</td>
<td></td>
<td>82%</td>
<td></td>
</tr>
</tbody>
</table>

$a$ Indicates statistical significance at $p < 0.01$.
$b$ Indicates statistical significance at $p < 0.001$.
$\hat{c}$ Indicates statistical significance at $p < 0.05$.

Figure B.1. Simultaneous visualisation of drivers-based model residuals (colour scale), life expectancy and carbon emissions.
This assumption is born out where a quadratic term for income is included in the regression model (table A.1).

A.2. Cluster analysis

The clusters were generated using a $k$-means algorithm, in the following process: (1) Random starting positions in the dataset (‘means’) are generated for a predefined number of clusters (2). Observations are associated with their closest mean (3). The geometric centre of each cluster forms a new mean (4). Steps (2) and (3) are repeated until sum of squares within each cluster is minimized. We tested both $k$-means and hierarchical clustering using average, single, ward and weighted aggregation methods. $K$-means was found to demonstrate consistent results with clusters of appropriate size. All variables were transformed to Euclidean distances (given a mean of zero and standard deviation one) to standardise their different units. An important step in cluster analysis is choosing the appropriate number of clusters. Our procedure was to observe the centroid positions for each new cluster, and determine the dimensions of new variance explained by additional cluster. We rejected a sixth cluster, which generated a new group from a marginal difference in one variable.

Appendix B. Additional tables and figures

![Figure B.2.](image.png)

**Figure B.2.** QQ plot of independent variables, indicating the normal distribution of regression residuals.

**Table B.1.** List of countries in each cluster.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core: wealthy consumers</td>
<td>Austria, Belgium, Canada, Cyprus, Czech Republic, Denmark, Finland, Germany, Greece, Ireland, Japan, Norway, Portugal, Republic Of Korea, Slovenia, Spain, Sweden, Switzerland, United Kingdom, United States Of America</td>
</tr>
<tr>
<td>Semi-periphery: transitioning producers</td>
<td>Albania, Armenia, Belarus, Bulgaria, China (Mainland), Croatia, Estonia, Georgia, Hungary, Kazakhstan, Kyrgyzstan, Latvia, Lithuania, Poland, Romania, Russian Federation, Slovakia, Ukraine</td>
</tr>
<tr>
<td>Periphery 1: moderate income and closed</td>
<td>Argentina, Australia, Bangladesh, Botswana, Brazil, Chile, Colombia, Costa Rica, Ecuador, Egypt, India, Indonesia, Lao People’s Democratic Republic, Mexico, Morocco, New Zealand, Nicaragua, Pakistan, Paraguay, Peru, Philippines, Plurinational State Of Bolivia, South Africa, Sri Lanka, Turkey, Uruguay, Venezuela</td>
</tr>
<tr>
<td>Periphery 2: moderate income and open</td>
<td>Azerbaijan, Cambodia, Malaysia, Malta, Mauritius, Panama, Thailand, Tunisia, Viet Nam</td>
</tr>
<tr>
<td>Periphery 3: least developed</td>
<td>Ethiopia, Guatemala, Madagascar, Malawi, Mozambique, Nigeria, Senegal, Uganda, United Republic Of Tanzania, Zambia</td>
</tr>
</tbody>
</table>
### Table B.2. Coefficients of correlation.

<table>
<thead>
<tr>
<th>Carbon emissions (consumption)</th>
<th>Carbon emissions (territorial)</th>
<th>GDP per capita</th>
<th>Exports/GDP</th>
<th>Population growth</th>
<th>Urbanisation</th>
<th>Population density</th>
<th>Climate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon emissions (consumption)</td>
<td>0.885</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbon emissions (territorial)</td>
<td></td>
<td>0.911</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita</td>
<td>0.328</td>
<td>-0.447</td>
<td>-0.41</td>
<td>-0.235</td>
<td>-0.273</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exports/GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td>-0.447</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urbanisation</td>
<td>0.627</td>
<td>0.59</td>
<td>0.654</td>
<td>0.158</td>
<td>-0.463</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>0.119</td>
<td>-0.059</td>
<td>0.017</td>
<td>0.153</td>
<td>-0.099</td>
<td>-0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Climate</td>
<td>-0.561</td>
<td>-0.558</td>
<td>-0.482</td>
<td>-0.155</td>
<td>0.633</td>
<td>-0.31</td>
<td></td>
</tr>
</tbody>
</table>
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