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PREFACE

This book contains selected papers from the 10th International Conference on Computational Fluid Dynamics in the Oil & Gas, Metallurgical and Process Industries. The conference was hosted by SINTEF in Trondheim in June 2014 and is also known as CFD2014 for short. The conference series was initiated by CSIRO and Phil Schwarz in 1997. So far the conference has been alternating between CSIRO in Melbourne and SINTEF in Trondheim. The conferences focus on the application of CFD in the oil and gas industries, metal production, mineral processing, power generation, chemicals and other process industries. The papers in the conference proceedings and this book demonstrate the current progress in applied CFD.

The conference papers undergo a review process involving two experts. Only papers accepted by the reviewers are presented in the conference proceedings. More than 100 papers were presented at the conference. Of these papers, 27 were chosen for this book and reviewed once more before being approved. These are well received papers fitting the scope of the book which has a slightly more focused scope than the conference. As many other good papers were presented at the conference, the interested reader is also encouraged to study the proceedings of the conference.

The organizing committee would like to thank everyone who has helped with paper review, those who promoted the conference and all authors who have submitted scientific contributions. We are also grateful for the support from the conference sponsors: FACE (the multiphase flow assurance centre), Total, ANSYS, CD-Adapco, Ascomp, Statoil and Elkem.
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ABSTRACT

In the oil and gas industry permeability measurements on rock samples give an indication of the capacity to produce the output (oil/gas etc). Permeability of small samples can be derived from x-ray Computed Tomography (CT) scans which yields a three-dimensional (binary) digital image of the sample. Then using suitable numerical tools, one can use this digital data to compute a velocity field and hence the permeability of the sample. Up to now, this has been done on the assumption that fluid can only flow in pores (with no flow in solid regions). However, if the sample is made up of different materials, each material can have a different permeability to fluid flow. Hence, here we consider numerical modelling of flow through such a material. We use the Lattice Boltzmann method to model this flow, but need to change the usual streaming and collision steps to account for the partial permeability of voxels. We first implement this new algorithm on some well-known test cases, with excellent agreement with analytic results and then use our algorithm on some real CT digital data. Our results clearly show the effect of increasing the local fraction of a high permeability material within a sample on the global permeability.
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NOMENCLATURE

Greek Symbols
\( \rho \) LB particle density, [dimensionless].
\( \mu \) LB dynamic viscosity, [dimensionless].
\( \nu \) LB kinematic viscosity, [dimensionless].

Latin Symbols
\( n_s \) solid fraction, [dimensionless].
\( \rho_i \) percolating fraction, [dimensionless].
\( P \) LB Pressure, [dimensionless].
\( f \) LB particle distribution function, [dimensionless].
\( u \) LB Velocity, [dimensionless].
\( c_s \) LB speed of sound, [dimensionless].
\( K \) LB Permeability [dimensionless].

Sub/superscripts
\( x \) Index \( x \) – Cartesian axis.
\( y \) Index \( y \) – Cartesian axis.
\( z \) Index \( z \) – Cartesian axis.
fraction, is used. It is worth noting that the solid fraction should be regarded as an internal model parameter related to the permeability, rather than a reflection of the actual proportion of solid material at each node. An analytic expression that relates the permeability to solid fraction was derived by Walsh \textit{et al.} (2009). As will be discussed in the next section, an effective percolating fraction $\varrho$ (equivalent to $1-\eta_s$) would be a more appropriate notation.

For the existing partial-bounce-back LBM approach, it is required to determine $\eta_s$ at every lattice node. The discrete internal structure of a node may be characterized approximately using X-ray CT together with an image segmentation method by Desrues \textit{et al.} (2006). The permeability of the node is calculated based on its internal structure. When the local permeability of a node was known, and it was homogeneous and isotropic, $\eta_s$ for the node could be estimated using the equation given in Walsh \textit{et al.} (2009). A procedure for estimating the model parameter $\eta_s$ is proposed in Zhu and Ma (2013). However, a typical sample may contain too many lattice nodes for this to work in practice. Even if the local permeability is estimated at a limited set of selected locations only, it is a non-trivial task to extrapolate them to other locations to obtain all the required $\eta_s$ values.

It is worth noting that the existing LBM approaches are modeled on binary voxels. That is, a voxel is occupied by either solid or void. If a voxel is partial solid or void, the existing LBM is not applicable. Recently, a data-constrained modeling (DCM) approach has been developed which can generate microscopic partial volume distributions of materials and pores, therefore incorporating the effects of the fine length scale below X-ray CT resolution (Yang \textit{et al.} 2007, Yang \textit{et al.}, 2008). In the model, each voxel was represented by partial volumes of various different materials rather than the binary value of only one material present in traditional image segmentation.

In this paper, the partial-bounce-back LBM approach is combined with the DCM partial volume model to simulate fluid flow in porous materials. The partial-bounce-back LBM is extended to incorporate such partial volume voxels at the microscopic length scale on a regular lattice. This enables more accurate permeability simulations for macroscopic samples with fine structures below voxel resolution. The effective percolating fraction $\varrho$ introduced in the advanced partial-bounce-back LBM is non-constant through the porous medium. The percolating fraction can be estimated using the volume fractions of the voxels. The advanced approach has been applied to simulate flow between parallel walls and in rectangular duct flow in 2D and 3D respectively. The permeability of two real-world sandstone samples is also calculated with the presented method.

Note that we use a single relaxation time (SRT) implementation of the LBM method in this study. However, it is well known (Pereira \textit{et al.}, 2012) that the permeability obtained from an SRT scheme is viscosity dependent. As such, to obtain viscosity independent results, one should use a multi-relaxation time (MRT) scheme. Since we are only demonstrating the feasibility of a new partial bounce-back approach, we implement the simpler SRT scheme in this paper and leave a full MRT scheme to future work.

**MODEL DESCRIPTION**

**Partial-bounce-back Lattice Boltzmann model**

The Lattice Boltzmann model is a numerical technique for modeling fluid dynamics. The fluid is represented by discrete fluid particles, with a given mass and velocity, which propagate on a lattice. At each time-step in traditional LBM method, the fluid particles undergo a two-step process:

(1) Streaming step: In this step, the fluid particles are propagated between neighboring nodes. Streaming should be treated as an intermediate step. The result after streaming is denoted by $f^\alpha_{\xi}(x+e_\alpha\Delta t,t)$:

$$f^\alpha_{\xi}(x+e_\alpha\Delta t,t) = f^\alpha_{\xi}(x,t), \quad (1)$$

where, $f^\alpha_{\xi}(x,t)$ is the particle distribution function in the direction $\alpha$, $x$ is the centre coordinate of a lattice node and $t$ is time, while $\Delta t$ is the time increment. $e_\alpha$ is the unit velocity vector in direction $\alpha$.

In this study, the two-dimensional 9-velocity (D2Q9) and three-dimensional 19-velocity (D3Q19) lattice Boltzmann models were used. That is, the direction $\alpha$ takes 9 and 19 discrete values respectively (which include the null vector).

(2) Collision step: In this step, the fluid particles, converging on individual nodes, are redistributed according to a set of predefined rules. Which rule is applied in the collision step depends on whether the node is part of the fluid domain or part of the solid-fluid boundary.

(I) If the node represents part of the fluid domain, then the evolution equation is $f^\alpha_{\xi}(x,t+\Delta t) = f^\alpha_{\xi}(x,t) + [f^\alpha_{\xi}(x,t) - f^\alpha_{\xi}(x,t)]/\tau, \quad (2)$

where, $\tau$ is the dimensionless relaxation time. In this study $\tau$ is taken to be one. $f^\alpha_{\xi}(x,t)$ are the equilibrium distribution functions and selected according to a Maxwell distribution.

(II) If a lattice node is part of a solid-fluid boundary with no-slip conditions, then the fluid particles undergo a bounce-back boundary condition. As the name suggests, at these nodes, the incoming fluid particles are reflected in the opposite direction during the collision step. $\alpha'$ is the opposite direction of $\alpha$.

$$f^\alpha_{\xi}(x,t+\Delta t) = f^\alpha_{\xi}(x,t). \quad (3)$$

For porous media, the collision step (I) would be considered as a second intermediate step after streaming, and the partial-bounce-back method and collision step (II) were both incorporated into the third process, referred to as porous media step. Denoting $f^\alpha_{\xi}$ as the result of the collision step (I), at each time-step the fluid particles undergo a three-step process:

(1) streaming step:
The value of the pressure difference is expressed as
\[ P = \frac{\Delta P}{L_x} \] (12)
where \( P \) is the constant pressure gradient, \( \Delta P \) is the pressure difference between the two parallel walls, \( L_x \) is the perpendicular separation between the two parallel walls so that fluid flows in the channel between 0 \( \leq y \leq L \).

**SIMULATIONS IN REGULAR GEOMETRIES**

**Flow between parallel walls**

With an incompressible fluid, Poiseuille flow is created between stationary parallel walls (which forms a channel) when a constant pressure difference \( \Delta P \) is applied between the two openings at the end of the walls. The velocity distribution can be solved analytically. It is parabolic and is given by
\[ u(y) = \frac{G}{2\mu} (L - y) \cdot y \] (12)
where \( G \) is a constant pressure gradient, \( \mu \) is the dynamic viscosity, \( L \) is the perpendicular separation between the two parallel walls so that fluid flows in the channel between 0 \( \leq y \leq L \).

In order to evaluate the accuracy of the PP-LBM approach as described in Equations (4), (5) and (11), the flow is simulated numerically on a 51 \( \times \) 101 square lattice with a D2Q9 model, where 0 \( \leq x \leq 50, \) 0 \( \leq y \leq 100 \), using pressure boundary conditions at the inlet and outlet. To model the impermeable walls, where we have no slip boundary condition, we simply use \( \rho_f = 0 \). The lattice sites between the two walls were assigned the value \( \rho_s = 1 \). That is, it is fully void between the walls. For numerical convenience, the simulations were carried out using LBM units where the fluid density is \( \rho = 1 \), and the dynamic viscosity \( \mu = 1/6 \). The flow was driven by a constant pressure difference between the inlet and outlet of the flow region, which is generated using a pressure boundary condition in 2D (Zou and He, 1997, Hecht and Harting, 2010). The pressure difference is expressed as \( \Delta P = \frac{\rho_f \cdot G}{2\mu} \) = \( \frac{\rho_f \cdot G}{2\mu} \), \( \rho_f \) is the density of nodes at the inlet with \( \rho_{in} = 1,00001 \) and \( \rho_{at} = 0.99999 \), the value of the pressure difference is \( \Delta P = 0.67 \times 10^{-5} \). A relationship between Reynolds number and pressure difference \( \text{Re} = \sqrt{\Delta P \cdot \Delta x \cdot L} \cdot \rho / \mu \) is used to relate the LBM units to physical units. For a fluid with a density \( \rho = 10^3 \text{ kg/m}^3 \) and a dynamic viscosity \( \mu = 10^{-3} \text{ kg/m\cdot s} \), the value of constant pressure difference is \( \Delta P = 1.5 \times 10^{10} \) Pa. When the flow reaches a steady-state, the fluid speed depends only on \( y \). The simulation results and the analytic solution are shown in Figure 1. The figure shows an excellent agreement between the analytical solution and the PP-PBM numerical results.

**Figure 1.** PP-LBM simulation of flow between parallel walls. Analytical solution from Eq. (12) is shown as solid lines and the PP-LBM numerical results at \( x=25 \) are shown as circles.
When pixels between the two non-percolating walls are partially percolating with \( p_f < 1 \), the fluid velocity distribution is quite different. This problem can also be solved analytically (Balasubramanian, 1987). The solution is expressed as

\[
\mathbf{u}(y) = -\frac{\mathbf{G}}{\varphi \rho} \left[ 1 - \frac{\cosh[r(y-L/2)]}{\cosh(rL/2)} \right],
\]

(13)

where \( \varphi \) is a damping coefficient proportional to \( 1-p_f \), \( \varphi \) and \( r \) are related through \( r = \sqrt{\varphi / V} \) and \( V = \mu / \rho \) is the kinematic viscosity. As \( \varphi \to 0 \), the solution (13) returns to the standard Poiseuille equation. As additional verifications of the PP-LBM approach, various uniform values of the effective percolating fraction \( p_f \) between the non-percolating walls have been simulated from 0.01 to 0.9. Again, the steady-state flow speed depends only on \( y \). The simulated speed distributions (symbols) for various uniform values \( p_f \) as a function of \( y \) are shown in Figure 2. The analytic results (continuous curves) are also included in Figure 2. Excellent agreement has been obtained between the PP-LBM numerical simulations and analytic solutions. In addition, our numerical results show no abnormal behaviour for all values of \( p_f \) in \( (0, 1) \). In contrast, the model by Dardis and McCloskey has produced obvious errors near the boundaries for \( p_f < 0.7 \) (Chen and Zhu, 2008).

**Figure 2.** Simulation results when the percolating fraction changed. Analytical solutions from Eq. (13) are shown as solid lines and the PP-LBM numerical results at \( x=25 \) are shown as markers.

**Flow in a rectangular duct**

For a duct with a rectangular cross section, the same pressure difference \( \Delta P \) creates a quasi-parabolic velocity distribution when the effective percolating fraction is \( p_f = 1 \). It can be calculated that the product of the friction coefficient \( f \) (a dimensionless variable which quantifies the overall viscous drag) and the Reynolds number \( Re \) is a constant. This quantity is given by (Tao and Xu, 2001)

\[
f \cdot Re = \frac{2 \cdot \Delta P \cdot d e^2}{\mu \cdot L_z \cdot \mathbf{G}}, \quad de = \frac{4 \cdot L_x \cdot L_y}{2(L_x + L_y)},
\]

(14)

where \( L_z \) is the duct length along the \( z \) axis in the flowing direction, \( L_x \), and \( L_y \) are the duct widths in the \( x \) and \( y \) directions respectively. \( \mathbf{G} \) is the average velocity of a cross section.

As another validation of the PP-LBM approach, a numerical simulation was implemented on a 101 x 101 x 51 simple cubic lattice with a D3Q19 model, where \( 0 \leq x \leq 100, \quad 0 \leq y \leq 100, \quad 0 \leq z \leq 50 \). To model the four impermeable walls, where we have a no-slip boundary condition, we simply use \( p_f = 0 \). The lattice sites in the rectangular flow region were assigned the value \( p_f = 1 \). The flow is driven by the same pressure difference as the 2D simulation along the \( z \) axis direction and is generated using the pressure boundary condition in 3D (Zou and He, 1997). All other parameters are the same as given in the previous section. The simulation results are shown in Figure 3. The average velocity \( \mathbf{G} = 2.76 \times 10^{-4} \) was calculated using the velocity profile displayed in Figure 3. Substitution of the simulated average velocity into Equation (14) gives a value of \( f \cdot Re = 56.82 \). This is in good agreement with the experimentally measured value of 57 (Tao and Xu, 2001).

**Figure 3.** Fluid velocity profile of a cross section at \( z=25 \) in a rectangular duct.

A number of simulations have also been carried out by sub-dividing the flow region into multiple sub-regions. Different sub-regions have been assigned different constant values of \( p_f \). The model is robust since it does not show any numerical abnormalities.

**SIMULATIONS IN REAL ROCKS**

The present PP-LBM model is now applied to a real world tight-sandstone sample which consists of quartz, albite, calcite and pyrite. The cylindrical sample, which was drilled from Yaodian area of Yan’an in Erdors Basin, China, has a diameter and height of 3mm and 20mm respectively. The 3D microscopic distribution of mineral phases in the sample is generated with the in-house DCM software in a cubic region of 600 x 600 x 700 voxels (Li et al., 2013). Each voxel represents a size of 3.7 x 3.7 x 3.7 \( \mu \)m\(^3\). An arbitrary sub-domain of 200 x 200 x 50 voxels was selected for the following PP-LBM simulations. In the sample, pyrite, quartz and albite particles are not permeable. Fluid can flow through void and the partially permeable calcite. Denoting the effective percolating fraction of calcite as \( p_f_c \), the effective percolating fraction of a voxel is approximated as
\[ p_f = v_o + p_f^c \cdot v_c, \]  
(15)

where \( v_o \) and \( v_c \) denotes the volume fractions for pore and calcite in the voxel respectively.

The flow is driven by the same pressure difference as the rectangular duct simulation along the \( z \) axis direction. The pressure difference is implemented numerically in the same way which has been discussed in the previous section. All other parameters are the same as given in the previous section. Various values of \( p_f^c \), from 0.0 to 0.2 have been used in the simulation. The typical velocity distributions in the simulated sample region are shown in Figure 4. As shown in Figure 4(a), the high-speed flow occurs only in small regions in the tight sandstone. By comparing Figure 4(b) with 4(c), it was found that just a small proportion of pores participated in the flow. Some pores effectively are not part of the flow path, as has been highlighted by the boxed regions in the figure. Most of the flowing path is occupied by calcite with a low flow speed. There are isolated relatively high-speed regions in the calcite. This indicates the existence of fine flow paths in these regions.

The same method is applied to a CIPS (Calcite In situ Precipitation System) core sandstone sample which consists of quartz and calcite. The 3D microscopic distribution of these mineral phases in this sample is generated with the DCM software in a cubic region of 1450 \( \times \) 1470 \( \times \) 340 voxels (Yang et al., 2012). Each voxel represents a size of 3.7 \( \times \) 3.7 \( \times \) 3.7 \( \mu \text{m}^3 \). An arbitrary sub-domain of 200 \( \times \) 200 \( \times \) 50 voxels is selected for the following PP-LBM simulations. The flow is driven by the same constant pressure difference as the tight-sandstone in the \( z \) axis direction and all the other parameters are the same as well. The same method as defined in Equation (15) is used to determine the effective percolating fractions.

In the LBM simulations, once flow is deemed to have reached steady state, the bulk permeability of the medium can be calculated, based on the generated velocity datasets, using Darcy’s law as follows:

\[ K = \frac{\nu < \rho \mathbf{u} >}{\nabla P}, \]  
(16)

where \( K \) is the bulk permeability, \( \nabla P \) is the pressure gradient in a particular direction, \( \nu \) is the kinematic viscosity of the fluid and \( \mathbf{u} \) is the component of the velocity in the same direction as the pressure gradient. The quantity \( < \rho \cdot \mathbf{u} > \) is the average velocity flux over all the flow voxels taken directly from Equation (7). The simulation is terminated once the following criterion has been reached:

\[ \sum_\tau \frac{\| \mathbf{K}(t) - \mathbf{K}(t-1) \|}{\| \mathbf{K}(t) \|} < 10^{-3}. \]  
(17)

The convergence curves of the two samples are shown in Figure 5. The permeability of sandstone converges faster than tight sandstone. For sandstone, it requires 24000 time-steps to reach steady state, while it would need 162000 time-steps for tight sandstone. The code uses OpenMP to implement parallel computation to increase the calculating speed in C++ programs.

The calculated bulk permeability is shown in Figure 6. As anticipated, the bulk permeability increases with the effective percolating fractions of calcite. The bulk permeability of the tight-sandstone is more sensitive to the effective percolating fraction of calcite than for sandstone. That is, fine flow paths in calcite are more important for tight-sandstone than for sandstone. Flow in calcite phase in sandstone makes an insignificant contribution to the bulk permeability. The sandstone has a permeability value up to two orders of magnitude greater than the tight sandstone.

In relation to bulk permeability, flow in the calcite phase is essential for tight-sandstone, whereas it could be neglected for sandstone.
CONCLUSIONS

A partially percolating lattice Boltzmann model (PP-LBM) defined on partial volume voxels, rather than binary voxels, is developed. An effective percolating fraction is introduced on each voxel to incorporate the partial volume effect into the partial-bounce-back LBM model. The partial volume effect is related to the fine structures which are smaller than the voxel size, which can be characterized using DCM. The effective percolating fractions of voxels were estimated using the DCM generated volume factions. The PP-LBM is implemented numerically on the square lattice in 2D with square pixels and on the simple cubic lattice in 3D with cubic voxels. In relation to fluid flow, each voxel (pixel) is defined by an effective percolating fraction $p_f$ which is related to the voxel (pixel) permeability, compositional volume fractions and sub-voxel (sub-pixel) fine structures. Fluid flows on regular geometries in 2- and 3-dimensions have been simulated. The numerical results agree with known analytic solutions.

The PP-LBM approach is generic and should be applicable to other types of unconventional reservoirs and advanced materials. Work along this line is in progress.
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