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Abstract

Effective population size ($N_e$) is a key parameter to understand evolutionary processes and the viability of endangered populations as it determines the rate of genetic drift and inbreeding. Low $N_e$ can lead to inbreeding depression and reduced population adaptability. In this study we estimated contemporary $N_e$ using genetic estimators (LDNE, ONeSAMP, MLNE and CoNe) as well as a demographic estimator in a natural insular house sparrow metapopulation. We investigated whether population characteristics (population size, sex ratio, immigration rate, variance in population size, and population growth rate) explained variation within and among populations in the ratio of effective to census population size ($N_e/N_c$). In general, $N_e/N_c$-ratios increased with immigration rates. Genetic $N_e$ was much larger than demographic $N_c$, probably due to a greater effect of immigration on genetic than demographic processes in local populations. Moreover, although estimates of genetic $N_e$ seemed to track $N_c$ quite well, the genetic $N_e$ estimates were often larger than $N_c$ within populations. Estimates of genetic $N_e$ for the metapopulation were however within the expected range ($<N_c$). Our results suggest that in fragmented populations, even low levels of gene flow may have important consequences for the interpretation of genetic estimates of $N_e$. Consequently, further studies are needed to understand how $N_e$ estimated in local populations or the total metapopulation relates to actual rates of genetic drift and inbreeding.
**Introduction**

Effective population size ($N_e$) is a key parameter to understand the evolution of populations in general and the viability of small and endangered populations in particular, as it determines the rate of loss of genetic variation by genetic drift and inbreeding (Wright 1938; Frankham 1996, 2010). Furthermore, $N_e$ affects the interplay between genetic drift and selection affecting for instance the probability of fixation of advantageous alleles (Kimura & Crow 1963). $N_e$ is defined as the size of an ideal Wright-Fisher population in which the rate of change in heterozygosity (inbreeding effective size, $N_{eI}$) or allele frequencies (variance effective size, $N_{eV}$) is the same as in the observed population (Wright 1931). Populations with small $N_e$ risk inbreeding depression and loss of evolutionary potential, which in turn may increase the probability of extinction (Franklin & Frankham 1998). Census population size ($N_c$) can be misleading in this context as $N_e << N_c$ for most natural populations (Wright 1931, 1938; Frankham 1995; Nunney 1995). Thus, knowledge about the effective population size is crucial for understanding the evolutionary processes in populations. Furthermore, for endangered populations or species, knowledge of $N_e$ may help evaluating and minimizing any negative genetic effects. For instance, the effective population size can be maximized by artificially increasing gene-flow or carrying out strict breeding regimes (Templeton & Read 1984; Schwartz et al. 2007; Hedrick & Fredrickson 2010).

There are two different approaches to estimating $N_e$: using demographic ecological data or using genetic markers, or, sometimes a combination of both (Anderson & Garza 2009). The demographic approach provides an estimate of the contemporary $N_e$ and hence current rate of genetic drift, based on demographic
characteristics of the population. Unfortunately, most methods (e.g. Felsenstein 1971; Hill 1972; Engen et al. 2005) require extensive data on several demographic variables such as population size, variance in reproductive success, age-distribution, sex ratio etc. Such data are rarely obtainable for most natural populations. In addition, many of these methods are based on assumptions that are rarely fulfilled for most natural populations (e.g. stable age-distribution, constant population size, no density dependence). This is why considerable effort has been put into developing $N_e$ estimators based on genetic data in recent years. This development has been fueled by a revolution in the advancement of techniques to efficiently genotype individuals on polymorphic molecular markers (Anderson & Garza 2009; Luikart et al. 2010).

Genetic estimates of contemporary $N_e$ can be derived from a single sample (in time), which provides the basis for an estimate of inbreeding effective size ($N_{ei}$), or multiple samples spaced by one or more generations (temporal method), which can be used to estimate variance effective population size ($N_{ev}$) (Waples & Yokota 2007). The choice of method has several important consequences for further interpretation: $N_{ei}$ predicts the rate at which heterozygosity is lost and depends on the number of individuals in the parent generation, whereas $N_{ev}$ reflects the variance of change in allele frequency from one generation to the next and depends on the number of offspring (Kimura & Crow 1963; Crow & Denniston 1988; Waples 2005). As a consequence, $N_{ei}$ will lag behind any reductions in population size or bottlenecks by at least one generation because it is affected by the population decline only when inbreeding accumulates due to increased mating between relatives (Luikart et al. 2010). In contrast, because the number of offspring usually is low in declining populations $N_{ev}$ will decline rapidly and thus be more sensitive to reductions in population size (Luikart et al. 2010). Due to these differences $N_{ev}$ may be more
relevant when monitoring endangered species (Schwartz et al. 2007). However, \( N_{e1} \) and \( N_{eV} \) should be equal in a single isolated population of constant size (Kimura & Crow 1963).

Because of the fundamental importance of \( N_e \) in conservation, population genetics and evolutionary biology, it is relevant to quantify \( N_e \) and particularly the \( N_e/N_c \)-ratio. The \( N_e/N_c \)-ratio is affected by several factors such as sex ratio (Wright 1931), variation in family size (Wright 1938), inbreeding (Crow & Kimura 1970), age structure (Hill 1972; Engen et al. 2005), fluctuating population size (Kalinowski & Waples 2002), selection (Waples 1989); and spatial structure (e.g. Hedrick & Gilpin 1997; Wang & Caballero 1999). For more extensive reviews on \( N_e \) and \( N_e \) estimators, see Wang (2005), Anderson & Garza (2009), Charlesworth (2009), Luikart et al. (2010), and Waples (2010).

In this study we use data from a long-term study of an insular house sparrow metapopulation at Helgeland, Norway, to estimate \( N_e \) with four different genetic estimators; LDNE (Waples and Do 2008, 2010), ONeSAMP (Tallmon et al. 2008), MLNE (Wang 2001, Wang & Whitlock 2003) and CoNe (Berthier et al. 2002, Anderson 2005), and one demographic estimator (Engen et al. 2007). Our study includes 15 islands, which allows us to analyze variation in \( N_e/N_c \) locally as well as in the whole metapopulation. Estimates of several parameters known to affect \( N_e \) (Caballero 1994) such as population size (census population size, \( N_c \)), recruitment rates, adult mortality rates, sex-ratio, migration rates, and inter- and intra-individual genetic variation are available because individual-based data have been collected since 1993 (Jensen et al. 2003, 2004, 2008; Husby et al. 2006; Engen et al. 2007; Pärn et al. 2009).
We have the following objectives with this study. Initially, the congruence of different genetic estimators of \(N_e\) will be assessed by comparing estimates from different methods based on the same data set. Then for each estimator we will examine which population characteristics potentially explain variation in the \(N_e/N_c\)-ratio across local populations and years within this metapopulation. Furthermore, we will compare \(N_e\) estimates from analyses of genetic data with demographic estimates of \(N_e\) (Engen et al. 2007). Finally, we will investigate how population structure and gene-flow affect genetic \(N_e\) estimates by comparing \(N_e\) calculated for the entire metapopulation (\(metaN_e\)) with the sum of \(N_e\) for local populations (\(metaN_c\)) under the prediction that the \(metaN_e/metaN_c\)-ratio > 1 in Wright’s island model (Wang & Caballero 1999). We will also compare \(metaN_e\) with the sum of \(N_e\) for all local populations (\(\Sigma N_e\)), predicting that given a Wright’s island model \(metaN_e > \Sigma N_e\), but given more complex metapopulation dynamics this relationship will be the opposite \((metaN_e < \Sigma N_e)\) (Hedrick & Gilpin 1997; Wang & Caballero 1999).
Materials and Methods

Study system
The study area consisted of fifteen islands in Northern Norway from Sleneset (66°22´N, 12°36´E) in the southeast to Myken (66°46´N, 12°29´E) in the northwest (Fig. 1). These islands were populated by house sparrows continuously or periodically during the 17 year study period (1993-2009). For more extensive information regarding this study system, see Sæther et al. (1999), Ringsby et al. (2002), Pärn et al. (2009, 2012).

Data collection and sampling scheme
From 1993-2009 we captured adult and juvenile individuals using mist nets, while nestlings were sampled from the nest. A blood sample (25 µL by venipuncture) was collected from each individual. We designated each bird a metal ring with an individual number and a unique combination of three colored bands on its tarsi. This allowed us to estimate various demographic parameters from recapture and observation data. As the average generation time for the house sparrow is approximately 2 years (Jensen et al. 2008) we assumed that samples spaced by 3 years were from separate generations. To represent six generations we selected the following years: 1994, 1997, 2000, 2003, 2006 and 2009. For the single sample estimators of \( N_e \), we obtained one point estimate for each population in each of these years. For the temporal estimators of \( N_e \) we used data from pairs of samples spaced by 1, 4 or 7 generations (i.e. 3, 9 or 15 years respectively) for each population.
**Population characteristics**

We estimated annual adult census population size ($N_c$) in one of two ways: on the islands where the percentage of marked individuals was high (>70%, and usually close to 100%) we estimated $N_c$ as the number of marked adult individuals that were either captured or observed in a given year, or captured/observed in both a previous and a subsequent year (Jensen et al. 2006, 2013). Otherwise we estimated annual $N_c$ by counting number of adults present in the population at the start of the breeding season (Pärn et al. 2012). There is a strong correlation between these two methods ($r=0.959, P<0.001$; see Jensen et al. 2013), and $N_c$ was assumed equal to actual adult population size. For single sample estimators we compared $N_c$ with $\tilde{N}_e$, but for temporal estimators we compared $\tilde{N}_e$ with the harmonic mean census population size ($N_{Ht}$) across the years since the previous sampling event (both years of sampling included). This is because the single sample $\tilde{N}_e$ represents $N_e$ at the time of sampling, whereas the temporal $\tilde{N}_e$ represents the harmonic mean $N_e$ in the time interval considered (Waples 2010). We calculated the variance in population size ($\sigma^2_{N_c}$) and the population growth rate ($dN/dt$) between two samples; for single sample $\tilde{N}_e$ between the sampling year and the previous sampling year, for temporal $\tilde{N}_e$ between the two sampling years. The sex ratio ($SR$) was defined as the proportion of males in the population (for temporal $\tilde{N}_e$ the $SR$ was averaged over the two sampling years). We calculated the average immigration rate ($m$) for either the generation preceding the sampling event (single sample $\tilde{N}_e$) or the time interval between sampling years (temporal $\tilde{N}_e$). Information on sampling schemes can be found in Supporting Information (Table S3 (single sample) and Table S4 (temporal)).
Molecular analyses

We extracted DNA from blood samples as described in Elphinstone et al. (2003) and used polymerase chain reactions (PCR) to amplify DNA and genotype each individual on 13 polymorphic nuclear microsatellite loci (see Supporting Information Appendix S1) that appeared to be selectively neutral, unlinked and in Hardy Weinberg equilibrium. For more information on the genotyping and use of these loci in e.g. population genetic studies see Griffith et al. (2007), Kekkonen et al. (2011), Billing et al. (2012), Dawson et al. (2012) and Jensen et al. (2013). The widespread and successful use of these loci suggests they are suitable for estimating genetic effective population size.

Estimation of genetic $N_e$

Single sample estimators

LDNE

The LDNE program implements a moment-based method for estimating $N_e$ based on linkage disequilibrium (LD), defined as the non-random association of alleles at different loci, that arises due to random genetic drift (Waples & Do 2008, 2010). Although single sample estimates of $N_e$ usually apply to the parental generation, estimates based on LD may provide information on $N_e$ more than one generation prior to the sampling because LD may take several generations to decay, particularly if linked loci are used (Waples 2010, Luikart et al. 2010). Here we assumed random mating, as the house sparrows in this study system appears not to be strictly monogamous (Jensen et al. 2008).

ONeSAMP

The ONeSAMP program implements approximate Bayesian computation (ABC) to estimate $N_e$ by comparing eight summary statistics (including LD) obtained for the
population in question with the same statistics calculated for 50,000 simulated populations (Tallmon et al. 2008). We chose two as the lower bound of the prior, and because \( N_e \) theoretically can be at most twice as high as \( N_c \) (Wright 1938), \( 2N_e \) was chosen as its upper bound. The repeat motif was specified for each locus (for repeat motif for the different loci, see Griffith et al. (2007) and Dawson et al. (2012)).

**Temporal methods: Multiple samples estimators**

For both temporal methods the upper bound of the prior in the estimation procedure was chosen to be \( 2N_c \) for the sampling year with the highest \( N_c \).

**MLNE**

The MLNE method estimates \( \hat{N}_e \) from temporally spaced samples using a pseudo-likelihood method which assumes that temporal changes in allele frequencies are caused by genetic drift alone (Wang 2001; Wang & Whitlock 2003). The estimation procedure is based on the Wright-Fisher model, but has less restrictive assumptions as it allows for migration (open populations) assumed to be from an infinite, unchanging source population, estimating \( \hat{N}_e \) and \( \hat{m} \) jointly (Wang & Whitlock 2003).

We estimated \( \hat{N}_e \) assuming both isolated populations (\( \hat{N}_{e(MLNE, closed)} \)), and open populations (\( \hat{N}_{e(MLNE, open)} \)). Consequently, \( \hat{N}_{e(MLNE, open)} \) are estimates for which a “genetic immigration rate” (referred to as (\( \hat{m}_{(MLNE)} \)) has been taken into account. When estimating \( \hat{N}_{e(MLNE, open)} \) we pooled individuals from all the island populations except the focal population, and defined this pool as the source population for any migrants. Furthermore, MLNE requires that a relationship between drift and migration is specified; we assumed non-equilibrium as this is more realistic for the small populations in this study.

To examine whether choice of prior affected our results we also estimated \( N_e \) using the MLNE(closed) method when the upper bound of the prior was set to \( 40N_e \).
for the sampling year with the highest $N_e$ (see Supporting Information Tables S2 and S4).

**CoNe**

The program CoNe gives the likelihood of $N_e$ given genetic data sampled from the same population at different points in time (Anderson 2005). This method is based on coalescent theory and assumes that coalescent events are only driven by genetic drift while ignoring mutations and dispersal (Anderson 2005).

**Metapopulation $N_e$**

Genetic data from each local population was pooled for each year or combination of years to estimate $\text{meta}N_e$ for each estimator. Additionally, $N_e$-values were summed across islands for each year/combinations of years, giving $\Sigma N_e$. Census population size was summed across islands to give an estimate of $\text{meta}N_e$. When $N_e$ for a local population was not available (see Supporting Information Table S2) the same population was excluded from the other estimates to make direct comparisons possible. Note that neither the $\text{meta}N_e$ nor the $\Sigma N_e$ are expected to be entirely correct estimates of $N_e$ for a metapopulation. We therefore only qualitatively compared estimates of $\text{meta}N_e$ and $\Sigma N_e$ with $\text{meta}N_e$, and $\text{meta}N_e/\text{meta}N_c$-ratios with subpopulation $N_e/N_c$-ratios to examine variation in $N_e$ at different population levels, and thus indicate how ignoring population structure may affect estimates of $N_e$.

**Estimation of demographic $N_e$**

Demographic methods are often based on very restrictive assumptions (e.g. Felsenstein 1971; Hill 1972) or a large number of parameters (e.g. Engen et al. 2005). Here we based our estimates on the approach of Engen et al. (2007), which assumes constant mean vital rates independent of age. This simplifies the estimation considerably. $N_e$ was calculated for each sex separately as vital rates can be sex-
specific. $N_e$ for females ($N_{ef}$) was based on a simplification of Engen et al. (2005) and is given by

$$N_{ef} = \frac{N_f}{\sigma^2_{dgf}T_f} = \frac{N_f}{[b_f/4 + \sigma^2_f/4 + s_f(1 - s_f) + c_f/T_f]}$$

where $N_f$ is the number of females, $\sigma^2_{dgf}$ is the demographic variance of a hypothetical female subpopulation of heterozygotes carrying a rare allele, $b_f$ is the mean number of female offspring born to each female, $\sigma^2_f$ is the variance in number of female offspring per female, $s_f$ is the probability of survival for females, $c_f$ is the covariance between an individual’s number of offspring and the indicator variable (0 or 1) for its survival, and $T_f$ is the generation time for the female population given by $T_f = \lambda/(\lambda - s_f)$ where $\lambda$ is the deterministic growth rate. $N_e$ for males ($N_{em}$) was calculated in the same way. Second, the $N_e$ of the total population was calculated as follows, based on Wright’s formula for uneven sex ratios modified to also allow for non-overlapping generations (Engen et al. 2007)

$$N_e = \frac{4\lambda^2 b_f N_{ef}N_{em}}{b_f N_{ef} + b_m N_{em}}$$
\( \hat{N}_e^{(demographic)} \) was obtained from the same sampling intervals as temporal genetic \( \hat{N}_e \), by multiplying the mean population size during the sampling interval for each island with the \( N_e/N_c \)-ratio given in Table 1 in Engen et al. (2007). Note that this approach assumes a constant \( N_e/N_c \)-ratio across years. Metapopulation \( N_e \) was not estimated using the demographic method as this approach was currently only possible for a limited number of years on 6 out of 15 islands. More information about the method and exact values used in the calculations can be found in Engen et al. (2007).

**Statistical analyses**

We used Pearson’s correlation coefficient \((r)\) to investigate the relationship between estimates from different estimators (\( \hat{N}_e^{(LDNE)} \) and \( \hat{N}_e^{(ONESAMP)} \), and \( \hat{N}_e^{(MLNE)} \) and \( \hat{N}_e^{(CoNe)} \)), and between \( \hat{N}_e \) and \( N_c \) (\( N_H \) for temporal estimates), and finally between \( \hat{N}_e \) and \( \hat{N}_e^{(demographic)} \). In order to determine the importance of population characteristics for \( \hat{N}_e/N_c \), we modeled \( \hat{N}_e/N_c \) and \( \hat{N}_e/N_H \) as a function of the following predictor variables: \( SR \), \( m \), \( N_c \) or \( N_H \), \( dN/dt \), \( \sigma_{N_c}^2 \) and the number of generations between samples \((g)\). Additionally, the interactions were included in the *a priori* global models: \( N_c \times SR \) and \( N_c \times m \) as the effect of \( SR \) and \( m \) on \( \hat{N}_e/N_c \) could vary with \( N_c \) (\( N_H \) for temporal estimators). Hence, the global models included five or six covariates (for single sample and temporal methods, respectively) and two two-way interactions. All 52 or 104 models nested within the global models were tested (for single sample and temporal methods, respectively). Analyses were carried out using both generalized linear models (GLM) with a Gaussian error structure (using the glm function in R; R Development Core Team 2011) and generalized linear mixed models (GLMM, with a Gaussian error structure, using the nlme package (Pinheiro et al. 2011)) with population as a random factor. As GLMs and GLMMs gave similar results only the results from the GLMs are presented. Model selection was carried out using Akaike’s
Information Criterion with a correction for smaller sample sizes ($AIC_c$) following Burnham & Anderson (2002). Detailed results of the model selection procedures are given in Supporting Information Appendix S2. All statistical analyses were carried out using R (R Development Core Team 2011). For an overview of removed data, including justification for removing outliers, see Supporting Information Table S2.
Results

There was large variation in $N_c$ within and among insular house sparrow populations in Northern Norway across the 17 year study period (Fig. 2, 3). Aldra was colonized in 1998 and populated continuously thereafter (see Billing et al. 2012). The populations on Sundøy and Ytre Kvarøy went extinct in 2000 (see Ringsby et al. 2006), and the Selvær population went effectively extinct in 2000 (only four males present), but quickly rebounded due to immigration (see Supporting Information Figure S2). For the other island populations the population sizes ranged from less than 10 individuals (e.g. Selsøyvik) to more than 150 individuals (e.g. Hestmannøy).

Estimates of local $N_e$

$\tilde{N}_e^{(LDNE)}$ and $\tilde{N}_e^{(ONE_SAMP)}$ were both significantly positively correlated with $N_c$ and tracked fluctuations in $N_c$ over time (Fig. 2, Table 1, Supporting Information Table S3). The two estimators showed different patterns; $\tilde{N}_e^{(LDNE)}$ were mostly lower than $N_c$ in relatively large populations (i.e. populations larger than $N_c \approx 25$, see Supporting Information Fig. S1), while $\tilde{N}_e^{(ONE_SAMP)}$ typically were higher than $N_c$. For small populations, the relationship between $\tilde{N}_e$ and $N_c$ appeared to be opposite for both estimators (Supporting Information Fig. S1).

$\tilde{N}_e^{(MLNE, closed)}$ and $\tilde{N}_e^{(MLNE, open)}$ were significantly positively correlated with each other and with $N_H$ (Table 1), whereas $\tilde{N}_e^{(CoNe)}$ was significantly correlated only with $\tilde{N}_e^{(MLNE, open)}$ (Table 1). All three temporal estimators seemed to track fluctuations in $N_H$ over time (Fig. 3, Supporting Information Table S4). Temporal $\tilde{N}_e$ was generally higher than $N_H$; except for $\tilde{N}_e^{(MLNE, open)}$ (Fig. 3). Overall the MLNE
and CoNe methods produced quite similar estimates, although the estimates given by CoNe were generally higher than those from MLNE (Fig. 3).

Estimates of immigration rates from MLNE ($\hat{m}_{MLNE}$) ranged from 0.00 to 1.00, with a mean value of 0.43 (Supporting Information Table S4). These estimates were much higher than the observed (ecological) migration rate $m$ calculated based on observed natal dispersal events of recruiting individuals between the islands (range: 0.00 - 0.14, mean = 0.04; see Pärn et al. 2009, 2012 and Supporting Information Figure S2).

**Population characteristics and variation in local $N_e/N_c$**

The most parsimonious model explaining 35% of the variation in $\hat{N}_{e(LDNE)}/N_c$ included two parameters: sex ratio ($SR$) and immigration rate ($m$) (model 1, Table 2a). $SR$ and $m$ were positively related to $\hat{N}_{e(LDNE)}/N_c$ (Table 3a), indicating that $\hat{N}_{e(LDNE)}$ was relatively higher compared to $N_c$ when the population was more male biased and there were more immigrants.

The most parsimonious model explaining 31% of the variation in $\hat{N}_{e(ONeSAMP)}/N_c$ included only $N_c$ (model 1, Table 2b). This model showed that $N_c$ was positively related to $\hat{N}_{e(ONeSAMP)}/N_c$ (Table 3b), thus $\hat{N}_{e(ONeSAMP)}$ was relatively higher compared to $N_c$ at higher values of $N_c$ (see also Supporting Information Fig. S1b).

Variation in $\hat{N}_{e(MLNE, closed)}/N_H$ was best explained by population size ($N_H$), sex ratio ($SR$), immigration rate ($m$) and population growth rate ($dN/dt$) (model 1, Table 2c). In this model, which explained 35% of the variance in $\hat{N}_{e(MLNE, closed)}/N_H$, $\hat{N}_{e(MLNE, closed)}/N_H$ was negatively related to $N_H$ and $SR$, and positively related to $m$ and $dN/dt$ (Table 3c). This implied that $\hat{N}_{e(MLNE, closed)}$ was relatively smaller compared to
At higher population sizes and at higher proportions of males in the population, and relatively higher than $N_H$ at higher population growth rates and immigration rates. According to the best model, which explained 47% of the variation in $\tilde{N}_{e(MLNE, open)}/N_H$ (model 1, Table 2d), $N_H$ was negatively related to $\tilde{N}_{e(MLNE, open)}/N_H$ and $\sigma_{N_c}^2$ were positively associated with $\tilde{N}_{e(MLNE, open)}/N_H$ (Table 3d). Consequently, $\tilde{N}_{e(MLNE, open)}$ was relatively larger compared to $N_H$ at smaller values of $N_H$ and with higher $\sigma_{N_c}^2$.

The most parsimonious model explaining 71% of the variation in $\tilde{N}_{e(CoNe)}/N_H$ included population size ($N_H$), immigration rate ($m$), population growth rate ($dN/dt$) and the interaction term $N_H \times m$ (model 1, Table 2e). Parameter estimates for model 1 (Table 3e) showed that $m$ and $dN/dt$ had a positive effect on $\tilde{N}_{e(CoNe)}/N_H$, whereas $N_H$ and the interaction term $N_H \times m$ had negative parameter estimates. However, the main effect of $N_H$ was not significant ($p = 0.20$). Thus, $\tilde{N}_{e(CoNe)}$ was relatively higher compared to $N_H$ when the number of immigrants increased and with higher population growth rate. The magnitude of the positive effect of $m$ on $\tilde{N}_{e(CoNe)}/N_H$ was reduced when population size increased.

The relationship between genetic and demographic local $N_e$

The estimates of $N_e$ from the demographic method were significantly positively correlated with estimates from the MLNE method, as well as with estimates from the CoNe method (Table 1). Thus, this suggests that these methods reflected current rates of drift in these populations. However, both the MLNE method and the CoNe method always produced estimates that were larger than $\tilde{N}_{e(demographic)}$ (see Supporting Information Figure S1).
The effect of population structure

Metapopulation estimates of $N_e$ based on the pooled samples from all local populations for a given year (or two points in time for the temporal estimator) were only estimated for ONeSAMP, LDNE and MLNE (closed). Metapopulation $N_e$ could not be estimated using CoNe due to too many missing estimates for each local population (see Supporting Information Table S2) and estimating metapopulation $N_e$ using MLNE(open) is not possible as we currently do not have data on the genetic composition of the potential source of immigrants into the house sparrow metapopulation. Even though the sample size was too small for proper statistical testing, some patterns were apparent; for LDNE, $\Sigma N_e$ was lower than meta$N_e$, while for MLNE it was always higher (Figure 4, Supporting Information Table S5). For both LDNE and MLNE $\Sigma N_e$ was in general more than twice the meta$N_e$ (Figure 4, Supporting Information Table S5). Also, for both LDNE and MLNE $\text{meta}N_e/\text{meta}N$ was in the range 0.260-2.521, and mostly below 1 (Supporting Information Table S5).
Discussion

As expected, estimates of local $N_e$ within island populations were strongly positively related to $N_c$ (Table 1, Fig. 2 and 3). However, although estimates of genetic $N_e$ seemed to track $N_c$ quite well, $N_e$ estimates within local populations were in general larger than census population size (Fig. 2 and 3), with $N_e^{(LDNE)}$ being the only exception (Fig. 2). On the metapopulation level we found that $metaN_e$ was usually smaller than $metaN_c$ (Fig. 4).

There was an overall congruence between different genetic estimators of $N_e$, and between temporal genetic and demographic estimators of $N_e$ (Table 1). Temporal genetic $N_e$ was however always larger than demographic $N_e$. The differences between the estimators are partly due to the estimators being affected differently by immigration and fluctuating population size (see discussion below). The estimators can also be inaccurate, which is very likely in many natural populations given the restrictive assumptions underlying the estimators (constant population size, no gene-flow, non-overlapping generations etc.). As we do not know the true value of $N_e$ it is however difficult to assess the magnitude and direction of a potential bias. For example, when the upper bound of the prior was increased from 2 times $N_c$ to 40 times $N_c$ many of the $N_e$-estimates from the MLNE(closed) method increased considerably, showing that this estimator is sensitive to the prior distribution (Supporting Information Table S4). The $N_e$-estimates increased on average by more than 10-fold when the two population samples were spaced only one generation apart but remained almost the same when spaced four or seven generations apart (Supporting Information Fig. S3). This suggests that the bias introduced by age structure when using a method which assumes non-overlapping generations (such as
e.g. MLNE) can be reduced by increasing the number of generations between the
samples (Waples & Yokota 2007). Furthermore, some estimates were either infinite
or clear outliers (see Supporting Information Tables S2, S3 and S4), perhaps due to
the combined effects of relatively few genetic marker loci and small sample sizes
(Waples 1989; England et al. 2006). Although these estimates were excluded from the
analyses, they do highlight a general concern with at least some of the genetic \( N_e \)
estimators; \( \hat{N}_e \) may in certain cases be very biased. Given that \( N_e > N_c \) for most
estimates in our study (Table 1, Fig. 2 and 3) it seems likely that there exist an upward
bias for genetic \( N_e \) estimators on the local population level. The most likely cause of
this potential bias is immigration. We recommend the use of different estimators of \( N_e \)
to obtain some notion of how robust the estimate is, and that \( \hat{N}_e \) should be interpreted
with caution if no other information is available from the population in question.
Different bounds of the prior should also be tried out; if the estimates returned are
much higher and even equal to the upper bound of the prior this might indicate that
there is not enough information in the molecular data for the method to properly
quantify the genetic drift component and give reliable estimates of \( N_e \), perhaps
because too few generations have passed between the temporal samples.

**Population characteristics and variation in \( N_e/N_c \)**

Contemporary estimates of \( N_e \) will mainly reflect local demographic and evolutionary
processes that have occurred during recent generations (Waples 2010), with single
sample estimators generally reflecting processes that occurred in the parental
generation, and temporal estimators reflecting the processes that have occurred during
the time span considered (Luikart et al. 2010). Accordingly, demographic
characteristics of the populations during one or a few generations prior to sampling
explained between 31 and 71% of the observed variance in local $N_e/N_c$ for the
different genetic estimators. This pattern was however complex, as the population
characteristics affecting the $N_e/N_c$-ratio differed between estimators (Table 2 and 3).

Population size and population growth rate

According to theory there should be no relationship between $N_e/N_c$ and $N_c$
(Kalinowski & Waples 2002). However, $N_c$ positively affected $N_e/N_c$ for the
ONeSAMP method and negatively affected $N_e/N_H$ for the MLNE and CoNe methods
(Table 3). A negative relationship between $N_e/N_c$ and $N_c$ was found in other studies as
well (Ardren & Kapuscinski 2003; Beebee 2009). These studies attributed this pattern
to either genetic compensation (which is a higher than expected $N_e$ at low values of $N_c$
because reproductive variance may be lower in small populations), or simply an
artifact of plotting a fraction against its denominator. ONeSAMP gave relatively
higher $N_e$ with higher $N_c$ prior, consistent with results from Phillipsen et al. (2011),
and meta$N_e$ estimates for this estimator were therefore extremely high (i.e. >2500).
This is most likely an artifact of the estimation procedure used in ONeSAMP, which
seems to be inappropriate for higher values of $N_e$ as the signal from drift attenuates
with increasing $N_e$ (see Phillipsen et al. (2011)), and not an effect of population
structure. As expected from theory, $N_e/N_H$ was positively related to population growth
rate for the two temporal methods, which estimate $N_{eV}$ (Waples 2005). Fluctuations in
population size are expected to influence $N_{eI}$ and $N_{eV}$ differently, as variance in allele
frequencies and inbreeding relates differently to population dynamics (Crow &
Denniston 1988). Changes in $N_{eV}$ are expected to follow changes in $N_e$ because
variance in allele frequency is directly dependent on $N_e$. On the other hand, $N_{eI}$ will
lag by at least one generation, as it relates to the number of parents that produced the
sample. Although it may seem that the single sample estimators track $N_e$ better than
the temporal estimators (Fig. 2, 3), there is no evidence that this is the case based on
the observed correlations between \( N_e \) estimates and \( N_e \) (Table 1).

Variance in population size should lead to a reduction in \( N_e \) and \( N_e/N_c \) (Kalinowski & Waples 2002). Therefore, the positive relationship between
\( \tilde{N}_e(MLNE,open) \) and \( \sigma^2_{N_e} \) is puzzling. This relationship could however arise if there is a
positive relationship between population size and the magnitude of fluctuations in
population size.

**Sex ratio**

A prediction from Wright’s theory is that a skewed sex ratio will decrease \( N_e \) toward
the effective size for the rarest sex (Wright 1931, 1938). Empirical studies have
reported that unequal sex ratio had a negative effect on \( N_e/N_c \) (Frankham 1995).
However, the effect of sex ratio on \( N_e/N_c \) depends on the mating system (Nunney
1993). The house sparrow mating system is probably dominance polygyny, resulting
in higher variance in reproductive success for males than females (Anderson 2006;
but see Jensen et al. 2004). The maximum value of \( N_e/N_c \) is then expected in a male
biased population (Nunney 1993). This is concordant with the results for the LDNE
method, where sex ratio (i.e. proportion of males) affected \( N_e/N_c \) positively (Table
3a). However, for MLNE(closed) the opposite result was found (Table 3c). This could
be due to effects of the other parameters included in the model (population size,
immigration and population growth rate), as other factors could interact with sex ratio
and influence its relationship with \( N_e/N_c \).

**Immigration**

Immigration rate had a positive effect on \( N_e/N_c \) for three of the estimators: LDNE,
MLNE(closed) and CoNe (Table 3). The positive relationship between immigration
rate and \( N_e/N \) could be a direct consequence of the increased genetic variation
introduced by immigrants (Charlesworth 2009), because immigrants that are genetically different from residents are expected to increase levels of LD and hence reduce $N_e$ in the local population (Waples & England 2011). The effect of immigration will therefore depend on the genetic differentiation between the source population and recipient population (Wang & Whitlock 2003). Preliminary analyses suggest that the average pairwise $F_{ST}$ value among the island populations in this metapopulation is ca. 0.03, indicating moderate genetic differentiation (Jensen et al. in prep.). Moreover, Jensen et al. (2013) found that genetic differentiation between island populations increased with distance on a larger scale along the Norwegian coast, and previous studies have shown that dispersal distances in the house sparrow are generally very short (Tufto et al. 2005; Anderson 2006) and occur most frequently between neighboring islands (Pärn et al. 2012). As a consequence, the average immigrant seems likely to be sufficiently genetically similar to the average individual in the recipient population to avoid increasing LD levels at the typed genetic markers, and the direct effect of immigration to reduce the rate of loss of genetic variation is probably the cause for its positive effect on $N_e/N_c$. This assumes that the recorded migrants are a part of the breeding population, which is not always the case in our study metapopulation in which male immigrants have lower fitness than resident males (Pärn et al. 2009). A comparison of the temporal genetic estimates from MLNE and CoNe and the demographic estimates of $N_e$ revealed that demographic estimates were not affected by immigration in the same way, as the values of local $N_e$ fall within what is expected with respect to $N_H$ ($N_e < N_H$). The demographic method is on the other hand sensitive to local population demography such as the mean and variance in vital rates and deviation from a 1:1 sex ratio (Engen et al. 2005, 2007). Thus, immigration is expected to reduce demographic $N_e$ slightly because the lowered
fitness of male immigrants would reduce the mean and increase the variance in male reproductive success (see eqn. 2). In contrast, genetic $N_e$ will be directly affected and elevated by immigration, because immigration counteracts the effect of genetic drift. The true $N_e$ probably lies between $N_e$ estimated using the demographic approach and $N_e$ estimated using genetic methods.

Immigration rates estimated using the MLNE method ($\hat{m}_{(MLNE)}$, mean = 0.43) were much higher than what is reasonable given the (ecological) $m$ (mean = 0.044), calculated based on observed dispersal events (Pärn et al. 2009, 2012; see also Supporting Information Figure S2). The reason for the improbably high $\hat{m}_{(MLNE)}$ may be related to the fact that individuals from all other islands than the one for which $N_e$ was estimated were pooled and defined as the source population in our analyses. Hence, a continent-island system was assumed, when in fact the metapopulation is an island-island system, with local populations of very different sizes and asymmetrical exchange of migrants (Pärn et al. 2012, Supporting Information Figure S2). Similarly, improbably large estimates of $m$ were also found in the frog *Rana pipiens* and were also attributed to the MLNE method’s assumption regarding source of immigrants (Hoffman et al. 2004).

**Population structure and the importance of spatial scale**

Given that gene-flow between local populations has such a large impact on $N_e$ it may be more appropriate to study $N_e$ for the total metapopulation ($metaN_e$). However, this may be very challenging as the metapopulation $N_e$ is not equal to the sum of all the local population $N_e$-values (Hedrick & Gilpin 1997). Under Wright’s island model, $N_e$ for a metapopulation is higher than the equivalent panmictic population. However, many assumptions of the island model are unrealistic in natural populations. For example, if there is higher variance in reproductive success between local populations
than expected by a Poisson distribution or if extinction-recolonization dynamics are
accounted for, then metapopulation $N_e$ will be (much) smaller than $N_e$ for a panmictic
population with the same $N_e$ (Hedrick & Gilpin 1997, Whitlock & Barton 1997, Wang
& Caballero 1999, Ovaskainen & Hanski 2004). In our house sparrow study
metapopulation we have shown that $metaN_e$ generally is smaller than the
metapopulation census population size ($metaN_e$) and clearly smaller than the sum of
the local population $N_e$-values ($\Sigma N_e$; Fig. 4, Supporting Information Table S5). The
true value of $N_e$ for the total metapopulation probably lies in the range between
$metaN_e$ and $metaN_c$. Proper estimation of genetic metapopulation $N_e$ using e.g. the
model of Whitlock & Barton (1997) was not possible in this study, but should be
carried out when information on the variance among local populations is reproductive
success is available and can be combined with information on local population sizes
and the level of genetic differentiation among populations (measured by Wright’s $F_{st}$,
which depends on dispersal rates).

Our results strongly show the importance of identifying the proper spatial
scale for estimating $N_e$; if unaware of population structure and metapopulation
dynamics one might risk either overestimating local $N_e$ or underestimating
metapopulation $N_e$ (see also Fraser et al. 2007, Palstra & Ruzzante 2011). Our study
also suggests the importance a metapopulation structure can have for preserving
genetic variation, especially when the environmental stochasticity is high. The
different island populations have undergone major fluctuations in population size,
including severe bottlenecks and extinction events (Fig. 2 and 3). However, LDNE
$metaN_e$ (but not single-generation MLNE $metaN_e$) remains relatively stable across
years (Fig. 4). One can speculate whether this may be due to the stabilizing effect of
migration between islands; we have shown here that migration has a positive impact on local $N_e$ and thus maintenance of genetic variation.

**Conclusions and implications**

Genetic $N_e$ estimated with proper caution with respect to potential biases or imprecisions, can be used to guide management decisions (Leberg 2005). Identifying $N_e$ and the factors causing low values of $N_e$ is vital for conservation (Wang 2009). Knowledge of how $N_e$ can be maximized by management is also necessary. From our analyses it is clear that population size itself is an important factor, as $N_e$ increased with $N_c$ for all estimators. Frankham (1995) conclude that a fluctuating population size is the most important factor responsible for reducing the $N_e/N_c$ ratio. Immigration had a positive effect on $N_e/N_c$ and facilitating gene flow in fragmented habitats may therefore be an important conservation measure to reduce loss of genetic variation. We suggest that more effort should be put into providing empirical estimates of $N_e$ for both local populations and metapopulations. Because more populations will become fragmented in the future, an increased understanding of how different factors affect the rate of genetic drift at every level in such systems is essential (Hedrick & Gilpin 1997, Waples 2010).
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**Figure Legends**

**Figure 1** The house sparrow metapopulation study system consisting of 18 island populations (shown in black) off the coast of Norway. The 15 islands included in this study are named.

**Figure 2** Single sample effective population size estimates and population size over time in 15 house sparrow populations in Northern Norway. Census population size ($N_c$) is indicated as orange dots, $N_e$-estimates from LDNE are shown as green triangles, and $N_e$-estimates from ONeSAMP are shown as blue squares.

**Figure 3** Temporal effective population size estimates and population size over time in 15 house sparrow populations in Northern Norway. Census population size ($N_c$) is indicated as orange dots, $N_e$-estimates from MLNE(closed) are shown in red, $N_e$-estimates from MLNE(open) are shown in green, and $N_e$-estimates from CoNe are shown in blue. For each estimator triangles show estimates based on samples separated by one generation, dots show estimates from samples separated by four generations, and squares show estimates from samples separated by seven generations.

**Figure 4.** Estimates of effective population size from (a) LDNE and (b) MLNE(closed) for the whole metapopulation, consisting of 15 insular house sparrow populations in Northern Norway. Census population size ($N_c$) is indicated as orange dots. For (a) LDNE the $N_e$-estimates for the total metapopulation ($metaN_e$) are shown in yellow whereas the sums of local population $N_e$ ($\Sigma N_e$) are shown in green. For (b) MLNE(closed) the $N_e$-estimates for the total metapopulation ($metaN_e$) are shown in blue whereas the sum of local population $N_e$ ($\Sigma N_e$) are shown in red; triangles show estimates based on samples separated by one
generation, dots show estimates from samples separated by four generations, and squares show estimates from samples separated by seven generations.
### Tables

**Table 1:** Correlation between different estimators of effective population size ($\hat{N}_e$) in a house sparrow metapopulation, and between $\hat{N}_e$ and adult census population size (harmonic mean census population size $N_H$ or annual census population size $N_c$). The upper left section gives the correlations between the temporal estimators (MLNE and CoNe) and demographic $N_e$; the lower right section gives the correlations for the single sample estimators (LDNE and ONeSAMP). P-values and the number of estimates (n) included in the correlation analyses are shown in brackets.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{N}_e$(MLNE, open)</th>
<th>$\hat{N}_e$(MLNE, closed)</th>
<th>$\hat{N}_e$(CoNe)</th>
<th>$\hat{N}_e$(demographic)</th>
<th>$\hat{N}_e$(LDNE)</th>
<th>$\hat{N}_e$(ONeSAMP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_H$</td>
<td>0.63 (p&lt;&lt;0.001, n=86)</td>
<td>0.83 (p&lt;&lt;0.001, n=86)</td>
<td>0.16 (p=0.269, n=51)</td>
<td>0.99 (p&lt;&lt;0.001, n=41)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\hat{N}_e$(MLNE, open)</td>
<td>0.69 (p&lt;&lt;0.001, n=86)</td>
<td>0.23 (p=0.122, n=51)</td>
<td>0.55</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\hat{N}_e$(MLNE, closed)</td>
<td>0.36 (p=0.012, n=51)</td>
<td>0.83</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\hat{N}_e$(CoNe)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>(p=0.035, n=29)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$N_c$</td>
<td>0.63 (p&lt;&lt;0.001, n=65)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.93 (p&lt;&lt;0.001, n=70)</td>
<td>-</td>
</tr>
<tr>
<td>$\hat{N}_e$(LDNE)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.62</td>
</tr>
</tbody>
</table>
810 (p<<0.001, n=65)
Table 2. Modeling variation in $\hat{N}_e/N_c$ in a house sparrow metapopulation for the genetic estimators of effective population size (LDNE, ONeSAMP, MLNE and CoNe, respectively), as a function of population characteristics (sex ratio (SR), immigration rate ($m$), census population size ($N_H$ or $N_c$), number of generations between samples ($g$; for the temporal estimators), population growth rate ($dN/dt$) and variance in population size ($\sigma_{N_c}^2$)). All models nested within the global models were tested (see Statistical analyses), however only a subset containing the highest ranked models are listed. $K$ denotes the number of parameters, $L$ is the log Likelihood of the model, $AIC_C$ is Aikaike’s information criterion for small sample sizes, $\Delta_i$ is the difference in $AIC_C$ between the best model and model $i$, $w_i$ is the Aikake weight of model $i$, and $ER$ is the evidence ratio. The “best” model for each estimator is indicated in bold.

<table>
<thead>
<tr>
<th>$\hat{N}_e/N$ and model</th>
<th>$K$</th>
<th>$L$</th>
<th>$AIC_C$</th>
<th>$\Delta_i$</th>
<th>$w_i$</th>
<th>$ER$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) $\hat{N}_{e(LDNE)}/N_c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SR + m$</td>
<td>2</td>
<td>-43.96</td>
<td>96.61</td>
<td>0.00</td>
<td>0.155</td>
<td>1.00</td>
</tr>
<tr>
<td>$N_c + SR + m + N_c*SR$</td>
<td>4</td>
<td>-41.87</td>
<td>97.24</td>
<td>0.63</td>
<td>0.114</td>
<td>1.36</td>
</tr>
<tr>
<td>$SR + m + dN/dt$</td>
<td>3</td>
<td>-43.26</td>
<td>97.57</td>
<td>0.96</td>
<td>0.096</td>
<td>1.61</td>
</tr>
<tr>
<td>$N_c + SR + m$</td>
<td>3</td>
<td>-43.34</td>
<td>97.72</td>
<td>1.11</td>
<td>0.089</td>
<td>1.74</td>
</tr>
<tr>
<td>$N_c + SR + m + dN/dt + N_c*SR$</td>
<td>5</td>
<td>-40.99</td>
<td>98.02</td>
<td>1.41</td>
<td>0.077</td>
<td>2.01</td>
</tr>
<tr>
<td>b) $\hat{N}_{e(ONeSAMP)}/N_c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_c$</td>
<td>1</td>
<td>-20.41</td>
<td>47.19</td>
<td>0.00</td>
<td>0.227</td>
<td>1.00</td>
</tr>
<tr>
<td>$N_c + \sigma_{N_c}^2$</td>
<td>2</td>
<td>-19.96</td>
<td>48.55</td>
<td>1.36</td>
<td>0.115</td>
<td>1.97</td>
</tr>
<tr>
<td>c) $\hat{N}_{e(MLNE, closed)}/N_H$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_H + SR + m + dN/dt$</td>
<td>4</td>
<td>-93.70</td>
<td>200.47</td>
<td>0.00</td>
<td>0.072</td>
<td>1.00</td>
</tr>
<tr>
<td>$N_H + SR + \sigma_{N_c}^2 + m + dN/dt + N_H*m$</td>
<td>6</td>
<td>-91.35</td>
<td>200.56</td>
<td>0.09</td>
<td>0.069</td>
<td>1.04</td>
</tr>
<tr>
<td>$N_H + SR + \sigma_{N_c}^2 + m + dN/dt$</td>
<td>5</td>
<td>-92.61</td>
<td>200.65</td>
<td>0.18</td>
<td>0.066</td>
<td>1.09</td>
</tr>
<tr>
<td>$N_H + SR + \sigma_{N_c}^2 + m + dN/dt + N_H<em>SR + N_H</em>m$</td>
<td>7</td>
<td>-90.44</td>
<td>201.25</td>
<td>0.78</td>
<td>0.049</td>
<td>1.47</td>
</tr>
<tr>
<td>$N_H + SR + m + dN/dt + N_H*m$</td>
<td>5</td>
<td>-92.91</td>
<td>201.25</td>
<td>0.78</td>
<td>0.049</td>
<td>1.47</td>
</tr>
<tr>
<td>$N_H + SR + \sigma_{N_c}^2 + m + N_H*m$</td>
<td>5</td>
<td>-92.93</td>
<td>201.30</td>
<td>0.83</td>
<td>0.048</td>
<td>1.50</td>
</tr>
<tr>
<td>$N_H + SR + \sigma_{N_c}^2 + m$</td>
<td>4</td>
<td>-94.22</td>
<td>201.50</td>
<td>1.03</td>
<td>0.043</td>
<td>1.67</td>
</tr>
<tr>
<td>$N_H + SR + m + dN/dt + N_H*SR$</td>
<td>5</td>
<td>-93.23</td>
<td>201.89</td>
<td>1.42</td>
<td>0.035</td>
<td>2.06</td>
</tr>
<tr>
<td>Expression</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td>Value 5</td>
<td></td>
</tr>
<tr>
<td>------------------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>( N_H + SR + m + dN/dt + N_H^* SR + N_H^* m )</td>
<td>-92.10</td>
<td>201.97</td>
<td>1.50</td>
<td>0.034</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>( N_H + SR + \sigma_{N_H}^2 + m + dN/dt + N_H^* SR )</td>
<td>-92.17</td>
<td>202.21</td>
<td>1.74</td>
<td>0.030</td>
<td>2.40</td>
<td></td>
</tr>
<tr>
<td>( N_H + SR + \sigma_{N_H}^2 + m + N_H^* SR + N_H^* m )</td>
<td>-92.26</td>
<td>202.38</td>
<td>1.91</td>
<td>0.028</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>( \bar{N}_{\text{MLN, open}} / N_H )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N_H + \sigma_{N_H}^2 )</td>
<td>-132.80</td>
<td>274.03</td>
<td>0.00</td>
<td>0.200</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>( N_H + SR + \sigma_{N_H}^2 )</td>
<td>-132.54</td>
<td>275.80</td>
<td>1.77</td>
<td>0.082</td>
<td>2.44</td>
<td></td>
</tr>
<tr>
<td>( N_H + \sigma_{N_H}^2 + m + N_H^* m )</td>
<td>-131.41</td>
<td>275.85</td>
<td>1.82</td>
<td>0.080</td>
<td>2.50</td>
<td></td>
</tr>
<tr>
<td>( N_H + \sigma_{N_H}^2 + m )</td>
<td>-132.60</td>
<td>275.92</td>
<td>1.89</td>
<td>0.077</td>
<td>2.60</td>
<td></td>
</tr>
<tr>
<td>( \bar{N}_{\text{CoNe}} / N_H )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N_H + m + dN/dt + N_H^* m )</td>
<td>-70.64</td>
<td>155.44</td>
<td>0.00</td>
<td>0.232</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>( N_H + \sigma_{N_H}^2 + m + dN/dt + N_H^* m )</td>
<td>-69.64</td>
<td>156.23</td>
<td>0.79</td>
<td>0.156</td>
<td>1.49</td>
<td></td>
</tr>
</tbody>
</table>
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Table 3. Parameter estimates (coefficient) and standard error (SE) for the explanatory variables (sex ratio (SR), immigration rate (m), census population size (N_H or N_c), population growth rate (dN/dt) and variance in population size (σ^2_{N_c})) in the “best” models explaining variance in a) $\hat{N}_e^{\text{LDNE}}/N_c$ and b) $\hat{N}_e^{\text{ONE Samp}}/N_c$, c) $\hat{N}_e^{\text{MLNE, closed}}/N_H$, d) $\hat{N}_e^{\text{MLNE, open}}/N_H$ and e) $\hat{N}_e^{\text{CoNe}}/N_H$, respectively, in a house sparrow metapopulation.

<table>
<thead>
<tr>
<th>Model parameter</th>
<th>β</th>
<th>SE</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) $\hat{N}_e^{\text{LDNE}}/N_c$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.502</td>
<td>0.368</td>
<td>0.178</td>
</tr>
<tr>
<td>SR</td>
<td>2.083</td>
<td>0.674</td>
<td>0.003</td>
</tr>
<tr>
<td>m</td>
<td>6.563</td>
<td>1.489</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>b) $\hat{N}_e^{\text{ONE Samp}}/N_c$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.934</td>
<td>0.066</td>
<td>&lt;&lt;0.001</td>
</tr>
<tr>
<td>$N_c$</td>
<td>0.007</td>
<td>0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>c) $\hat{N}_e^{\text{MLNE, closed}}/N_H$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4.352</td>
<td>0.787</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$N_H$</td>
<td>-0.017</td>
<td>0.003</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>SR</td>
<td>-2.992</td>
<td>1.369</td>
<td>0.032</td>
</tr>
<tr>
<td>m</td>
<td>7.004</td>
<td>2.646</td>
<td>0.010</td>
</tr>
<tr>
<td>$dN/dt$</td>
<td>0.260</td>
<td>0.120</td>
<td>0.033</td>
</tr>
<tr>
<td>d) $\hat{N}_e^{\text{MLNE, open}}/N_H$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>3.170</td>
<td>0.200</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$N_H$</td>
<td>-0.031</td>
<td>0.004</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$\sigma_{N_c}^2$</td>
<td>0.002</td>
<td>0.000</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>e) $\hat{N}_e^{\text{CoNe}}/N_H$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.574</td>
<td>0.600</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$N_H$</td>
<td>-0.015</td>
<td>0.011</td>
<td>0.197</td>
</tr>
<tr>
<td>m</td>
<td>52.220</td>
<td>10.268</td>
<td>&lt;&lt;0.001</td>
</tr>
<tr>
<td>$dN/dt$</td>
<td>0.938</td>
<td>0.310</td>
<td>0.004</td>
</tr>
<tr>
<td>$N_H*m$</td>
<td>-0.549</td>
<td>0.248</td>
<td>0.032</td>
</tr>
</tbody>
</table>