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Summary

The hexagonal manganites h-$RMnO_3$ ($R = Y$, In, Sc, Ho,...,Lu) are interesting for both fundamental studies – i.e. formation of cosmic strings – and technological purposes, e.g. nano-sized conducting domain walls, and oxygen carrier materials for chemical looping combustion. This thesis investigates the microscopic mechanisms determining for the oxygen defect chemistry and the domain wall conduction, revealing the critical importance of the yttrium-oxygen interactions.

The thesis is divided into three main topics, investigating the ferroelectric phase transition, accommodation of oxygen vacancies, and accommodation of oxygen interstitials. It further discusses the intimate connection between the three topics and the implications.

The improper mechanism for ferroelectricity is well established. However, there has been controversy about why the observable ferroelectric polarization is not seen until several hundred degrees below the Curie temperature, where the non-centrosymmetric distortions, often called trimerization, occur. This controversy is addressed in the thesis by using high-energy neutron total scattering. The measurements probed the local structure across the ferroelectric transition in hexagonal YMnO$_3$. Upon heating, the average structure shows signatures of becoming paraelectric – with trimerization decreasing to zero – whereas the local structure partially retains its trimerization amplitude. It is shown that this trimerization averages to zero when fluctuations lower the local symmetry to a continuum of structures. This unconventional phase transition reconciles previously reported anomalies related to the phase transition, and is expected to apply to all hexagonal manganites.

Functional properties at ferroelectric domain walls, e.g., domain wall conductivity, are often attributed to oxygen vacancies. Despite no electric driving force for charge accumulation at neutral domain walls, also these walls have been shown to have higher conductivity than the bulk. This implies an elastic
driving force for point defect segregation to these walls. This thesis discusses the accommodation of oxygen vacancies in h-YMnO$_3$, through first principles calculations. The vacancies are accommodated in the manganese-oxygen layers, reducing the manganese. Moreover, the oxygen vacancies do not accumulate at the neutral domain walls. The distance to the closest yttrium and the structural flexibility are inferred to be important for the defect accommodation. The yttrium-oxygen bonds are shorter at the domain walls, and the structure is less flexible with respect to structural distortions. Hence, breaking the bonds at the domain walls cost more energy than breaking these bonds in the bulk.

It has been ubiquitously observed that undoped hexagonal manganites are p-type semiconductors. This has often been attributed to cation vacancies. However, observations of large oxygen excess, tunable by oxygen partial pressure at low temperatures, imply that cation vacancies may not be the only point defects accommodating the p-type conductivity. The measured excess of oxygen can also be due to additional oxygen at interstitial lattice sites. These interstitial oxygens have not previously been investigated by first principles calculations in h-RMnO$_3$, possibly because this type of point defect can not be accommodated in more close-packed ABO$_3$ structures. This thesis presents the electronic and structural effects of interstitial oxygen in h-YMnO$_3$ by first principles calculations and experiments on samples with different thermo-atmospheric history. The interstitial oxygen is found to form in the manganese-oxygen layers of the structure, oxidizing manganese to give rise to the observed p-type conductivity. The calculations also show that the migration barrier for the defect is low in bulk, and explains the microscopic origin of the reversible excess oxygen at low temperatures. Further, the interstitial oxygen is shown to accumulate at neutral ferroelectric domain walls where it can bond stronger to nearby yttrium. The results hence provide an explanation for the previously reported conducting neutral domain walls.

Connecting the topics reveal that although the multivalent nature of manganese is the reason why oxygen point defects form in the manganese-oxygen layers, the electropositivity of yttrium and the structural flexibility – determined by the cost of changing the trimerization – determines the defect positions within these layers. The bonds between yttrium and oxygen are thus important for the structural and chemical stability of the hexagonal manganites, and constitute the key entities coupling the cation sublattices. Oxygen vacancies breaking these bonds will be accommodated by structural distortions that counteract the bond breaking. Introduction of additional oxygen interstitials forms new structurally
stabilizing yttrium-oxygen bonds. Understanding this coupling between the de-
fect chemistry and the functional properties arising from the trimerization is
important if the hexagonal manganites are to be used in electrochemical appli-
cations at the nano-meter range or in bulk.
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Part I

Background
Chapter 1

Motivation

Many modern technologies are based on materials in which electric, magnetic or elastic properties can be induced or manipulated by applying electrical, magnetic or elastic fields. Of special interest are materials that show a coupling between electric, magnetic or elastic properties, illustrated in Fig. 1.1. In particular, piezoelectric\textsuperscript{1,2} materials have coupled electric polarization and elastic strain such that an electric field can change the shape and size of the material, and mechanical stress can induce an electric polarization. Piezoelectrics are the cornerstones of sensor and actuator technology as they enable the conversion of mechanical to electrical energy. Magnetoelectrics\textsuperscript{3–5}, with coupled magnetization and electric polarization hold great promise for future technologies. Particularly, magnetoelectric multiferroics, where the coupled properties form spontaneously, are interesting for the development of e.g. multiferroic data storage devices where the information can be written with an electric field, while the coupled magnetization is read out\textsuperscript{6–8}.

The functional properties at the bottom of the diagram in Fig. 1.1 are also inevitably coupled to the chemical composition of the materials through the chemical potential of atomic species\textsuperscript{9–11}. Introduction of relatively immobile and irreversible cation point defects has been the way of tuning and optimizing properties in materials for a long time, for example in doped semiconductors. Reversible defect concentrations from exchange with the surroundings are intentionally exploited in electrochemical devices such as solid oxide fuel cells\textsuperscript{12} and batteries\textsuperscript{13}, but high temperatures of several hundred degrees are often required. As the size of technological devices and their components become progressively smaller and enter the nano-meter range, the temperatures required
1. Motivation

Figure 1.1: Coupling between electric, magnetic and elastic properties. Schematic presentation of interaction between the control parameters electric field $E$, magnetic field $H$, stress $\sigma$ and chemical potential $\mu$, and the functional response in a material through polarization $P$, magnetization $M$, strain $\epsilon$ and concentration $c$ of defects. Based on Fiebig, Kalinin and Spaldin.6,10,18

for exchanging reversible species between the material and the atmosphere decreases14. Moreover, the chemical potential of species become comparable to the elastic and electric fields at more static objects at the nano-scale, such as domain walls separating regions of ferroelectric polarization15. Controlling the chemical potentials of the relevant species thus becomes imperative. Ferroelectric domain walls have shown several orders of magnitude different electrical conductivity, which is likely connected with the defect chemistry of the materials16,17. However, the mechanism that govern defect accommodation, mobility, and their elastic and electrostatic effects at the nanoscale, are not fully understood.

The hexagonal manganites were discovered as a new class of material with coupled ferroelectricity and antiferromagnetism in the late 1950’s and early
1.1. Aim of work

The aim of this work was twofold. Firstly, the aim was to investigate the local structure and structural coherence across the ferroelectric transition of the hexagonal manganites, and thereby understand the emergence of their ferroelectric polarization and structural flexibility. The bulk structure was measured by high energy neutron scattering and analysed in real space as pair distribution functions (PDFs) across the ferroelectric transition.

The second goal was to understand the oxygen defect chemistry of the hexagonal manganites and its effect of the structural, electronic and functional properties. First principles calculations and experimental measurements of structural and electrical properties were used to study both oxygen vacancies and oxygen interstitials, in bulk and at neutral 180° domain walls.
Chapter 2

Introduction

2.1 Ferroelectrics and multiferroics

Ferroelectricity

Ferroelectricity is the establishment of a spontaneous electric polarization in a material, exemplified by ordering of electric dipoles. The spontaneous polarization can point in two or more allowed directions in the material, and the direction can be switched by an external electric field. Ferroelectric materials become polar below the Curie temperature, $T_C$, when inversion symmetry is broken by small displacements of the atoms and anisotropic distribution of the electron density. The polarization varies with temperature and strain, and ferroelectric materials are therefore also pyroelectric and piezoelectric$^{1,2}$.

The spontaneous polarization can emerge by several mechanisms$^{27,28}$. A common mechanism for polarization is partial covalency between empty $d$-states and O $2p$-states$^{29}$. This type of ferroelectricity is commonly found in $d^0$ transition metal perovskite oxides, such as BaTiO$_3$. This mechanism cannot accommodate multiferroicity of magnetic and electric orders, as magnetic order requires unpaired valence electrons, $d^n$.

Another driving force for ferroelectricity occurs in materials with electron lone-pairs. These electrons create local dipoles by anisotropic distribution of the electron density in the structure, and partial covalency might order these dipoles such that a long range ferroelectric polarization emerges. Two examples of materials with lone-pair ferroelectricity are BiFeO$_3$\textsuperscript{30} and PbTiO$_3$\textsuperscript{29,31}.

In materials with less covalent character, ferroelectricity can occur due to a
geometric mechanism where entire sublattices shift with respect to each other. The driving force for the shift can be pure steric effects, optimizing the packing of hard atoms of different size, or electrostatic optimization through ionic bonds. This mechanism is found in the hexagonal manganites, $RMnO_3$\(^{23,24,32}\).

A different mechanism is found in materials with charge ordering\(^{33}\). The spinel LuFe\(_2\)O\(_4\) with alternating order of Fe\(^{2+}\) and Fe\(^{3+}\) is believed to be ferroelectric due to this mechanism\(^{34,35}\).

Yet another mechanism is spin-driven ferroelectricity, which can occur in materials where the magnetic spin order breaks the inversion symmetry and induces an electric polarization\(^{36}\).

**Proper and improper ferroelectrics**

It is common to separate ferroelectrics into two classes. In proper ferroelectrics, the structural changes are proportional to the resulting polar distortion below the transition temperature, and can thus be taken as the order parameter driving the phase transition. For improper ferroelectrics the spontaneous polarization emerges as a secondary effect to a non-polar distortion driving the phase transition\(^{37}\). The order parameter thereby expresses the non-polar distortions below the transition temperature, while the polarization is not proportional to the primary order parameter. The large magnitudes of polarization in many proper ferroelectrics, often combined with strong coupling to strain, make them technologically interesting for applications such as sensors, ferroelectric bypass capacitors, actuators, ferroelectric memory and electrocaloric cooling devices\(^{38,39}\). Improper ferroelectrics usually have much weaker spontaneous polarization, but have gained more interest the last two decades due to the physical phenomena related to their special domain structures\(^{17}\).

**Ferroelectric domain structures**

Upon cooling through the phase transition, the microscopic domain structure of a ferroelectric is mainly determined by the electrostatic boundary conditions\(^{15,40}\). If the polarization is pointing in the same direction in the whole material, the surfaces perpendicular to the polarization will have a charge density equal to the dipole moment per unit volume. This creates an electric field of opposite sign and equal magnitude as the polarization. The larger the magnitude of this depolarization field, the larger electric energy it stores, and charge compensation
is hence favourable. Application of an external field can partially screen the depolarization field, such that ferroelectricity can be stabilized for thin films up to a few unit cells thick\textsuperscript{41}.

If the material cools without the presence of an external field, the material divides the polar ground state into smaller regions, called domains, collaboratively minimizing the depolarization field. The number of allowed polarization directions determines the polarization change across the domain walls. A ferroelectric material with two allowed polarization directions, will consist of domains with polarization alternating by 180\degree. An example of this is the hexagonal manganites, as shown in Fig. 2.1. The domain structure of these materials are discussed in more detail in Section 2.3.

The size of the domains is dependent on the magnitude of the polarization and the elastic and electrostatic energy cost of forming the domain walls separating the domains. Large polarization will favour the formation of domains, counteracted by the cost of creating the domain walls. Neutral domain walls, as in Fig. 2.1a, are associated with an elastic energy arising from structural distortions across the wall. Charged walls, as in Fig. 2.1b-c, are in addition associated with electric energy due to polarization contributions perpendicular to the wall. This results in a bound electric charge at the wall which can be accommodated by free charges, i.e. ionic and electronic defects, screening the electric field.

Domain formation in improper ferroelectrics is not mainly driven by electrostatics, but by the critical dynamics of the primary order parameter when crossing $T_C$. For the hexagonal manganites, this means that the domain walls are formed before the coupling to the polarization becomes significant. Hence, charged walls are equally likely to form as neutral walls\textsuperscript{16,17,26,42}.

The technological applications of ferroelectric domains include actuators, high-frequency resonators, focused acoustic transducers, sensors and capacitors for electric memory devices\textsuperscript{38,43,44}. The domain walls are becoming more recognized for their potential use in nano-sized electronic components. The interest was sparked by the discovery of domain walls with orders of magnitude higher electrical conductivity than the domains\textsuperscript{15-17}.

### Multiferroics

Analogously to ferroelectric materials, long range magnetic or elastic orders exist in ferromagnets and ferroelastics. These orders are switchable by magnetic or elastic fields. Data is often stored in ferromagnetic domains, of opposite magne-
2. Introduction

Figure 2.1: Electrostatics at 180° domain walls. The three types of domain walls that emerge in the hexagonal manganites upon cooling. (a) Electrostatically neutral domain wall. (b) Head-to-head domain wall with positive electrostatic charge. (c) Tail-to-tail domain wall with negative electrostatic charge.

tization. Ferroelastics can be applied in mechanical switches. The long range ordering of these functional properties, in some cases also including long range antiferroic orders, are referred to as ferroic properties.

Multiferroics are materials that combine two or more ferroic orders. From a technological perspective, the focus has been on finding materials which combine ferro- or antiferromagnetism with ferroelectricity. The first discoveries of multiferroic oxide perovskite materials were pioneered by Smolenskii and co-workers from the late 50’s, including the discovery that hexagonal manganites were both ferroelectric and antiferroelectric. However, the field progressed slowly in the beginning, as these first reports of including magnetic ions in ferroelectric crystals often impeded the ferroelectric polarization. It would take almost half a century after Smolenskii’s discoveries before Hill (now Spaldin) could explain why the ferroic orders were competitive and multiferroic oxides were so rare. She showed that in these materials, atoms which were good for ferroelectricity did not carry d electrons, as discussed in the previous section. This mechanism thus did not comply with magnetism, as magnetic atoms need unpaired d electrons. The discovery initiated the search for materials with other ferroelectric mechanisms that could accommodate a simultaneous magnetic order, such as geometric ferroelectricity. There are many reviews on multiferroics, e.g. 7, 28, 47, 52–57.
2.1. Ferroelectrics and multiferroics

Multiferroics with electric and magnetic orders are often categorized in two classes depending on whether the orders arise independently or not \(^{57}\), see Fig. 2.2. In type I multiferroics, the ferroelectric order arises at typically much higher temperatures than the magnetic order, and have only weak magnetoelectric coupling \(^{58}\) between the magnetization and electric orders, discussed below. Such materials have potential use in four-state data storage elements \(^{59}\) and multifunctional photonic devices \(^{60,61}\). Materials where the appearance of a magnetic order causes the inversion symmetry to break, by inducing atomic distortions, belong to type II of the multiferroics. The simultaneous breaking of both inversion and time symmetry originates in the relatively strong magnetoelectric coupling in these materials.

**Coupled properties and magnetoelectricity**

The couplings between electric polarization, magnetization, strain and their external fields were illustrated in Fig 1.1. The chemical potential of relevant species is included at the top of the diagram, as the chemical flexibility of materials has great impact on functional properties, especially as the component sizes become decreasingly smaller \(^{9,10,18}\). This electrochemical coupling is the main motivation for this work on hexagonal manganites, as the interplay between their chemical flexibility and domain structures hold potential for future technological advances, as is discussed in Section 2.3.

![Figure 2.2: Types of multiferroics with magnetic and electric orders.](image)

Coexistence of ferroelectricity and ferromagnetism can give either non-magnetoelectric or magnetoelectric multiferroics. Type I multiferroicity have coexisting orders which arise at different temperature and are not or only weakly coupled. Type II multiferroics have strongly coupled orders that arise at the same temperature. *Inspired by Eerenstein\(^{57}\).*
2. Introduction

Magnetoelectric coupling also motivates much of the research done on hexagonal manganites. The first report on magnetically induced ferroelectricity was published in the 70’s on Cr$_3$BeO$_4$\textsuperscript{62}. In such magnetoelectric materials\textsuperscript{3,4,63,64} an electric field can control the magnetization, and a magnetic field can control the electrical polarization. Magnetoelectric multiferroics\textsuperscript{5} can host novel functionalities not present in either ferroic state alone. One example of this is a two-memory element where a magnetic bit is coupled to an electric bit\textsuperscript{8}, such that information can be written efficiently by an electric voltage, whereas the induced magnetic dipole is read out.

Despite the vast amount of multiferroic materials known today, there are still many challenges to be resolved before they can be used in applications\textsuperscript{5,28,65,66}. Strong magnetoelectric coupling is necessary if they are to be used in e.g. spin-based devices with ultra-low power consumption\textsuperscript{67–70}, or in two-state multiferroic memory-devices\textsuperscript{8}.

2.2 Thermodynamics

General topics in this thesis are defect chemistry reactions and structural phase transitions, both which are studied from the perspective of thermodynamics.

If a system is in equilibrium, the Gibbs’ free energy (Eq. 2.1) is in a global minimum.

\[ G = U - TS + PV \]  

Gibbs’ free energy is comprised of the enthalpy ($H = U + PV$) and the temperature-scaled entropy ($TS$). The internal energy, $U$, is primarily associated with the bond energy stored in the lattice vibrations and electronic energy. $G$ also depends on the properties pressure $P$ and volume $V$. If the difference in Gibbs’ free energy between two states is negative, a spontaneous transition or reaction can occur. Although such a spontaneous process would be energetically favourable, many chemical reactions and physical phase changes have to overcome a certain energy barrier, or activation energy, before the process can occur, see illustration in Fig. 2.3. Diamond, the strongest material we know, is also a famous example of a material which is not in its most stable form. Diamond is a metastable polymorph of the element carbon, while graphite is the true stable ground state. However, the structural transition from diamond to graphite requires tremendous amounts of energy, so that diamond – if it has already been created – will stay that way if kept at ambient conditions. Such transitions, sep-
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Figure 2.3: Stability and metastability. Schematic illustration of the Gibbs’ free energy in a system with a metastable phase in a local minimum and a stable phase in a global minimum separated by an energy barrier of $\Delta E$.

...ating a stable and a metastable phase, are observed to have discontinuities in measurable variables, such as heat flow as a function of temperature or volume as a function of pressure, upon the phase transition. Paul Ehrenfest developed the order classification of transitions by relating these physical observables to the differentiated Gibbs’ free energy. Transitions are classified first order if the discontinuous physical property, such as heat flow or volume, is proportional to the first differentiation of $G$. First order transitions require coexistence of phases, with one phase nucleating in the other, such as melting of water or precipitation. Second order transitions, or continuous phase transitions, have no discontinuities in the first differentiations of $G$. They are however characterized by other critical phenomena, such as discontinuous heat capacity and divergent susceptibility and correlation length near the phase transition, proportional to the second differentiation of $G$. Examples of phase transitions that behave as second-order are magnetic transitions, type II superconducting transitions and some ferroelectric transitions. Weakly first order transitions are sometimes also referred to as continuous transitions, as the discontinuity in the first differentiation of $G$ is small.

A material can also be metastable with respect to chemical changes. As will be shown in Section 2.3, the hexagonal manganites are metastable below 1062 K, which means that it would be energetically favourable for the material to decompose into the Mn-rich YMn$_2$O$_5$ and the Y-rich Y$_2$O$_3$. Nevertheless, the hexagonal manganites do not automatically decompose, since it would require overcoming a large activation energy barrier. However, this metastability is cen-
tral to the formation energy of the enthalpy stabilized interstitial oxygen defects which will be addressed in Chapter 6.

2.2.1 Structural stability: phase transitions and Landau Free energy

Phase transitions are not only interesting on a technological level, but also fundamentally as they combine many topics: crystal structure and symmetry, bonding, thermodynamics, kinetics and lattice dynamics. The microscopics and dynamics of a phase transition determine to a large extent the physical properties that arise at and below the phase transition. Knowing the mechanisms and how the symmetry evolves on average and at the local scale, thus makes it possible to tune the properties.

In second order transitions and first order transitions with group-subgroup relationship between the high- and low-temperature phases, the low-symmetric structure can be described as a perturbed version of the high-symmetric structure. Landau acknowledged that for these phase transitions, he could express the Gibbs' free energy of the system as a Taylor expansion of these changes. He treated the small structural or electronic changes by introducing the simple concept of the order parameter, $\varphi$, which expressed the relative difference between the phases, with $\varphi = 0$ for the high symmetry structure and $\varphi \neq 0$ for the low symmetry structure. It naturally follows that for second order phase transitions, the order parameter should go continuously to zero at the phase transition temperature, but discontinuously for first order transitions, as illustrated in Fig. 2.4.

Since the order parameter has to be defined for each specific system, expressing it is not always straightforward. In magnetic materials, the order parameter can be magnetization, in proper ferroelectrics it can be polarization, and for superconductors it can be the square of the Cooper pair wavefunction. The theory was developed further for ferroelectric materials by Devonshire, known as Landau-Devonshire theory.

The free energy $G$ as a function of temperature $T$, pressure $P$ and the order parameter $\varphi$ is as follows:

$$G(P, T, \varphi) = G_0(P, T) + a\varphi^2 + b\varphi^4 + c\varphi^6 \ldots$$  \hspace{1cm} (2.2)

Here, $G_0$ is the free energy for the high symmetry structure, while $a, b, c, \ldots$ are material dependent coefficients varying with the reduced temperature, $\tau = \frac{T}{T_c}$. 
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Figure 2.4: The order parameter. Order parameter evolution with temperature for first and second order transitions.

\[(T - T_C)/T_C\]. Minimizing the energy with respect to \(\phi\), gives the \(\phi\) for which the system is at a global minimum. The solutions to the differentiated \(G\) express how the order parameter depends on external parameters and material properties. These can be inserted into Eq. 2.2 such that \(G\) is only expressed in terms of the reduced temperature and coefficients.

Differentiating \(G\) with respect to \(T\) or an external field \(E\) gives the measurable observables heat capacity \(C_p\) and susceptibility \(\chi\):

\[C_p = \frac{\partial^2 G}{\partial T^2} \propto \tau^{-\alpha}\]  
\[\chi = \frac{\partial^2 G}{\partial E^2} \propto \tau^{-\gamma}\]

where \(\alpha\) and \(\gamma\) are called critical exponents. Critical exponents are believed, although not proven, to be universal and only depending on the dimensions of the system, the range of interactions, and the symmetry of the order parameter. This means that the critical behaviour of very different systems can be described by the same critical exponents if they belong to the same universality class.

It should be noted that Landau theory cannot predict if or under what conditions a transition occurs, as it takes the existence of the phase transition as a premise. The Landau free energy describes the energy landscape for changing the material as a function of the order parameter. For a proper uniaxial ferroelectric with two possible polarization directions, the free energy landscape as a function of polarization will look like a double well below the phase transition, as illustrated in Fig. 2.5.

The Landau-Ginzburg theory\(^7^9\) was formulated already in late 1950’s. This
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**Figure 2.5: Landau Free energy** $G$ as a function of the order parameter $\varphi$ for various temperatures for a system with two degenerate ground states undergoing (a) a second-order continuous phase transition and (b) a first-order discontinuous transition. Note how a new equilibrium state suddenly appears at a non-zero value of $\varphi$ in panel b. **Modified from ref. 78.**

The extension to Landau theory includes additional gradient terms ($\nabla \varphi$) to Eq. 2.2 which makes the order parameter a local property. In this way, the expansion can describe spatial inhomogeneities of the order parameter. This expansion can be used to describe domain structures as long as the mean field approximation is valid\(^{80}\), as discussed below. From the Ginzburg extension to Landau theory it is also possible to calculate the *correlation length* of fluctuations, $\xi$. This parameter describes the how far-reaching the effects of a spatial fluctuation of the order parameter are, and it is related to the stiffness of the order parameter. It is calculated by considering a two-point correlation function of the order parameter. When approaching $T_C$, $\xi$ diverges with the critical exponent $\nu$.

**Where fluctuations matter**

The universality of critical exponents originates in the diverging correlation length of fluctuations, such that any intrinsic length scale vanishes. This leads to a scalability of the system in the critical regime such that the critical behaviour can be described by the same parameters at any length scale. All critical exponents can be calculated analytically within the framework of the *Mean-field approximation*\(^{80}\). This framework assumes that fluctuations of the order parameter are entirely uncorrelated in space so that they will have no qualitative influence on the transition. It is therefore expected to predict well the behaviour of materials far away from $T_C$, where correlation lengths are short.
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compared to the long range order in the structure. However, since the susceptibility of a continuous phase transition is expected to diverge close to \( T_C \), as seen in Eq. 2.4, fluctuations of the order parameter will be strongly correlated and influence the qualitative behaviour of the transition. In most systems, fluctuations do not become strongly correlated until very close to the transition and they can therefore be neglected. However, in a few cases, including the hexagonal manganites\(^{81}\), Landau theory in its simplest form fails quite far away from the transition, according to the Ginzburg criterion. The Ginzburg criterion formulates at which amount of fluctuations the energy stored in fluctuations, \( \langle \nabla \phi \rangle \), become significantly smaller than the energy stored in the expectation value of the order parameter, \( \bar{\phi} \), per volume of the correlation length \( \xi \) in a system with dimensionality \( d \)\(^{79}\):

\[
\langle (\nabla \phi)^2 \rangle_{\xi} \ll \bar{\phi}^2
\] (2.5)

As long as this criterion holds, mean-field theories apply. However, close to \( T_C \), the critical exponents of the system need to be renormalized to include fluctuation corrections. This is done by using the scalability of the system and constructing a renormalization group transformation that transforms the Hamiltonian appropriate to one length scale into one describing the system on a larger length scale\(^{82,83}\). This approach works because of the assumption that the energy will be dominated by long-range fluctuations close to \( T_C \), and hence the correlation length will be the only relevant length scale. The temperature interval around \( T_C \) where the renormalized exponents apply is called the fluctuation regime, or the Ginzburg regime.

To explain the link between the Ginzburg regime and phase transition in real systems, one should start by considering the structural changes that occur at the local scale upon the transitions.

**Local and average structure across phase transitions**

Phase transitions are at the most general level divided into the mutually exclusive categories reconstructive and displacive. Reconstructive transitions require breaking of bonds and are always of first order. Displacive transitions involve continuous distortions of the high-symmetry phase to the low-symmetry phase and can be both of first and second order. Order-disorder transitions, of both first and second order, constitute a third category. In this mechanism, the material goes from being ordered at low temperature and disordered at high temperature such that variations of the structure on a local scale average out to
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a higher symmetry. The order-disorder and displacive transitions are often considered two limiting cases for ferroelectric phase transitions. The driving force for either order-disorder or displacive symmetry breaking is determined by competition between short range and long range forces, as illustrated in Fig. 2.6a. This competition decides how coherently the unit cells of the material distorts, quantified by a structural coherence length.

A. Strictly displacive transitions

In the limiting case of infinitely strong long range forces, all the unit cells will distort coherently throughout the whole material, as illustrated in Fig. 2.6b. For such displacive transitions, the structural coherence length spans the whole sample both well below and well above \( T_C \). The order parameter describes equally well the local atomic displacements and the average, macroscopic polarization, going to zero when heating to \( T_C \). This means that all the entropy in the system comes only from phonons. No configurational disorder can be allowed since this would give local variations from the average picture. A simple free-energy model from Landau theory therefore gives a good approximation of the transition. The classic proper ferroelectric \( \text{PbTiO}_3 \) is an example of a material which becomes polar through a predominantly displacive mechanism. The \( \text{Pb}^{2+} \) atoms each carry a 6s\(^2\) electron lone-pair which bonds covalently with neighbouring oxygens. The lone pairs order in the same direction below \( T_C \), creating strong long-range forces for the other ions. In addition, covalent \( \text{Ti}^{4+} \) 3d\(^0\) and O 2p stabilize the polar structure through covalent bonds\(^{85}\).

Strictly displacive phase transitions are expected to have small Ginzburg regimes\(^{84,86}\). The energy stored in fluctuation becomes negligible compared to the expectation value of the order parameter when the expectation value decreases.

B. Strictly order-disorder transitions

Ferroelectric transitions with strong order-disorder character combine weak long-range forces with strong short range forces. For such transitions, the coherence length becomes progressively shorter upon heating towards \( T_C \), and remains small above \( T_C \). In the high-temperature structure, short range forces are still present, driving the structure to be locally polar. However, the long range forces are too weak to order the dipoles, such that they cancel out when averaging over a volume larger than the coherence length. The polarization emerges
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Figure 2.6: Spring-and-well model for phase transition mechanisms. (a) One-dimensional model of neighbouring unit cells in a material to illustrate different phase transition mechanisms. The spheres represent the occupied polar ground state of the unit cell, exemplified by off-centring of the cations. The double well beneath each sphere represents the ground state local environment felt by the unit cell from the rest of the crystal, and is the short range driving force for off-centring. The springs between the unit cells represent the harmonic energy from interaction between neighbouring atoms. Stiff springs will give long range vibrations and favour all the unit cells to do the same, while soft springs will give local vibrations. (b) Displacive limit where stiff springs give long range vibrational effects that are stronger than the local double-wells. Above $T_C$ all the unit cells have atoms vibrating around centrosymmetric positions, while below they all coherently displace to the same off-centred positions. (c) Order-disorder limit where the local double-well potentials are dominating over long-range vibrational effects. At any temperature, all unit cells have off-centered atoms. Above $T_C$ the distribution between the minima is random, while below they order in the same minimum. Inspired by Dove$^{84}$. 

Inspired by Dove$^{84}$. 

under $T_C$ when neighbouring unit cells eventually start "communicating" with each other and small regions in the material start ordering in the same direction, as illustrated in Fig. 2.6c. Landau theory can describe the average distortion in order-disorder ferroelectric transitions, but it cannot describe the local structure as the coherence length decreases when approaching $T_C$.

BaTiO$_3$ used to be considered an archetypal displacive ferroelectric where the Ti atoms were displaced in the direction of the polarization vectors$^{87}$, as illustrated in Fig. 2.7. At high temperatures BaTiO$_3$ has cubic symmetry ($Pm\bar{3}m$). The structure becomes tetragonal ($P4mm$) below 393 K giving a macroscopic polarization vector along [001], and orthorhombic ($Amm2$) below 278 K with a polarization direction of [011]. Finally, the structure distorts to a rhombohedral ($R\bar{3}m$) structure with a macroscopic polarization direction along [111].

The displacive picture of the transition was questioned when total scattering measurements showed that the Ti atoms were displaced in the [111] directions in all four space groups$^{88}$, corresponding to the eight faces of the TiO$_6$ octahedra. This controversial result indicated that the polarization directions, in fact, resulted from averaging over relative occupancies of the eight displaced sites$^{89–91}$. The order-disorder mechanism is a result of strong short range forces. Ba$^{2+}$ has an ionic radii of 1.36 Å, and is larger than Pb$^{2+}$ of 1.20 Å. This expands the lattice of BaTiO$_3$ such that the tetragonality decreases compared to PbTiO$_3$$^{89}$, giving room for and driving the Ti$^{4+}$ to distort along all the [111] directions. Also, Ba$^{2+}$ does not have a lone-pair as Pb$^{2+}$ in PbTiO$_3$, such that long range ordering is weaker than in PbTiO$_3$, as discussed in the previous paragraph.

For strictly order-disorder phase transitions, the Ginzburg regime is expected to be broad. The energy stored in fluctuations remains significant across the phase transition since the expectation value of the local order parameter decreases only slightly.

**Real materials**

The displacive and order-disorder mechanisms are limiting cases for ferroelectric phase transitions. Phase transitions in all real ferroelectric materials have contributions from both, including the example systems BaTiO$_3$ and PbTiO$_3$. Another example is the ferroelectric perovskite LiNbO$_3$ where Nb$^{5+}$ atoms are off-centered at low temperature$^{92}$. Upon heating, the Nb$^{5+}$ ions move displacively closer to their centrosymmetric positions. At roughly 400-500 K below the phase transition, the Nb$^{5+}$ ions disorder between two possible configurations, causing
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Figure 2.7: Symmetry breaking in proper ferroelectric BaTiO$_3$. Schematic diagrams of the crystal symmetries in BaTiO$_3$ upon the structural phase transitions on decreasing temperature. The arrow indicates the direction of the macroscopic polarization and distortion of the cubic unit cell. The larger unit-cell superimposed in the orthorhombic case shows the relationship of the crystallographic orthorhombic unit cell to the distorted pseudo-cubic cell. Reprinted from Kwei et al.$^{87}$. 

Electric dipoles in the material to cancel and macroscopic polarization to decrease faster as temperature rises. An example of a non-ferroelectric with mixed order-disorder and displacive character is the perovskite SrSnO$_3$. This material goes through an octahedral tilting transition.$^{93}$ In the low-temperature structure of this perovskite, the octahedra are rotated in-phase, with two symmetry allowed directions of the tilt, see Fig. 2.8. Upon heating, this tilt angle first decreases displacively as the lattice expands. At around 200 K below the phase transition, the structural tilt disorders between the two allowed tilt directions, such that the average tilt goes to zero, while the local tilt is conserved.

Continuous disorder

At the phase transitions of BaTiO$_3$, LiNbO$_3$ and SrSnO$_3$, the local structure disorders upon heating between discrete minima in the energy landscape. The minima exist because of short range forces favouring specific atomic configura-
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![Figure 2.8: Order parameter evolution in perovskite SrSnO$_3$. (a) Structures showing the two symmetry allowed tilt directions ($\Phi^+$) of the rotational perovskite SrSnO$_3$ in the $Pnma$ space group. (b) Refined tilting angles from diffraction showing that the structure becomes disordered between the two tilt directions $\sim$200$^\circ$C before the structural phase transition at 630$^\circ$C. Locally the $\Phi^+$ tilt is conserved although the two tilt directions cancel out on average, to give an $Imma$ symmetry. Modified from Mountstevens et al.$^{93}$.](image)

tions. If the short range forces do not favour a discrete number of states, the structure could disorder between a continuum of states. For e.g. SrSnO$_3$, this would result in a continuum of tilting directions. This type of disorder is difficult to imagine for a crystalline material. The combination of a lattice with restricted rotational degree of freedom and short range forces locks atoms in more or less discrete positions. In Chapter 4, this special form of disorder is shown to exist on heating to $T_C$ in the hexagonal manganites, as fluctuations of a two-dimensional order parameter lowers the symmetry. Structural refinement of scattering data of such continuous disorder includes an additional level of complexity. Materials with discrete disorder is often successfully refined to the ground state symmetry. However, continuous disorder with lower symmetry can no longer be refined to the ground state symmetry, and other approaches are needed.
2.2.2 Chemical stability: non-stoichiometry and point defects

No real material is perfect at finite temperatures, as entropy will always favour changes in composition or structure. When investigating physical ground state properties of materials at very low temperatures, one can often assume low defect concentrations. The properties of materials at elevated temperatures are often determined by exchange of atoms with the surroundings. Therefore one needs to consider high concentrations of impurities and structural defects, such as ionic or electronic conductivity. This conceptual separation between physical ground state research at low temperatures and electrochemical studies at high-temperature becomes blurred as the dimensionality of materials enter the nano range. Defects are known to change e.g. conductivity, colour, luminescence and magnetic susceptibility of materials. Understanding how defects affect the material properties and how they are implemented not only provides the ability to control their existence, it also opens up new ways for tailoring material properties.

Point defects and compensation mechanisms

The dimensionality and spatial extent of defects vary. Pores and voids are considered three-dimensional, grain boundaries are examples of two-dimensional interfacial defects, while twin boundaries and line dislocations are considered one-dimensional line defects. Point defects are zero-dimensional atomic deviations from an otherwise perfect crystal lattice. They can be substitutional atoms, vacant atomic positions, or additional atoms between lattice sites, called interstitials, as illustrated in Fig. 2.9. Common defects in materials with atoms of similar sizes and charges are anti-site defects in which two atoms have interchanged lattice sites.

Any point defect has to be accommodated by the material such that charge balance is preserved. Compensation can be done either by another defect, or by electrons. Removing a neutral oxygen atom from an oxide will leave two electrons behind in the material. These electrons can be accommodated by one or more cations, which become formally reduced. The electrons can also be removed from the material along with a positively charged cation, ionically compensating the oxygen vacancy with a cation vacancy. Such combined charged-balanced cation and anion vacancies are called Schottky defects, and are common in ionic mate-
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Figure 2.9: Illustration of defect types. Top left: an orange interstitial atom, top right: a vacant lattice site, bottom left: purple substitutional impurity atom, middle right: interstitial impurity atom.

... where the ions have similar sizes and large coordination numbers, such as NaCl or MgO (Eq. 2.6). A vacancy can also be charge compensated by a charge-balancing interstitial, simply viewed as an atom displacing from its lattice site and into an interstitial site. Such defects are called Frenkel defects, and are common in ionic materials where the cations and anions have very different ionic radii, such as AgI (Eq. 2.7). Substitutional defects can be charge compensated similarly (Eq. 2.8).

Defect accommodation in materials is usually expressed with Kröger-Vink notation. The difference from normal reaction equations is that they express the site balanced relative charge of the defects with respect to the host lattice instead of absolute, or formal, charge of the atoms. The notation follows the scheme $M^c_i$, where $M$ is the defect atom, $s$ is the site it is occupying and $c$ is the relative charge of the defect compared to the original charge of the site. The site can be a lattice site, noted by the name of the element, or an interstitial site, noted $i$. Positive charge is noted as $^+$, negative charge by $'^-$, and the use of an $^x$ means that the relative site charge is neutral. One should keep in mind that a Kröger-Vink equation always presents the charge compensating electrons or holes as localized on specific atoms which will be misrepresented in cases where the charge carriers are delocalized.
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Schottky defect in MgO:

\[ \text{Mg}_x^x + \text{O}_x^v \rightleftharpoons \text{Mg}_x^{\ast} + \text{O}_x^{\ast} \rightarrow \text{Mg}_x^{\ast} + \frac{1}{2}\text{O}_2(g) \]  

(2.6)

Frenkel defect in AgI:

\[ \text{Ag}_x^x \rightleftharpoons \text{Ag}_x^{\ast} \rightarrow \text{Ag}_x^{\ast} + \text{Ag}_x^{\ast} \]  

(2.7)

Substitutional cation from TiO\(_2\) in YMnO\(_3\):

\[ \text{TiO}_2 + \text{Mn}_2\text{O}_3 \rightleftharpoons \text{YMnO}_3 \rightarrow \text{Ti}^{\ast}_\text{Mn} + \text{Mn}^{\ast}_\text{Mn} + 5\text{O}_x^x \]  

(2.8)

Structural effects of point defects

The illustration of defect types in Fig. 2.9 does not consider the structural changes associated with defects, although point defects can cause both local and global distortions of the structure. The structural effect of the defects are mainly determined by three factors: i) how they are charge compensated, ii) how strain is mediated in the structure, and iii) the concentration of the defects. Fig. 2.10 shows how charge compensating electrons, for oxygen vacancies, and electron holes, for cation vacancies, cause structural expansion or contraction in transition metal oxides depending on whether the charge carriers are fully localized or fully delocalized in the lattice. For fully localized charge carriers, the structural changes will be mainly local. The rigidity of the bonds and the rotational flexibility of the polyhedra determines how far away from the defect the structural changes are negligible. If the concentration of defects is so high that the defect-defect distance is shorter than the range of structural distortions, the material contracts or expands globally. In most materials, the charge carriers are neither fully localized nor delocalized, giving an intermediate situation. In bulk perovskite transition metal oxides it is well established that oxygen vacancies cause an expansion of the crystal lattice due to the localized charge compensating electrons. As the oxygen site becomes vacant, the two neighbouring cations are no longer screened by the oxygen. Additionally, they accommodate the charge compensating electrons and increase in ionic radius. This creates a strong repulsion between the cations, known as chemical expansion\(^{96,97}\). It is most pronounced in perovskites containing multivalent transition-metal ions which can readily accommodate the associated change in formal charge as localized electrons\(^{14,34,98-101}\). In materials with no multivalent species, localized charge compensation is not possible and can lead to opposite trends for the chemical expansion\(^{102}\).
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Figure 2.10: Charge compensation and chemical expansion and contraction. Structural changes due to charge compensation of vacancies in a perovskite with and without redox active transition metal. Dotted lines represent vacancies. **Top left**: Oxygen vacancy with fully localized charge compensating electrons on redox active transition metal leading to local expansion of the lattice. **Bottom left**: Oxygen vacancy with fully delocalized charge compensating electrons leading to global weak expansion. **Top right**: Cation vacancy with fully localized charge compensating holes on redox active transition metal leading to local contraction of the lattice. **Bottom right**: Cation vacancy with fully delocalized charge compensating holes leading to global weak contraction.
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Defect formation energy

For the formation of defects in a crystal lattice to be spontaneous, the change in the free energy for the reaction must be negative:

\[ \Delta G = n(\Delta H - T\Delta S_{\text{vib}}) - T\Delta S_{\text{config}} < 0, \]  

(2.9)

where \( \Delta H \) is the enthalpy of formation for one defect, \( \Delta S_{\text{vib}} \) is the vibrational entropy associated with one defect, and \( \Delta S_{\text{config}} \) is the configurational entropy for \( n \) defects accommodated in a lattice of \( N \) atoms. In enthalpy stabilized materials, defects are created when the contribution from the entropy terms becomes negative. In first principles calculations, the materials are modelled at 0 K, such that only enthalpy is calculated. Entropy can be calculated only if more advanced schemes are employed to account for finite temperatures. The defect formation enthalpy for a defect in a charge state \( q \) is defined as:

\[ E_f^q = \Delta H = E_{\text{tot}}^{\text{w/def}} - E_{\text{tot}}^{\text{w/o/def}} - \mu_{\text{def}} + qE_F + E_{\text{corr}} \]  

(2.10)

The total energies \( E_{\text{tot}}^{\text{w/def}} \) and \( E_{\text{tot}}^{\text{w/o/def}} \) are calculated for supercells with and without the defect. The chemical potential of the defect species represent the energy of the reservoirs with which atoms are being exchanged. If the total charge of the system changes upon inclusion of the defect, the charge has to be multiplied with the Fermi energy. \( E_{\text{corr}} \) is a correction term that accounts for errors originating in the limitations of first principles calculations, and will be addressed in Section 3.1.

Point defects and functional properties

The formation energy and transport properties of point defects are often coupled to the electrostatic and elastic properties of the host. Controlling the amount of reversible oxygen defects and their effects on macroscopic and atomic level is not only important in order to avoid their detrimental effects on physical properties, such as for example ferroelectric fatigue\(^{106-108}\) and domain wall pinning\(^{109}\). It is also well known that point defects are crucial for some functional properties of oxides used in electrochemical devices like solid oxide fuel cells\(^{12}\), batteries\(^{13}\) and memristors\(^{110-112}\). Using point defects as a design parameter to tailor and create new properties in multiferroics, especially on the atomic level, is imperative to reach the goal of making new multiferroics for devices\(^{10,18,113}\). As components are made smaller, the available length for point defects in materials to diffuse is made
shorter. This reduces the time required for the point defect to diffuse through
the samples compared with bulk materials\textsuperscript{14}. Controlling the electrochemical
properties that arise in small components has potential for future applications.
Engineering the point defect populations at domain walls and harvesting the
the electrochemical phenomena that arise, motivates the study of hexagonal
manganites\textsuperscript{10,15,17,18,25,114–117}.

2.3 The hexagonal manganites

2.3.1 Crystal structure and electronic structure

The hexagonal manganites constitute a series of $RMnO_3$ oxides where the rare-
earth cation $R$ is Y, In, Sc, Ho,...,Lu. The hexagonal structure can also be
stabilized in reducing atmosphere for $R = Dy$\textsuperscript{119}, and with epitaxial strain for $R$
$ = Dy$, Ga, Eu\textsuperscript{120} and Tb\textsuperscript{121}, although the orthorhombic $Pnma$ structure is the
ground state in bulk for these compositions. The hexagonal manganite struc-
ture consists of layers of corner-sharing $Mn^{3+}$-$O_5$ trigonal bipyramids separated
by layers of rare-earth cations, presented in Fig. 2.11a. Most of the hexagonal
manganites have space group symmetry $P6_3cm$, which is ferroelectric due to
an improper mechanism where the rare-earth layers are shifted slightly with re-
spect to the Mn-O layers. This leads to a small polarization of about $\sim 5.6 \mu C$
$cm^{-2}$ at room temperature. The rare-earth cations are alternatingly shifted in
an up-down-down pattern. The total off-centring of the $R$ cations is described
by the $R$ corrugation, shown in panel b. The $R$ corrugation is strongly coupled
to the Mn-O bipyramids tilting in trimers as seen in panel c. The bipyramids
are slightly distorted, giving rise to two distinct tilt angles, as defined in panel d.
These tilt angles, and the Y corrugation, are direct measures of the structural
trimerization. This trimerization is described by the primary order parameter
$Q, \Phi$ of the $K_3$ phonon mode. The parameters are central in all three chapters
presenting the results of this work. The alternative presentation of the struc-
ture in panel b, emphasizes the rigid Y-$O_7$ polyhedra where each Y is bonding
to six apical oxygens (O1 and O2) and one planar oxygen (O3 or O4). For
less ionic compositions of the hexagonal manganites, such as InMnO$_3$, the cou-
pling to the polarization is weaker. Hence, both an anti-polar structure with the
higher $P3c1$ symmetry and the polar structure have been reported as the ground
state\textsuperscript{113,122}. The anti-polar symmetry is related to the polar symmetry by ro-
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Figure 2.11: The polar hexagonal manganite structure. (a) Unit cell of the prototypical hexagonal manganite YMnO$_3$ with space group $P6_3cm$, visualized with the traditional MnO$_5$ trigonal bipyramids (purple with red oxygen atoms) emphasizing the atom sites, up-down-down pattern of the Y atoms (blue-green) and the tilting pattern of the bipyramids. (b) Similar unit cell of YMnO$_3$ visualized with YO$_7$ polyhedra. The Y corrugation, $\Delta Y$ describes the summed off-centering of Y1 and Y2 from high-symmetry symmetry positions (all Y in the same plane) along the c axis, calculated as $\Delta Y = c(y_1 - y_2)$. (c) The bipyramidal tilting pattern seen along the c axis showing that O3 are trimerization centers. (d) Definition of planar, $\alpha_P$, and apical $\alpha_A$ tilting angles of the trigonal bipyramids. Bond lengths are taken from X-ray diffraction measurements by Van Aken et al.$^{118}$. 
tating the trimerization angles in Fig. 2.11e by 30° such that the out-of-plane dipoles cancel. This competition between the polar and non-polar symmetry of the hexagonal manganites is highly temperature dependent and is the reason for the unusual symmetry breaking across the ferroelectric transition, as will be discussed in Chapter 4.

The trigonal bipyramidal crystal field around the $d^4$ electrons of Mn$^{3+}$ leads to four unpaired spins$^{123,124}$, as shown in Fig. 2.12a. The resulting magnetic moments on neighbouring Mn preferably orders antiferromagnetically. As the lattice is hexagonal, 180° antiferromagnetic order is not possible, and the spins take on a frustrated ordering with 120° spin angles$^{125-130}$, as illustrated in Fig. 2.12b.

The weak improper ferroelectricity and frustrated antiferromagnetism does not make the most interesting combination of multiferroicity for technological purposes. However, the coupling between the two properties and how they are manifested in the domain structures of these material is of fundamental interest. The hexagonal manganites belong to the class I of multiferroics, and have high ferroelectric Curie temperatures $T_C$ around 1250 K$^{131}$ and magnetic Néel temperatures $T_N$ below 100 K$^{132}$. There are several allowed trigonally frustrated antiferromagnetic orderings for the hexagonal manganite series$^{130}$, and the coupling to the ferroelectric structure (Fig. 2.11b) and role of the rare-earth cations on the magnetic order is not yet fully understood$^{132-139}$. The hexagonal manganites are insulators with a band gap of $\sim$1.5 eV due to the Coulombic repulsion between the Mn $d^4$ electrons$^{123,140,141}$.

Figure 2.12: Electron structure. (a) Trigonal bipyramidal crystal field splitting of the $d^4$ electrons of Mn$^{3+}$. (b) Antiferromagnetism imposed on a hexagonal lattice (left) leading to a frustrated antiferromagnetic order with 120° between the magnetic moments (right).
2.3.2 Improper ferroelectricity of the hexagonal manganites

The improper mechanism was first proposed by Fennie and Rabe\textsuperscript{24}. They investigated systematically the energy of the allowed structural distortion, as presented in Fig. 2.13. Their first-principles calculations on YMnO\textsubscript{3} showed that the zone-boundary $K_3$ mode, inducing the structural trimerization, was mainly responsible for the energy lowering structural distortions upon the ferroelectric transition. However, as seen from the figure, a zone boundary mode can, due to symmetry, not cause polarization, meaning that there had to be another polar zone-centered mode coupling to the $K_3$ mode. They found that the polar $\Gamma_2^-$ mode couples strongly to the $K_3$ mode, shifting the Y layers along $c$ with respect to the Mn layers. This improper mechanism has also been reported for the hexagonal manganite LuMnO\textsubscript{3}\textsuperscript{142}, and accepted for all the polar hexagonal manganites and ferrites. The Laudau free energy and the local symmetry breaking upon the ferroelectric phase transition in the hexagonal manganites are discussed further in Chapter 4.

Figure 2.13: Group-subgroup relations. Allowed phase transition phonon modes and their group-subgroup sequence between the high-temperature non-polar $P6_3/mmc$ and polar $P6_3/cm$ space groups. Each transition is labelled by a phonon mode in the high-temperature phase which will cause structural distortions corresponding to the possible low-symmetry phases. \textit{Inspired by Fennie and Rabe}\textsuperscript{24}. 
2. Introduction

The first pictures of the intricate clover-leaf-like ferroelectric domain structures in the hexagonal manganite YMnO$_3$ were reported already in 1967$^{143}$. Due to different etching rates of the antiparallel domains, the domain structures could be imaged by an optical microscope, shown in Fig. 2.14a. The trimerization of the ferroelectric space group gives three different tilting directions of the trigonal bipyramids. Combining these with two possible directions of the polarization, results in six symmetry equivalent domain structures, illustrated in Fig. 2.15. Failed attempts of poling the material into monodomain states by applying electric field upon cooling, show that the domain structures are not electrostatically driven and that the meeting points of the domains are topologically protected$^{116,144}$. These topologically protected domain wall intersections are often referred to as vortices, in the middle of Fig. 2.15, and they cannot be moved or removed below the ferroelectric transition temperature$^{25,145–152}$. Similar domain structures have been imaged in the whole series of hexagonal manganites, and the size of the domains depend strongly on the type of rare-earth cation$^{81}$, as seen in Fig. 2.14b. The vortex density also depends on the quench rate of the sample through $T_C$, possibly according to a Kibble-Zurek scaling law$^{153,154}$, which was developed within cosmology. The ferroelectric domain structures in the hexagonal manganites have been suggested to form via the same symmetry breaking as cosmological strings in early-universe physics. Hence, the materials

\[20 \mu m\]

Figure 2.14: Hexagonal manganite domain structure. (a) Optical microscopy picture of YMnO$_3$ cooled at 1 K/min after etching. Reprinted from ref. 143. (b) Piezo-force microscopy images of material regions of equal size of RMnO$_3$, $R = \text{Y, Dy, Er, Tm}$, cooled at 1 K/min. The domains in TbMnO$_3$ are larger than the pictured area. Reprinted from ref. 81.
provide a new model system to study the formation of cosmic strings in a relatively low-temperature material system. The creation of the universe and its behaviour just after the Big Bang is still a fundamental mystery in science. The possibility of studying the symmetry breaking in the early universe through a single material system is a great supplement to the current methods of cosmologists. Experiments to study the physics involved have so far been limited by the temperatures that can be reached by man-made devices.

The technological interest in the domain patterns is due to their structural stability and the material’s ability to accommodate point defects. As the failed poling attempts also show, the improper ferroelectricity results in especially stable domain walls. Studies have showed that both neutral and charged domain walls can have higher electrical conductivity than the bulk. It is likely that increased conductivity at charged domain walls arises due to charged ions, electrons or electron holes that screen the electrostatic field. The increased conductivity at the neutral walls have been proposed to arise from point defects which accumulate at the walls due to strain fields or from low-energy structural dynamics. Which defects that are accumulating at the domain walls and how to tune the concentration of them are still open questions.
2.3.3 Chemical stability, non-stoichiometry, and point defects

The phase diagram for compounds in the Y-Mn-O system\textsuperscript{163} is presented in Fig. 2.16, and is qualitatively representative also for the other rare-earth hexagonal manganites. The phase line for the hexagonal manganite YMnO\textsubscript{3} in the middle of the phase diagram assumes a compositionally rigid compound which becomes metastable with respect to Y\textsubscript{2}O\textsubscript{3} and YMn\textsubscript{2}O\textsubscript{5} below 1062 K\textsuperscript{164}. The metastable phase will not automatically decompose into the two end members, since it requires a reconstructive phase transition prevented by a high activation barrier. The hexagonal manganite structure is stabilized at ambient conditions for small rare-earth cations (\(R = \text{Y}, \text{In}, \text{Sc}, \text{Ho}, \ldots, \text{Lu}\)) giving a Goldschmidt tolerance factor of \(t < 0.857\). For larger rare-earth cations (\(R = \text{La-Dy}\)) and tolerance factors, the close-packed orthorhombic perovskite \textit{Pnma} structure is more stable at ambient conditions\textsuperscript{165}. The orthorhombic phase can be stabilized for the small rare-earth cation manganites (\(R = \text{Y}, \text{Er}, \text{Ho}\)) at ambient pressure by low-temperature chemical synthesis\textsuperscript{166,167}, by high pressures and temperatures\textsuperscript{168,169}, or as thin films with compressive epitaxial strain\textsuperscript{170}.

Cation point defects

The narrow phase line implies low Mn and Y non-stoichiometry in the structure. However, reports show significant chemical flexibility on both cation lattices and the oxygen lattice of the hexagonal manganite structure. Bulk samples of YbMnO\textsubscript{3} and YMnO\textsubscript{3} prepared with conventional solid-state synthesis exhibit a rather low flexibility of Mn excess of only \(R/Mn = 0.96\). The Mn excess increases grain growth and reduces leakage currents compared to stoichiometric samples\textsuperscript{171}. Larger Mn excess of \(R/Mn = 0.72\) have been stabilized for \(R = \text{Y}, \text{Er} \text{and Dy}\) in epitaxially strained thin films\textsuperscript{172}, attractive for non-volatile random access memories\textsuperscript{173,174}, and by low temperature chemical synthesis routes\textsuperscript{175}. Whether the Mn excess is in the form of Y vacancies or Mn filling Y sites, and whether the defects are electronically or ionically charge compensated, is largely dependent on the synthesis conditions. \(R\) excess, with a maximum of \(R/Mn = 1.53\), has been reported for epitaxially strained thin films of YMnO\textsubscript{3} prepared by radio frequency magnetron sputtering in a partial pressure of O\textsubscript{2} of 12.5%\textsuperscript{173}.

Also extrinsic defects through isovalent and aliovalent substitutional doping
of both R and Mn have been studied for their effects on ferroelectric distortion, electrical properties and magnetic order. Isovalent substitution of the Y with other rare-earth cations like Ho, Er, Tm, Yb and Lu has shown an empirical correlation between rare-earth cation size the maximum oxygen concentration, δ, with larger R giving lower leakage currents as it suppresses excess oxygen and formation of Mn$^{4+}$ (ref. 171, 176, 177). The electrical carrier density in samples prepared in air has also been reduced by aliovalent doping of R with Zr$^{4+}$ for the $RMnO_3$, where R = Y, Lu, Sc, by effectively reducing Mn$^{3+}$ to Mn$^{2+}$, which enhances the magnetic moments$^{180}$. Low concentrations of aliovalent substitution of Mn with Ti$^{4+}$ has been shown to enhance magnetocapacitance$^{181}$ and suppress the ferroelectric Curie temperature due to expansion of the ab plane and contraction of the c axis promoting the high-symmetric phase $P6_3/mmc$.$^{182}$ In addition to the lattice expansion, the Ti$^{4+}$ doping also reduces Mn$^{3+}$ to Mn$^{2+}$, which enhances the...
accommodation of excess oxygen as interstitials. Larger concentrations of Ti causes a phase transition from the hexagonal $P6_3cm$ to layered rhombohedral $R3c$.\textsuperscript{183-185} Contrary to Ti doping, aliovalent doping of the Mn with divalent Co, Ni and Cu increases the formal positive charge of Mn and thereby enhances the electrical conductivity. Griffin et al.\textsuperscript{113} recently showed that substitution of Mn with Ga in InMnO$_3$ can be used as a control parameter for the spontaneous polarization of the materials as the more electronegative Ga favours the antiferroelectric $P3c1$ symmetry. Enhanced spin-lattice coupling has been observed when substituting Mn with isovalent Fe.\textsuperscript{187,188}

**Oxygen point defects**

It is well established that control of the oxygen content through synthesis is important to obtain reproducible and desirable structural and electronic properties. Oxygen hyper- or hypostoichiometry in perovskites such as LaMnO$_3$ is well documented and is often tailored to achieve the desired properties.\textsuperscript{189} Oxygen vacancies are common in all oxides, and are often formed during the high-temperature synthesis when the entropy favours O$_2$ (g) (recall Eq. 2.1). Oxygen deficiency in the form of vacancies is known to cause chemical expansion, especially pronounced in transition metal oxides due to localized charge compensating electrons on the nearby transition metal cations.\textsuperscript{14,94,96,99-101} For the hexagonal manganites, some studies have shown that oxygen deficient samples have enhanced electrical conductivity at domain walls,\textsuperscript{26,116} reduced macroscopic spontaneous polarization,\textsuperscript{190,191} reduced magnetoelectric response,\textsuperscript{192} and different stability, mobility and shape of ferroic domain walls compared to stoichiometric samples. The few atomic scale studies that exist on oxygen vacancies in bulk and at domain walls are inconclusive about the positions, structural, and electronic effects of the vacancies. This is discussed further in Chapter 5.

For perovskites and other close-packed oxides, the term *oxygen excess* is used when referring to cation deficiency by vacancies. The perovskite LaMnO$_3$, orthorhombic YMnO$_3$ and FeO with wurtzite structure are examples of materials, which if synthesized in oxidizing atmosphere, will become effectively oxygen rich as the O$_2$ in the atmosphere reacts with cations that migrate out of the lattice to create new phases. It is established that the multivalency of Mn is the reason for electric leakage currents as it can electronically compensate impurities, dopants, and vacancies. When measurements show existence of...
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oxidized Mn$^{4+}$ in the hexagonal manganites, it is usually explained by cation deficiency\textsuperscript{159,178,194}. However, oxides with less densely packed structures, such as fluorites, Ruddlesden-Popper, and hexagonal manganites can in principle accommodate oxygen excess in the form of interstitial oxygen, charge compensated by electron holes. For the hexagonal manganites, large oxygen excess up to $\delta = 0.35$ for $RMnO_{3+\delta}$ has been reported\textsuperscript{119,176,195}. Such high levels of excess oxygen can cause development of secondary oxidized phases, which are easily detected experimentally\textsuperscript{177}. Studies on how interstitial oxygens are accommodated in the lattice and how they affect the electronic structure are sparse\textsuperscript{182,196}, but motivate the investigation of whether this point defect is the origin of the observed p-type conductivity in the hexagonal manganites and the observed anomalies in dielectric measurements\textsuperscript{197–201}. Further, how these interstitial oxygens interact with the domain walls has to the authors knowledge not been studied. In particular, the increased conductivity at the neutral walls has not been resolved. This is discussed further in Chapter 6.
Chapter 3

Methods

3.1 Materials modelling: Density functional theory

Density functional theory (DFT) is one of the most applied and successful quantum mechanical approaches to understand matter. It is used in a variety of scientific fields and is routinely used to calculate e.g. the binding energy in molecules and the band structures in solids. DFT is built on a rigid framework consisting of two key concepts: The Hohenberg-Kohn theorem and the Kohn-Sham equations. In spite of this rigid framework, the flexibility one has in implementing it gives a versatile toolbox for studying many different materials. This chapter gives a short summary of the theory, with focus on non-stoichiometry in extended systems and related functional properties. For more thorough descriptions of DFT and calculations of defects, see e.g. refs. 103, 202, 203.

All information about a system is contained in the system’s wavefunction, $\Psi$, which contains all the information about the positions of the system’s electrons. The degree of freedom for the nuclei in the material is included as a potential acting on the electrons. The wavefunction is calculated from the Schrödinger equation, which for a material with $N$ electrons reads

$$
-\frac{\hbar^2}{2m} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i=1}^{N} V(r_i) + \sum_{i=1}^{N} \sum_{j<i}^{N} U(r_i, r_j) \right] \Psi = E \Psi
$$

(3.1)

The left-most term describes the kinetic energy of the electrons, the middle
term the interaction energy between each electron and potential from the nuclei, and the third term describes the interaction between the electrons. Since the equation depends on the number of electrons in the system, each with three positional degrees of freedom, the dimensionality of the system is $3N$, which is not feasible for calculations including more than a few atoms.

The full wavefunction in Eq. 3.1 contains all the information about the system, not only the necessary information to describe its electronic ground state. One important observable of the full wavefunction is the electron density, $n(r)$, which describes the probability of finding a non-particular electron at position $r$. Within density functional theory, the Schrödinger equation is reformulated to depend on the electron density instead of on all the individual electrons, reducing the number of spatial variables from $3N$ to only 3. The total energy of the system is thus described by the following functional:

$$T_0[n] + \int dr n(r)V(r) + \frac{e^2}{2} \int dr \int dr' \frac{n(r)n(r')}{|r-r'|} + E_{xc}[n] = E[n]$$  \hspace{1cm} (3.2)

where the first term $T_0[n]$ is a functional of the kinetic energy and the second describes the electrons' interactions with the nuclei. These two terms combined constitute the energy of a non-interacting electron gas in an external potential. The third term describes the Coulombic electron-electron interactions. However, there are other quantum-mechanical interactions described in the full wavefunction which have to be accounted for as well. A fourth term, the exchange-correlation functional, $E_{xc}$, is therefore included. An exact solution to this functional is not known, as will be revisited further down.

With the total wavefunction replaced by the electron density, the Schrödinger equation can be solved by the help of two theorems proved by Hohenberg and Kohn\textsuperscript{204}. The first reads: The ground-state energy is a unique functional of the electron density. The word functional means function of a function, and the theorem is so important that it has given density functional theory its name. Stated in another way, the theorem says that the potential of the nuclei posed on the electrons, $V(r)$, uniquely defines the ground state electron density and wavefunctions, and vice versa. Although the true total functional of the electron density is not known, the second theorem defines an important property of it: The electron density that minimizes the energy of the overall functional is the true electron density corresponding to the full solution of the ground state of the Schrödinger equation. This theorem is used in practice when solving the equation, but the equation is still practically unsolvable due to the many electrons. Kohn and Sham bypassed this difficulty by expressing the equation as a set of
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Equations in which each only involves a single electron can be expressed from Eq. 3.2 if the exchange-correlation functional \( E_{xc} \) is written in the same form as the two previous terms such that the summation over \( r \) can be separated out from the effective Kohn-Sham potential \( V_{KS}(r) \):

\[
\left(-\frac{\hbar^2}{2m}\nabla^2 + V_{KS}(r)\right)\psi_n(r) = \epsilon_n\psi_n(r) \tag{3.3}
\]

\[
V_{KS}(r) = V(r) + e^2 \int d\mathbf{r}' \frac{n(r')}{|\mathbf{r} - \mathbf{r}'|} + v_{xc}(r) \tag{3.4}
\]

In Eq. 3.3, the wavefunction \( \Psi \) of the many-body problem has been replaced by the single-electron wavefunction \( \psi_n(r) \) of the \( n \)'th electron and the total energy \( E \) by the single-electron energy \( \epsilon_n \). From the new single-electron wavefunctions, the electron density \( n(r) \) can be calculated. The iterations for reaching the energetic ground-state are therefore as follows:

1. Define an initial electron density \( n(r) \).
2. Solve the Kohn-Sham equations using the \( n(r) \) to find the single-electron wavefunctions \( \psi_n(r) \).
3. Calculate a new electron density from the set of \( \psi_n \) with
   \[
n_{KS}(r) = 2\sum_n \psi_n^*(r)\psi_n(r)\]
4. Compare the new value of \( n(r) \) to the initial, and repeat the cycle if the difference is too large.

3.1.1 The exchange-correlation functional

The existence of the exact exchange-correlation functional \( E_{xc} \) is guaranteed by the Hohenberg-Kohn theorems, but is cannot be analytically solvable. The simplest approximation is to assume that \( n(r) \) is constant at all points in space, such that the exchange-correlation potential \( v_{xc}(r) \) can be calculated directly from \( n(r) \). This approach is called the local density approximation (LDA) and provides an exact solution only for a uniform electron gas. Nevertheless, LDA can give surprisingly good results for complex materials, although it typically underestimates the bond-lengths.

Many other exchange-correlation functionals have been developed, many of which are suited for only one material class. The different functionals employ one of two approaches to improve the accuracy. The first include theoretical
derivations forcing the functional to obey constraints set by known features of the exact functional. The other approach employs semi-empirical schemes where one or several parameters are fitted to reproduce experimentally measured parameters, usually energy differences. The most general and known functional a level up from the LDA functional, obtained from the first approach, is the general gradient approximation (GGA) functional\(^{206}\). In GGA, not only the local density \(n(r)\) is used to calculate \(v_{xc}(r)\), but also the local gradient in the density, which gives improved values for calculated bond lengths and cohesive energy, compared to LDA. There are many ways to include the local gradient when calculating the \(v_{xc}(r)\), giving a variety of different GGA functionals. The two most known for calculating properties of solids are the Perdew-Wang functional (PW91)\(^{207}\) and the Perdew-Burke-Enzerhof functional (PBE)\(^{208}\). The latter has been developed further for solids, called PBEsol, and includes empirical corrections which improve the lattice lattice parameters and bonding energies\(^{209}\).

DFT calculations can also be performed with spatially localized functions to describe the exchange part of the exchange-correlation functional. These hybrid functionals mix exact results for the exchange with approximations of the correlations\(^{210–214}\).

### 3.1.2 Plane-waves in reciprocal space

The solutions \(\psi_n\) to the Schrödinger equation in periodic systems are plane-waves, which means that the front of the wave lies in a plane, as illustrated in Fig. 3.1. For a periodic system, these solutions must satisfy the boundary conditions given by the periodicity of the system, such that they always have the form

\[
\psi_k(r) = e^{(ik\cdot r)} u_k(r)
\]

where \(u_k(r)\) is periodic in space with the same periodicity as the supercell.\(^1\) Such waves are called Bloch waves\(^{215}\) and make up the basis for all the energy eigenstates of the system. The position of the plane-wave in real space is given by the vector \(r\), and its wavelength is given by the reciprocal space vector \(k\). DFT problems are in general easier to solve in terms of \(k\) than \(r\), which is why the concept of the reciprocal space is so important. In real space, the smallest unit containing all the necessary information about the material is called a Wigner-

---

\(^1\)A supercell consists of several unit cells put together to increase the size of the system in the calculation.
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Figure 3.1: Plane wave. Schematic presentation of a planewave where the wave-fronts lie in planes.

Seitz cell, and it can be a simple unit cell or a supercell. The corresponding unit in reciprocal space is called the Brillouin zone. DFT calculations are solved by integrating functions over the Brillouin zone, which is mapped by a selection of $k$-points. A method to efficiently evaluate the integrals was developed by Monkhorst and Pack\textsuperscript{216}, which requires a specific $k$-point mapping. For even numbers of $k$-points along an axis it is often beneficial to specify a gamma-centered $k$-mesh. If the real space supercell has equal length in all directions, then a $M \times M \times M$ $k$-grid should be used. More $k$-points give higher accuracy, but larger supercells require fewer $k$-points since the Brillouin zone is smaller.

The factor $u_k(r)$ in Eq. 3.5 has the form

$$u_k(r) = \sum_G c_G e^{iG \cdot r}$$

(3.6)

such that the full form of the Bloch wave becomes

$$\psi_k(r) = \sum_G c_{k+G} e^{i(k+G) \cdot r}$$

(3.7)

This expression suggests that evaluation of each $k$-point involves summation over an infinite number of $G$’s. Fortunately, each solution correspond to values of kinetic energy, by

$$E_k = \frac{\hbar^2}{2m} |k + G|^2,$$

(3.8)

and one can assume that low kinetic energies are more favoured in the system than high kinetic energies. The sum can therefore be truncated to involve solutions up to a certain value of $k+G$, corresponding to a cutoff energy $E_{\text{cut}}$. 
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Pseudopotentials

Bonding and other physical properties in materials is mainly determined by the valence electrons of the atoms. The electrons closest to the core have the highest kinetic energies, of which most will be omitted in the calculation from specifying the kinetic energy cutoff as explained in the previous paragraph. Some of these core electrons are also taken care of by replacing them and the atom cores by so-called pseudopotentials in a frozen-core approximation. The pseudopotential replaces the electron density of a chosen set of core electrons with a smoothed density that reproduces the important physical properties. Although the concept sounds simple, a lot of effort is required to make pseudopotentials that work equally well in all chemical environments. The chosen set of electrons to be included in the pseudopotential, determines the minimum energy cutoff $E_{\text{cut}}$. Hard pseudopotentials leave out some electrons close to the nuclei with high kinetic energy and therefore require high $E_{\text{cut}}$, while soft pseudopotentials require a low $E_{\text{cut}}$. Ultrasoft pseudopotentials (USPP)\textsuperscript{217} require especially low $E_{\text{cut}}$, but the potentials need to be constructed from a number of empirical parameters. An alternative to the USPPs is the projector-augmented-wave (PAW) method\textsuperscript{218} which transforms the high-energy plane-waves near the cores into smooth wave-functions which are calculated more efficiently.

3.1.3 Optimization

How accurate and efficient a DFT calculation is depends first of all on the choice of exchange-correlation functional, pseudopotentials and the basis set for the expansion of the Kohn-Sham wavefunctions. Next, the choice of numerical algorithms for minimization is crucial to find a local minimum for the electron density and the geometry of the system. The minimization of the electron density is often referred to as electronic relaxation or static relaxation. To obtain a fully relaxed system, ionic positions also need to be updated, which is called ionic relaxation or geometric optimization. The ionic positions are updated after each self-consistent electronic relaxation by moving them according to the Hellmann-Feynman\textsuperscript{219} forces. The geometric optimization can also update the supercell volume and shape. The opportunity to keep atom positions, certain lattice parameters, or angles fixed gives the necessary variation to deal with multiple problems. Two commonly used ionic relaxation algorithms are the conjugate gradient\textsuperscript{220}, the quasi-Newton\textsuperscript{221} and damped molecular-dynamics\textsuperscript{222} methods.
Energy barriers

It is sometimes of interest to calculate the energy barrier for moving an ion or a polaron between stable positions in the lattice. There can be many possible trajectories for the moving specie between the sites, such that the minimum energy path is not always trivial to find. The energy barrier for a specific path can be calculated by creating a series of intermediate “images” for which the static energy of each is found by only electronic relaxation. However, in many cases the lattice will in reality distort to accommodate the moving atom or polaron, causing a lower energy barrier given by such static calculations. This poses a special kind of ionic relaxation problem since the calculation would involve relaxing the structure with the moving atom outside of a local energy minimum. This problem can be solved by connecting each “image” by harmonic springs, or “elastic bands”, such that each image cannot relax significantly towards the other images without increasing the energy determined by the spring constant. Mathematically this is expressed by the objective function $M$ over the set of images:

$$
M(r_1, r_2, ..., r_P) = \sum_{i=1}^{P-1} E(r_i) + \sum_{i=1}^{P} \frac{K}{2} (r_i - r_{i-1})^2
$$

(3.9)

where $E(r_i)$ is the total energy of the $i$th image, and $K$ is the spring constant. This elastic band method works well for small energy barriers and “simple” transition paths, but can give false results if the penalty for stretching one or more of the springs is too low or the transition path involves “sharp” corners. The nudged elastic band method (NEB) is developed to deal with these problems by including real forces perpendicular to the band of springs. Another useful addition to the method is the concept of the climbing image which adapts the NEB such that it places one image precisely at the transition state and thereby gives a more accurate energy barrier. An illustration of a NEB calculation is given in Fig. 3.2.

### 3.1.4 Electronic structure and magnetic properties

For any DFT calculation, deduced physical properties related to e.g. optics, magnetism and semi-conductivity are dependent on detailed and correct electronic structures. For materials where the electrons are strongly correlated, such as the $d$ electrons in transition metals, DFT has an inherent weakness since the correlation part of the exchange-correlation functional is not known and has to be
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Figure 3.2: Transition state by nudged elastic band. Energy surface with two minima and a transition state at the saddle point. The five intermediate images are initially separated by the same distance along a linear line (grey), but the minimum energy path of the relaxed images is curved (green). The start (0) and end (6) images are not relaxed during the NEB calculation.

approximated. The approximation of the functional does not include electron-electron correlation. This means that DFT has problems describing strongly correlated systems and underestimates the band gap of semiconductors and insulators. Another weakness of DFT is that it cannot calculate exited states, as it is a ground-state technique. This also contributes to the underestimation of the band gap. Much effort has been devoted to develop solutions for this band gap problem.\(^{226,227}\)

Often, the use of hybrid functionals can provide more accurate band gaps. However, they are computationally heavy and often require thorough calibration. Another simpler method, called DFT+U\(^{228,229}\), corrects the band gap by including numerical parameters \(U\) and \(J\) to approximate the on-site Coulomb repulsion between strongly correlated electrons and make them sufficiently localized. The idea of the DFT+U is based on the Hubbard model\(^{230}\), where the electrons are viewed as localized on specific atoms. They therefore experience an “on-site” repulsion from other electrons in the same orbital. The parameters have to be carefully chosen for the specific material system, although there is some transferability between materials containing the same transition metal cation. In the Liechtenstein scheme\(^{231}\), the \(U\) and \(J\) are independently specified. In Dudarev’s method\(^{232}\), the \(U-J\) is combined to \(U_{\text{eff}}\). Beside the ambiguity of
the choice of \( U \), the on-site correction by DFT+\( U \) is in addition unable to fully capture localization between atoms.

When calculating defect formation energies the problem is not the width of the band gap itself, but the positions of the band edges and of the defect energy levels. An oxygen vacancy reducing nearby transition metal cations will introduce new defect levels higher in energy than the valence band maximum. These new levels are thus the new Fermi level and contribute significantly to the defect formation energy.

Although DFT has its limitations for correlated electrons\textsuperscript{233}, it has been an immensely helpful tool the last decade to unravel the mysteries and phenomena in multiferroics and other functional materials\textsuperscript{234,235}.

Magnetic order

Magnetic materials have unpaired electron spins which can be disordered or ordered depending on the temperature. It is relatively common to not explicitly include the unpaired spins in DFT calculation, because non-spin-polarized calculations include only half the number of Kohn-Sham equations. This can be justified when the magnetic spins weakly affect the studied properties. However, if the magnetic spins might be important, they need to be implemented in a way which most accurately describes nature. This is easy if the spins are similarly ordered in the material both at the relevant finite temperatures and at 0 K. On the other hand, if the spins tend to be randomly oriented at the relevant temperatures, the ordered spin state at 0 K in the DFT calculation has to be chosen carefully. In frustrated spin lattices, such as the hexagonal manganites, where the spins order in a non-collinear fashion, one needs to consider whether the non-collinear spin order sufficiently improves the description of nature for the computational effort to be worthwhile. Some choices of magnetic order will give a smaller band gap than others, which can be problematic. The magnetic order needs to be chosen in combination with the \( U \) for on-site repulsion to reproduce the most accurate physical properties. In frustrated non-collinear antiferromagnetic systems, one attempts to simplify the magnetic order collinearly to reduce computational effort while simultaneously adjusting the \( U \) to give the most correct band gap and lattice parameters\textsuperscript{141}.
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3.1.5 Spontaneous polarization

Spontaneous polarization in a ferroelectric material is historically defined as surface charge divided by unit area. Polarization is, however, a bulk property and can therefore also be defined as electric dipole moment per unit volume. The absolute electric dipole moment in a specific volume of the material will depend on the size and position of the unit volume, such that it cannot be unambiguously defined. In the modern theory of polarization \textsuperscript{236–239} the spontaneous polarization of a periodic system is calculated for several choices of unit cells and distortion amplitudes, such that several polarization branches separated by polarization quanta can be plotted, as shown in Fig. 3.3. The simplest way of calculating the polarization lattice is to consider all the atoms as point charges with formal charges and sum up their displacements from their centrosymmetric positions. This simple point-charge model works well for highly ionic systems where the electron density is confined as spheres around the nuclei. If the bonding in the material has some covalent character, directional variation of the charge density will give an additional contribution to the polarization, and the point charge model becomes inaccurate. In these cases, the polarization can be calculated as a geometric Berry phase \textsuperscript{240} of the wavefunction, calculating the polarization as the sum of displacements of atoms times their Born effective charges. The Born effective charge is analogous to the point charges in the simple model, but also includes the electronic contribution to the polarization by using the charge density $n(r)$. The Berry phase method of polarization is implemented in many DFT codes.

3.1.6 Chemical stability and defects

In a planewave DFT calculation, the temperature is at 0 K, and the material is repeated infinitely such that one does not have to consider any interaction with other chemical environments. This is beneficial if only the bulk properties of the material is of interest. In the real world, materials interact with their surroundings at finite temperatures. Solid oxides strongly interact with the surrounding atmosphere, and can be oxidized or reduced depending on the partial pressure of oxygen. The new oxidized or reduced states can involve phases with different composition, or ionic point defects in the form of interstitials or vacancies. DFT can to a great extent be used to describe thermodynamic phase stability and equilibrium.
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![Figure 3.3: Calculation of spontaneous polarization.](image)

**Figure 3.3: Calculation of spontaneous polarization.** Polarization as a function of displacement $d$ of the cations in the 1D chain on the right hand side. The polarization branches are centred around zero and separated by polarization quanta. The obtained polarization values from different choices of unit volume are indicated by the letter A-D. *Inspired by ref. 239.*

Chemical stability and phase equilibrium diagram

The stability of an oxide with respect to its related compounds is dependent on the chemical potential of oxygen in the surroundings. For instance, at reducing conditions, $\text{YMnO}_3$ can decompose to $\text{MnO}(s)$, $\text{Y}_2\text{O}_3(s)$ and $\text{O}_2(g)$, but the particular chemical potential of oxygen when this occurs, is not so easy to calculate directly, as gases are not well-described by a solid-state DFT code. Instead, the ground state energies of all the solid compounds in the related chemical reactions are calculated, and $\mu_O$ can be extracted as the only unknown. All the phase equilibria which determine the stability region of h-$\text{YMnO}_3$ are presented in the phase equilibrium triangle in Fig. 3.4. Each area of the triangle corresponds to values of the chemical potentials for all three elements, $\mu_Y$, $\mu_{\text{Mn}}$ and $\mu_O$. Calculations of $\mu_O$ from all the areas provide the range in which $\mu_O$ can vary. Examples of comprehensible research papers which deal with phase equilibrium confinement, or chemical potential phase space, are given in refs. 241, 242.
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Figure 3.4: Phase equilibrium diagram in the Y-Mn-O system. Each triangle corresponds to phases in chemical equilibrium at specific ranges of the chemical potential of oxygen $\mu_O$. The green areas correspond to phase equilibria chosen as the reducing and oxidizing limits for YMnO$_3$ for the computational work in this thesis.

Non-stoichiometry and point defects

Oxidation or reduction of a material does not have to lead to formation of new phases if point defects can be accommodated in the lattice. The defect formation energy, $E_f$ of a single defect is defined in *dilute limit*. This means that when calculating $E_f$ under periodic boundary conditions, the supercell has to be sufficiently large in order to avoid defect-defect interactions and global change in the supercell volume. The sufficient size of the supercell is determined by the structural distortions around the defect. The defect formation enthalpy for oxygen defects is not equal to the enthalpy of oxidation or reduction, as the latter is the enthalpy required to oxidize or reduce a sample to equilibrium and thus includes defect-defect interactions$^{243}$.

Treating the charge difference associated with an aliovalent defects in the lattice is not straight-forward. The defect charge state $q$ in Eq. 2.10 is the total change in charge for the whole system when a defect is implemented. Thus, an oxygen vacancy leaving the lattice as a neutral O atom, will give a charge of $q = 0$, independent on charge transfer between, and formal charges of, the oxygen vacancy and other ions in the cell. On the other hand, if the oxygen leaves as O$^{2-}$,
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the system gets a charge of 2+. Charge compensation of defects involving charge transfer between species changes the formal charges of the charge compensating ions. Careful choice of the $U$ parameter for on-site repulsion is important in these situations.

Due to the periodic boundary conditions, charged systems with $q \neq 0$ will have a divergent total charge and spurious interactions between each supercell. These errors may give inaccurate defect formation energies and slow convergence with respect to supercell size $10^3$, and are often corrected by including a correction term $E_{\text{corr}}$, consisting of two parts, to the defect formation energy $^{244}$ presented in Eq. 2.10. Numerous correction schemes have been proposed $^{245-250}$. The first term is an alignment of the potential far away from the defect to the neutral bulk potential. Total energies of supercells calculated by DFT are given with respect to the average total electrostatic potential within the supercell $^{251}$. Particularly for charged supercell calculations, the average electrostatic potentials for the pure (neutral) host and the charged defect system must be aligned so that total energies can be consistently compared. Thus, a potential alignment contribution, or a background potential, is added to the correction term $E_{\text{corr}}$ in Eq. 2.9 for defect formation energy.

$E_{\text{corr,PA}} = q(V_{rD,q}^H - V_{rH}^H)$ (3.10)

where the reference potentials $V_r$ of the host (H) and the charged defect (D,q) supercells are determined by averaging the electrostatic potentials in spheres around atomic sites located far from the defect. The second term is a Madelung-correction accounting for the the electrostatic and elastic interactions of repeated charges, scaling with $L^{-1}$ and $L^{-3}$ respectively, which are the origin of the slow convergence. The correction extrapolates the defect formation energy to dilute limit, and a common scheme for cubic systems was provided by Makov and Payne $^{252}$, Eq. 3.11. However, this scheme has a tendency to overestimate the charged defect formation energy, and a finite size extrapolation is often a better approach $^{242,253}$.

$E_T \left( \frac{1}{L} \right) = E_T \left( \frac{1}{L} \rightarrow 0 \right) - \frac{A}{L} - \frac{B}{L^3}$ (3.11)
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3.1.7 Project specific details

General

All the DFT calculations were performed with the VASP code\textsuperscript{254,255}, version 5.3 with the spin-polarized GGA+\textit{U} implementation of Dudarev\textsuperscript{232}, and the exchange-correlation described by the PBEsol functional\textsuperscript{209}. The projector augmented wave method\textsuperscript{218} was used treating Y(4s,4p,4d,5s), Mn(3s,3p,3d,4s) and O(2s,2p) as valence electrons and a plane-wave cutoff energy of 550 eV. Brillouin zone integration was done on a Γ-centred $4 \times 4 \times 2$ $\mathbf{k}$-mesh for the 30 atom unit cell and with the number of $\mathbf{k}$-points reduced proportionally for supercells.

Electronic structure

In most calculations the frustrated \textit{non-collinear} magnetic structure was approximated by a frustrated \textit{collinear} anti-ferromagnetic order (F-AFM)\textsuperscript{141} to reduce computational effort. This magnetic order combined with a Hubbard $U$ of 5 eV reproduced the experimental band gap\textsuperscript{123} and lattice parameters\textsuperscript{118}, see Fig. 3.5, which was important in order to obtain accurate defect formation energies for oxygen vacancies. For the calculations of interstitial oxygen in domain wall cells, an A-type antiferromagnetic order combined with $U = 8$ eV was chosen. This magnetic order gave equal spins on all Mn in the same Mn-O layer, such that competing effects between spin direction and domain wall interaction could be avoided. This magnetic order gave artificially weak repulsion between the electrons, rendering the band gap very small even when the Hubbard $U$ was increased to 8 eV. However, interstitial oxygen only creates electron holes at the top of the valence band, leaving the Fermi energy close to unchanged. The size of the band gap, or energy of the lowest unoccupied orbital, is thus less important for the defect formation energy. This simplified magnetic structure would not work well for calculating defect formation energies of oxygen vacancies, as the charge compensating electrons are found in defect states in the band gap. Thus, A-type magnetic order would give artificially low defect formation energies for the oxygen vacancies.

Charge neutral cells were used in most of the simulations due to the relatively high concentration of defects in the chosen supercells, and because, unlike conventional semiconductors, high defect concentrations are observed experimentally in these materials. Simulations with cells of charge -1 and -2, where electrons were artificially added to avoid charge compensating oxidation of Mn\textsuperscript{3+}. 
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Figure 3.5: Testing of parameters for DFT. Testing of exchange-correlation functionals, magnetic order, on-site Coulombic repulsion, and Mn pseudopotential as a function of Hubbard $U$. FAFM: Frustrated collinear antiferromagnetic order. AAFM: A-type collinear antiferromagnetic order. PE: GGA functional PBE. PS: GGA functional optimized for solids, PBEsol. LDA: Local density approximation functional. The pseudopotential $\text{Mn}_{pv}$ includes only $p$ valence electrons, while $\text{Mn}_{sv}$ includes both $s$ and $p$ valence electrons. For tests with on-site Coulomb potential according to the Liechtenstein scheme, $J$ was set to 0.88 eV. If $J$ is not mentioned, the Dudarev scheme was applied. Experimental values given as dashed horizontal lines.
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to Mn$^{4+}$, gave the same results as neutral cells with respect to the position of interstitial oxygen defects.

Charged (+2) 2×2×1 supercells with oxygen vacancies were also calculated. To calculate the defect formation energies, the potential of the atoms furthest from the defect was aligned to bulk values to obtain a corrected Fermi level according to Eq. 3.10. Electrostatic interaction between periodic images was not corrected.

Supercells and geometric optimization

Different concentrations of defects in bulk were modelled using single unit cells with 30 atoms, 2×2×1 supercells with 120 atoms, or 3×3×2 supercells with 540 atoms. A 2×2×1 supercell was found to be sufficiently large for structural and electronic investigations as it provided small defect-defect interactions compared to the computational cost, as seen in Fig. 3.6.

Neutral 180° domain walls were constructed according to models in Kumagai et al.$^{25}$, and transmission electron microscopy data from Jiang and Zhang$^{256}$, and had different geometries depending on the modelled defect. For oxygen vacancies, 1×8×1 supercells with 240 atoms were used. These supercells gave a defect-defect distance of $a = 6.1$ Å, comparable to the structural screening length of the oxygen vacancies. The short defect-defect distance in these supercells probably gave a slight increase in the defect formation energy for the oxygen vacancies, but the relative defect formation energies as a function of position in the cell was the main interest. For interstitial oxygen defects, 5×2×1 supercells were used to avoid anisotropic defect-defect interaction.

Geometry optimization for neutral bulk cells was iterated until the forces on the ions were at least below 0.005 eV/Å for 30, 0.01 eV/Å for 120 and 0.02 eV/Å for 540 atom cells. Neutral cells with domain walls were more difficult to converge due to strain, and were converged until forces were at least below 0.02 eV/Å for 240 atom and 300 atom cells. Charged bulk cells were more difficult to converge electronically, and a force criterion of 0.02 eV/Å was used for 120 atom cells.

Functional properties

The ferroelectric polarization was calculated with both a simple ionic point charge model using formal charges and with the Berry phase method to include electronic contributions. The ionic nature of YMnO$_3$ gave only a small
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![Figure 3.6: Supercell size convergence.](image)

**Figure 3.6: Supercell size convergence.** Defect formation energy of interstitial oxygen as a function of defect-defect distance $L$ illustrating the effect of supercell size. The $2\times2\times1$ supercell with 120 atoms was found to be sufficiently large for most purposes.

electronic contribution to the polarization, such that the simple point charge model was sufficient to calculate the spontaneous polarization. No significant change in the local ferroelectric polarization was found when increasing the cell size from 121 to 541 atoms including one interstitial oxygen atom.

Migration barriers for interstitial oxygen were calculated with the NEB method using five intermediate images. F-AFM order and $U = 5$ eV was chosen in order to reproduce the band gap and the localized nature of the electron holes. Test calculations with $U = 0$ eV gave slightly lower migration barriers due to less localized electron holes. Tests with A-type antiferromagnetic ordering and $U = 5$ eV reduced the band gap and the migration barrier due to insufficient localization of the electron holes and very low electron Coulomb repulsion.
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3.2 Structure analysis: Total scattering and diffraction

3.2.1 Scattering and diffraction

When materials are irradiated, their electrons and nuclei scatter the incoming radiation in a way which is characteristic for the atomic species. Crystalline materials will scatter radiation to give diffraction patterns with sharp and distinct Bragg peaks which are direct “finger prints” of the crystal structure in reciprocal space. These Bragg peaks are evidence of long-range periodicity in the material which amplifies the constructive interference between scattered waves. For a long time after the development of the X-ray diffraction technique, determination of the atomic arrangements in solids meant determining the average, long-range crystal structure from the Bragg reflections\(^{257}\). Materials with no long-range periodicity, such as glasses, were termed “amorphous”, i.e. structureless, and the crystallographic analysis would be practically abandoned. Such fully disordered materials with only short-range order are usually studied by local structure techniques such as X-ray absorption fine structure (EXAFS) and nuclear magnetic resonance (NMR).

Crystalline solids with internal atomic and nanometer scale disorder (see Fig. 3.7) fall between the two categories\(^{258}\). The conventional measurement techniques to study either the average or the local structure fail to give any information about how the disorder is mediated though the structure and its spatial extent. To understand how diffraction techniques, originally developed for crystallographic description of long range order, can be extended to obtain this local structure information, one needs to realize that diffraction measurements do not directly measure the actual lattice constants and atomic positions, but the structural coherence of the sample. The structural coherence length, as defined in Section 2.2.1, quantifies the length scale over which the unit cells behave similarly, or coherently. Averaging over regions much larger than the coherence length will give the macroscopic properties, while averaging over regions much smaller than the coherence length may give spatially and temporarily heterogeneous properties.

In conventional reciprocal diffraction, one only analyses the reciprocal signal from structural periodicity with macroscopically long coherence length (see Fig. 3.8). The signal from less periodic disorder is considered noise and is ei-
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Figure 3.7: When short range order deviates from long-range order. Many functional materials contain regions of short-range order which deviate from the average structure and are key to their properties, yet undetectable within the average structure. The sketch could refer to, for example, ferromagnetic domains within a paramagnetic matrix, or ferroelectric polar nanoregions within a paraelectric matrix. Conventional crystallographic techniques probe long-range structure and will identify only the average extent of disorder; PDF measurements give the atomic pair correlations, from which it is possible to determine how this disorder is correlated throughout the structure. Reprinted from ref. 259.

Further approximated by a background polynomial, or as thermal vibration of the atomic positions. To obtain more fruitful information from this diffuse signal, it is much better analysed in real space. In total scattering measurements, all the structure relevant scattering from a sample is collected, including both the Bragg reflections and the diffuse signal, over a wide range in reciprocal space. The signal is then analysed in real space as a pair distribution function (PDF) showing the distribution of interatomic distances. This makes the technique sensitive to both short- and long-range structural coherence.
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Figure 3.8: Atomic scattering in real and reciprocal space. Atomic scattering from materials with some degree of periodicity will give a reciprocal space diffraction pattern, $S(Q)$, with Bragg reflections as evidence of the periodicity. Diffuse scattering from disorder can be better analysed by Fourier transforming the $S(Q)$ to a pair distribution function $G(r)$ which shows the probability of finding pairs of atoms separated by a distance $r$.

3.2.2 Wavelength and energy

Diffraction from specific objects is strongest if the wavelength of the radiation is on the length scale of, or preferably smaller than, the size of the objects. Therefore, for a diffraction experiment to give accurate information about small deviations from the average structure, the radiation must have short wavelength. The shorter the wavelength, the higher energy the wave has. High-energy X-rays are usually produced in large facilities called synchrotrons. Here, electrons are accelerated to almost the speed of light in a large circle, and then deflected through magnetic fields which slow them down such that they emit high-energy electromagnetic radiation. Synchrotron X-rays can have wavelengths corresponding to a reciprocal space vector $|Q|$ larger than 100 Å$^{-1}$. High energy neutrons are created by spallation of mercury, tantalum, lead or another heavy metal when struck by high-energy protons and can reach $|Q|$ up to $\sim 30$-50 Å$^{-1}$. In some scientific fields it is common to present reciprocal space data in terms of the scattering angle, $2\theta$, which is related to the reciprocal space vector and the
wavelength of the radiation by Eq. 3.12.

\[ |Q| = \frac{4\pi \sin(\theta)}{\lambda} \]  

(3.12)

3.2.3 Radiation types

The use of X-rays and neutrons in diffraction measurements will give different, and in many cases, complementary information. X-rays interact mainly with the electrons of the atoms, such that the scattered intensity increases with the atomic number \( Z \) of the atom. As the electron clouds are diffuse, described by atomic form factors, the intensity of the scattered X-rays will decrease significantly with the scattering angle. Neutrons penetrate deeper into the materials than X-rays and interact directly with the atomic cores. There is no relationship between atom number \( Z \) and the scattered intensity of the neutrons, but it differs between isotopes. X-ray scattering intensity from electron clouds always have a positive value. On the other hand, some elements such as manganese can have a negative scattering length for neutrons. The diffractograms obtained with X-rays and neutrons can therefore be highly complementary. As an example, vanadium is a strong scatterer of X-rays, but its nuclei hardly scatters neutrons, and is for this reason often used as a container material for neutron scattering measurements. Another feature of the neutrons is that even though they have zero charge, they carry a spin, which means that they are sensitive to the magnetic spin of electrons. They are therefore widely used to study magnetic properties and phase transitions. Furthermore, since the nuclei are practically discrete, and not described by a form factor, the scattered neutron intensity is close to independent of angle. This makes it possible to measure diffractograms with good resolution up to very high reciprocal space vectors.

3.2.4 Formalism

The observable in diffraction measurements is the intensity, \( I(Q) \). The total scattering structure function \( S(Q) \) is the corrected intensity normalized with respect to the compositional average of the scattering amplitude, \( \langle b \rangle^2 \) for neutrons,

\[ S(Q) = \frac{I(Q)}{\langle b \rangle^2} \]  

(3.13)
3. Methods

and compositional average of the form factor for X-rays:

\[ S(Q) = \frac{I(Q)}{\langle I(Q) \rangle^2} \]  

(3.14)

In some cases it is more practical to use the reduced structure function \( F(Q) \) which is related to \( S(Q) \) by \( F(Q) = Q[S(Q) - 1] \).

The atomic PDF, \( g(r) \) is defined as

\[ g(r) = 4\pi r [\rho(r) - \rho_0], \]  

(3.15)

where \( \rho(r) \) is the atomic pair density and \( \rho_0 \) is the average atomic density and \( r \) is the radial distance. The PDF gives the probability of finding pairs of atoms separated by the distance \( r \). The reduced pair distribution \( G(r) \) is defined as \( G(r) = 4\pi r \rho_0 [g(r) - 1] \). It is obtained directly by Fourier transforming the reciprocal space total scattering function \( S(Q) \)

\[ G(r) = \frac{2}{\pi} \int_0^\infty Q[S(Q) - 1] \sin(Qr) Q \, dQ. \]  

(3.16)

3.2.5 The PDF mindset: Analysing diffraction data in real space

The fundamental goal in crystallography is to reduce the long-range structural information about a material into one unit cell with a specific space group symmetry. This is handily done by studying diffraction data in reciprocal space, where the long-range structure makes itself visible as distinct Bragg peaks. One aims to describe these Bragg peaks by the highest possible symmetry space group, since allowing more structural degrees of freedom would only give excessive information. When dealing with components of disorder, these are often taken into account by adding non-thermal displacement parameters to the atoms causing the disorder, or by mixed occupancy of sites.

When analysing pair distribution functions in real space to investigate disorder, the average structure space group does not necessarily describe the local structure. Hence, the space group symmetry will depend on the coherence length of the structure. The first key when studying disorder is to investigate how the measured signal differs from long range space group symmetry. After learning how the long range models fail, one can proceed with separating the information into smaller meaningful pieces. One of the strengths of PDF analysis is that one
can learn much from mere visual inspection. For example, the evolution of peak position with temperature can tell whether a specific bond is becoming shorter or longer. Integrating the area under peaks gives direct information about coordination number of atoms. The probability distribution of bond lengths with temperature can be found by investigating broadening and shape of peaks. It should be noted that all such visual analyses are only feasible for rather simple systems, and as complexity increases, one needs to rely more on Rietveld-like analysis in real-space of the PDF data.

For more information about the PDF technique and its versatility in studying structural coherence in complex functional materials, please see refs. 257, 259, 260.

3.2.6 Project specific details

High temperature neutron PDF measurements

Structural characterization was performed over two visits with spallation neutrons at the Nanoscale-Ordered Materials Diffractometer (NOMAD) at the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory (ORNL). About 1.5 mg of sample was placed in a vanadium container with vacuum and measured in the ILL-type vacuum furnace. The NOMAD detectors were calibrated using scattering from diamond powder, and standard Si powder was measured to obtain the instrument parameter file for the reciprocal space Rietveld refinements. During the first visit, the sample was measured at room temperature and between 473 and 1273 K in steps of 20 K. During the second visit, measurements at higher temperatures were performed to obtain more information about the high symmetric structure, and to study chemical expansion as a function of oxygen loss. To obtain the total scattering function $S(Q)$, the scattering intensity was normalized to the scattering from a solid vanadium rod and the background was subtracted using an identical, empty vanadium can measured for the same time as the powder samples. The pair distribution function (PDF) was calculated by the Fourier transform of $S(Q)$ with $Q_{\text{min}} = 0.1 \text{ Å}^{-1}$ and $Q_{\text{max}} = 22 \text{ Å}^{-1}$.

Post-processing

The average crystal structure over the entire temperature range was determined by reciprocal space Rietveld refinements of the data to the space groups $P6_3/mmc$. 
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$P6_3cm$\textsuperscript{118} and $P3c1$ using the TOPAS Academic software, v. 5\textsuperscript{261}. Background, absorption (Lobanov), instrument back-to-back exponentials, and sample displacement correction were refined for the 473 K dataset and held fixed to these values for the datasets measured at higher temperatures. Scale and structural parameters were refined for all datasets. Isotropic atomic displacements parameters were used, summarized in Table 3.1. Anisotropic parameters and distinction between Wyckoff sites improved the fits insignificantly while making them more unstable. The input file used for the reciprocal space refinements in TOPAS is given in Appendix B.

The local structure was studied by refining the data to the same three space groups at different ranges of $r$ using the program PDFGUI\textsuperscript{262} with a single 30 atom unit cell as the model space group. Refinements at $r = 1.6-22$ Å gave lattice parameters comparable to those obtained from reciprocal space refinements. Scale, $Q$\_broad and $Q$\_damp were refined at room-temperature for all three space groups, and kept fixed for all other temperatures. The lattice parameters were then fixed to the values obtained at this range as the $r_{\text{max}}$ was lowered to 12 Å in order to probe only local structure within the range of one unit cell. Nearest neighbour correlations ($\delta_1$) and all structural parameters were refined for all datasets.

**Table 3.1: Isotropic atomic displacement parameters used in the both reciprocal space and real space refinements of the scattering data.**

<table>
<thead>
<tr>
<th>Position</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1</td>
<td>U1</td>
<td>U1</td>
<td>U1</td>
</tr>
<tr>
<td>Y2</td>
<td>U2</td>
<td>U2</td>
<td>U2</td>
</tr>
<tr>
<td>Mn</td>
<td>U3</td>
<td>U3</td>
<td>U3</td>
</tr>
<tr>
<td>O1</td>
<td>U4</td>
<td>U4</td>
<td>U4</td>
</tr>
<tr>
<td>O2</td>
<td>U4</td>
<td>U4</td>
<td>U4</td>
</tr>
<tr>
<td>O3</td>
<td>U4</td>
<td>U4</td>
<td>U4</td>
</tr>
<tr>
<td>O4</td>
<td>U4</td>
<td>U4</td>
<td>U4</td>
</tr>
</tbody>
</table>
3.3 In-house synthesis and characterization of bulk samples

3.3.1 Synthesis of bulk ceramics and nanocrystalline powder

YMnO$_3$ powder was prepared by solid state reaction between Y$_2$O$_3$ (Alfa Aesar >99.9%) and MnO$_2$ (Sigma-Aldrich, >99%) or Mn$_3$O$_4$ (Sigma-Aldrich, >99%). The powders were dried overnight at 500 °C before weighing and mixed in ethanol in a mortar. Uniaxially pressed pellets were fired twice for 24 hours at 1300 °C in air with intermediate grinding and heating and cooling rates of 200 °C h$^{-1}$. Phase purity was confirmed by X-ray diffraction between each heating step. For electrical conductivity and Seebeck measurements in various atmospheres, porous bars were prepared to increase the total surface area accessible to oxygen surface exchange. Powders for sintering the porous polycrystalline bars were prepared by mixing phase pure YMnO$_3$ powder with 20 wt% carbon black (Merck) followed by ball milling for 4 hours in ethanol with yttrium stabilized zirconia milling balls. Green bodies were isostatically cold pressed at 200 MPa in a Painan Autoclave Engineers CIP and 1 wt% binder of cellulose acetate (Aldrich) dissolved in acetone was added to improve the green body strength. The porous polycrystalline bars were sintered for 2 hours in air at 1500 °C after a binder burn-off step at 435 °C and polished to dimensions of 15 × 5 × 5 mm. The density of the bar was measured by the Archimedes method to be 43 %. A representative fracture surface of a polycrystalline porous bar is shown in Fig. 3.9. Scanning electron microscopy of the fracture surface was done with a Hitachi S-3400N.

Nanocrystalline powder of YMnO$_3$ prepared by Bergum et al. was used for thermogravimetric measurements to increase the total surface area and decrease the diffusion length. The powder was prepared by an aqueous sol-gel synthesis where precursors of Mn(CO$_3$)$_{×2}$H$_2$O (Merck, >99.5%) and Y(O$_2$C$_2$H$_3$)$_3$ × H$_2$O (Heraeus, >99%), complexed by citric acid, with ethylene glycol as a polymerization agent during stirring at 150 °C. Annealing at 950 °C for 1 h, gave nanocrystalline powder with crystallite size of $d = 49 \pm 3$ nm determined by Pawley refinement of X-ray diffraction using TOPAS Academic software.
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Figure 3.9: Microstructure of porous sample. SEM images of the fracture surface of a porous polycrystalline YMnO$_3$ bar.

3.3.2 Electrical conductivity

The electrical conductivity of bulk polycrystalline samples with dimensions 15.5 × 4.7× 4.5 mm and 63% of theoretical density by Archimedes$^{263}$ was measured. A home-built instrument described elsewhere$^{264}$ with four-point geometry in O$_2$ and N$_2$ (Yara Praxair, 5.0) atmospheres was used. Platinum paste was applied to the interface between the platinum electrode wires and the sample and heated in situ to 1000 °C to ensure good electrical contact. The conductivity $\sigma$ was calculated from the equation $\sigma = I d / AV$, where $I$ is the current, $d$ is the distance between the electrodes, $A$ is the sample cross section area, and $V$ is the measured voltage drop between the electrodes. In situ heating and cooling was done with 1 °C min$^{-1}$. The sealed system was not evacuated between the changes of atmosphere. Thus, the exact $p_{O_2}$ in N$_2$ atmosphere is not known exactly, but estimated to be in the range of $10^{-4}$ - $10^{-5}$. The samples had a porosity of 63% of theoretical density.

3.3.3 Electrical impedance spectroscopy

Impedance spectroscopy measurements (Alpha-A analyzer combined with Novotherm furnace, Novocontrol Technologies) were conducted on disc shaped samples (height 3mm, diameter = 9mm) with sputtered gold electrodes. Samples were subjected to two temperature cycles from 30-350 °C with a heating rate of 2 °C min$^{-1}$. Frequency sweeps covering a range from 1 Hz and 1 MHz were conducted continuously during the temperature cycles. Prior to measurement, the samples were annealed in flowing O$_2$ resp. N$_2$ for 24 hours at 350 °C.
3.3.4 Thermogravimmetrical analysis

Thermogravimetric measurements were done on ~ 148 mg YMnO$_3$ nanoparticles with a Netzsch STA 449C Jupiter in flowing N$_2$ and O$_2$ (Yara Praxair, 5.0). The sealed system was not evacuated between the changes of atmosphere. Thus, the exact $p_{O_2}$ in N$_2$ atmosphere is not known exactly, but estimated to be in the range of $10^{-4}$ - $10^{-5}$.

3.3.5 Seebeck coefficient from thermopower measurements

Seebeck-coefficients ($S$) were measured at 400, 350, 300, 250 and 200 °C in O$_2$ (Yara Praxair, 5.0) using a ProboStatTM setup (NorECs AS) on a vertically aligned polycrystalline porous (63% of theoretical density) bar (diameter 3 mm, length 12 mm) in tubular furnace$^{265}$. Two S-type thermocouples were used to measure the temperature gradient (20-25 °C), and the voltage across the sample was measured with Pt-electrodes.
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Chapter 4

The ferroelectric transition

4.1 Introduction

The content of this chapter has been prepared for publication in manuscript no. 2, given in Appendix A.

4.1.1 Observed anomalies related to the ferroelectric transition in the hexagonal manganites

Although the geometric mechanism and improper nature of the ferroelectricity in the hexagonal manganites is well established, the multiple studies on the structural phase transition, has so far not explained the symmetry breaking and evolution of the polarization with temperature on a microscopic level. A number of previous measurements of the thermal evolution of macroscopic properties on several hexagonal manganite materials (Figs. 4.1 and 4.2) have shown anomalous behaviour at and below the phase transition. In particular, studies based on powder neutron\(^{131,180}\)/X-ray\(^{101,180,266–269}\) diffraction have been unable to fit the structural data within standard models. This has led to a range of reported \(T_C\) values and also proposals of two distinct structural phase transitions\(^{131,180,266–268}\), although it is now accepted that there is a single structural transition with the measurable polarization emerging at lower temperatures\(^{24,32,270–272}\). This chapter present the results from high-energy neutron total scattering data combined with first principles calculations and explains the local structure across the structural phase transition.
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Figure 4.1: Various macroscopic measurements on YMnO$_3$ showing anomalies in the thermal evolution that have been assigned to a structural phase transition. (a) Lattice parameters from neutron powder diffraction on YMnO$_3$ with $T_C$ at $\sim 1270$ K. Grey lines have been added to emphasize the deviations from a linear trend below $T_C$ and the flattening above $T_C$ of the $c$ lattice parameter. Adapted from ref. 131. (b) Thermal expansion from dilatometry on YMnO$_3$ bulk sample. Temperatures $T_{C1}$ and $T_{C2}$ show deviations which were explained by structural phase transitions by the authors. Adapted from ref. 267. (c) Relative strength of high-symmetric phonon modes and minimum electron density between Y1 and O3 atoms from synchrotron X-ray powder diffraction on YMnO$_3$. An abrupt decrease in the Y1-O3 bond length $\sim 900$ K indicates a possible structural phase transition, which was taken as $T_C$ by the authors. Adapted from ref. 266. (d) Spontaneous polarization from second harmonic generation on YMnO$_3$ single crystal. The evolution of the polarization has an inflection point in the curvature which differs from normal evolution of polarization in proper ferroelectrics, explained as a change in structural coherence by the authors. Note that polarization is not the primary order parameter for the phase transition in an improper ferroelectric. Adapted from ref. 32.
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Figure 4.2: Various macroscopic measurements on hexagonal manganites showing anomalies in the thermal evolution that have been assigned to a structural phase transition. (a) Intensity of the (104) reflection from quasi-elastic neutron diffraction on ErMnO$_3$. The reflection is associated with the condensing $K_3$ mode. The anomalies around $T^\ast$ are evident which were explained by an isosymmetric phase transition by the authors. Adapted from ref. 273. (b) c lattice parameter and degree of off-centring of Ho along c, ($\Delta$Ho = $(z_{Y1} - z_{Y2}) \times c$) from refinements of X-ray diffraction data on HoMnO$_3$ to the established polar ground state $P6_3cm$. The $\Delta$Ho experiences an abrupt jump at $T_C$ while the lattice parameter changes continuously. This behaviour indicates that the long range $P6_3cm$ model is unable to refine the data. Adapted from ref. 101. (c) Measured heat flow with temperature from YMnO$_3$ showing clear anomalies at both $T_{C1}$ and $T_{C2}$, which are both explained as structural phase transitions by the authors. Adapted from ref. 267. (d) Short range bond lengths in HoMnO$_3$ versus temperature derived from X-ray adsorption fine structure measurements. The anomalies at 875 K were assigned to a structural phase transition. Adapted from ref. 268.
4.1.2 The Landau free energy of h-RMnO$_3$

The high-temperature paraelectric aristotype structure of h-RMnO$_3$ displays $P6_3/mmc$ symmetry. In this structure, the corner-sharing MnO$_6$ trigonal bipyramid are untilted, and the Y$^{3+}$ cations are in their centrosymmetric positions, coordinated by eight oxygens (Fig. 4.3a). At the symmetry-lowering phase transition at $\sim$1250 K, the unit cell triples as a non-centrosymmetric, but zero-polarization zone-boundary $K_3$ mode condenses$^{23}$. The trimerization upon the transition is described by a two-dimensional order parameter ($Q$, $\Phi$) corresponding to the amplitude, $Q$, and the phase, $\Phi$, of the $K_3$ mode$^{270}$. Depending on the order parameter angle, corresponding to the tilting direction of the bipyramids, and out-of-plane displacement pattern of the Y cations, the symmetry of the system will be lowered to one of three hettotype symmetries. If the tilt direction corresponds to $\Phi = n\frac{\pi}{3}$, where $n = 0, 1, ..., 5$, the system belongs to the polar $P6_3cm$ (P, Fig. 4.3c) space group. If $\Phi = \frac{\pi}{6}(2n + 1)$, the system belongs to the antipolar (AP, Fig. 4.3e) space group, while all other angles of $\Phi$ lead to the intermediate $P3c1$ symmetry (IM, Fig. 4.3d). The ground state of the system is the polar $P6_3cm$ (P), in which a polarization of around $\sim$6 $\mu$C/cm$^2$ at room temperature is induced through coupling of the $K_3$ trimerization mode to the polar $\Gamma_{-2}$ mode which causes a shift of the Y atoms towards the Mn-O layers. Lowering the symmetry to polar $P6_3cm$ thus results in three possible trimerization angles combined with two polarization directions, giving the total of six domains, recognized in the unusual six-fold domain patterns of the h-RMnO$_3$.$^{143}$ Note that polarization $P$ is not the order parameter of the phase transition, since the ferroelectric polarization is only a secondary effect of the trimerization.

Artyukhin et al.$^{270}$ were the first to derive the Landau free energy of the low-temperature polar structure of the hexagonal manganites, which resembles a Mexican hat with six local minima in the brim, Fig. 4.3b. A summary of the derivation is given in Appendix C. This established model of the Mexican hat Landau free energy (Fig. 4.3b) describes the average symmetry evolution of the system reduced to the degrees of freedom given by the order parameter. It also reflects the delicate balance between the polar and non-polar structures in the hexagonal manganites due to the weak driving force for polarization$^{113,122}$. However, the model does not address the underlying microscopics. In particular, whether the transition mechanism is closer to the displacive (long-range coherence length across $T_C$) or order-disorder (progressively smaller coherence length
Figure 4.3: Structures of RMnO$_3$ phases. (a), The high symmetric $P6_3/mmc$ (H) aristotype crystal structure. (b), The Landau free energy of the hexagonal manganites, resembling a Mexican hat, with the high-symmetry (H) crystal structure at the top of the hat. In the brim of the hat the polar $P6_3cm$ (P), antipolar $P3c1$ (AP) and intermediate $P3c1$ (IM) hettotypes occur at the minima, maxima and intermediate regions, respectively. (c)-(e) show the Y corrugations (top), bipyramidal tilting angles (middle) and the definition of apical and planar tilting angles (bottom) in the three low symmetry crystal structures; Wyckoff sites for the three hettotypes are labeled; Symbols ♦ and ♣ denote atoms aligned in the c direction. For the polar $P6_3cm$, $\Delta Y$ denotes the distance in c direction between Y1 and Y2. The angle between O1 and O2 and the c axis defines the apical tilt, $\alpha_A$, and is a direct measure of the order parameter amplitude $Q$. The plane through the three in-plane oxygens (one O3 and two O4) relative to the ab plane define the planar tilt angle $\alpha_P$ and is related to both the order parameter amplitude $Q$ and angle $\Phi$. 
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when approaching $T_C$ limit, as discussed in Section 2.2.1, is not established.

Pair Distribution Function (PDF) analysis has previously been applied successfully to understand the atomic mechanisms behind ferroelectricity in the prototypical ferroelectric perovskites. Building on these methods, a description of the local atomic structure across the ferroelectric phase transition of h-YMnO$_3$ is given in the next sections. The final section explains the relationship between the local symmetry breaking and the macroscopic polarization. The results are mainly based on spallation neutron scattering measurements on bulk samples of h-YMnO$_3$ from room temperature to above the ferroelectric transition temperature, and the data are analysed with respect to both average and local structure.

In order to investigate the symmetry breaking across $T_C$, the trimerization order parameter amplitude $Q$ and angle $\Phi$ of the $K_3$ mode are central parameters as they directly mirror the atomic displacements and the symmetries found in the brim of the hat. Three measures of the order parameter can be extracted: the apical and planar tilt angles of the bipyramids, $\alpha_A$ and $\alpha_P$, and the Y corrugation, $\Delta Y$, describing the off-centring of the Y along the c axis. Even though these parameters were presented in Fig. 2.11d, a more detailed description is needed here. The order parameter amplitude $Q$ has the same value for all the hettotypes in the brim, and can be extracted directly as $\alpha_A$, calculated from the positions of the Wyckoff sites O1 and O2 in the polar $P6_3cm$, shown at the bottom of Fig. 4.3c. When $\Phi$ changes, the symmetry of these Wyckoff sites is preserved for all the IM phases, see bottom of panel d. For the special symmetry of the antipolar structure, see bottom of panel e, the two Wyckoff sites are merged, but can still be modelled as two, such that the $\alpha_A$ is well defined for all the phases in the brim of the hat. $\alpha_P$ is also a measure of $Q$, calculated from position of the Wyckoff sites O3 and O4 in the polar $P6_3cm$ (panel c). The symmetry lowering upon changing the $\Phi$ from the polar hettotype structure to the intermediate structures (panel d) is described by an additional Wyckoff site O5, such that $\alpha_P$ can not be calculated from the O3 and O4 Wyckoff sites of the polar structure. The same is the case for $\Delta Y$, which in the $P6_3cm$ structure is calculated from the Wyckoff sites Y1 and Y2. The additional Wyckoff site Y3 in the intermediate structures (panel d) makes this parameter undefined if the symmetry is broken to the intermediate structure. Although the antipolar structure (panel e), has the same number of planar oxygen Wyckoff sites, they obey a mirror symmetry which cannot be reproduced by the Wyckoff sites in the polar structure. Since the ground state of YMnO$_3$ is known to be the polar
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$P6_3cm$ hettotype, the obvious choice is to model the local structure data with this structure. However, refinements with the antipolar $P3c1$ hettotype will provide additional details about the order parameter angle $\Phi$.

4.2 Average structure inconsistencies

The reciprocal space $S(Q)$ temperature series given in Fig. 4.4 show that the structural phase transition from $P6_3cm$ to $P6_3/mmc$ occurs at 1223 K, as the (102) and (202) super-reflections of the $P6_3cm$ phase disappear above this temperature, in line with previous reports\textsuperscript{32,131,267,269}. Lattice parameters, $a$ and $c$, the structural observables $\Delta Y$, $\alpha_P$, and $\alpha_A$ and atomic displacement factors (ADP), $U$, from Rietveld refinements using the established average low-temperature hettotype $P6_3cm$ over the whole temperature range, are presented in Fig. 4.5a-c. Fit residuals $r_w$ for aristotype $P6_3/mmc$ (H) and hettotypes $P6_3cm$ (P) and $P3c1$ (AP) are shown in panel d.

**Figure 4.4:** Reciprocal space $S(Q)$. Measured $S(Q)$ of YMnO$_3$ vs. reciprocal space distance $Q$ from two measurement series with high energy neutrons. During the first measurements the sample was measured at 298 K and from 473-1273 K in steps of 20 K. Measurement between 1293 and 1373K is included from the second measurement series, and shifted upwards to distinguish them from the first measurement series. The (102) and (202) super-reflections of the the polar ground state structure $P6_3cm$, indicated by arrows, vanish over 1223 K which we take as the ferroelectric Curie temperature $T_C$. 

75
4. The ferroelectric transition

Figure 4.5: Average structure refinements. (a) Lattice parameters $a$ and $c$, (b) Y corrugation ($\Delta Y$), apical tilt angle ($\alpha_A$), and planar tilt angle $\alpha_P$, and (c) isotropic atomic displacement parameters, $U$, from fitting reciprocal space $I(Q)$ to the polar ground state $P6_3cm$. (d) Fitting errors $r_w$ of the high-symmetric aristotype $P6_3/mmc$, polar hettotype $P6_3cm$ (P) and antipolar hettotype $P3c1$ (AP) to the reciprocal space $I(Q)$ data. The grey vertical line at 1223 K shows the Curie temperature $T_C$ above which aristotype symmetry can be inferred from the Bragg reflections. Centrosymmetric values for $\Delta Y$, $\alpha_A$ and $\alpha_P$ in the $P6_3/mmc$ space group are depicted as a grey horizontal line in (c). The grey vertical line at 800 K shows the lower temperature range for incoherent refinements.

In the low-temperature range between room temperature and $\sim$800 K, the lattice parameter $a$ increases linearly, while $c$ decreases linearly. A linear contraction of $c$ and expansion in the $ab$-plane is expected for displacive untilting of the Mn-O$_5$ polyhedra and Y ions approaching their high-symmetry positions, corresponding to reduced trimerization amplitude $Q$. This is in line with the linear decrease of all manifestations of the order parameter in Fig. 4.5b. Atomic displacement factors $U$ increase linearly, as expected for uncorrelated atomic vi-
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The fit residuals decrease or stay flat for all space groups, as expected since fitting improves when the spectrum broadens.

In the intermediate temperature range between $\sim 800K$ and $T_C$, the refinements become less stable, and the slope of the $c$ parameter becomes non-linear. Refinements to a $P6_3cm$ model show that while $\alpha_A$ and $\alpha_P$ go to zero, the value of $\Delta Y$ decreases only subtly and retains a finite value across $T_C$ (Fig. 4.5b). All three parameters are direct measures of the order parameter, as described in relation to Fig. 4.3, and are as such expected to be correlated. This anomalous behaviour is also reflected in the refined atomic displacement parameters $U$ of Y and O becoming anti-correlated, Fig. 4.5c. The Mn $U$ increases rapidly with heating from 100 K below $T_C\sim 1250K$. Such anomalously behaving ADPs are signatures of structural disorder impeding refinements to a space group model which implicitly presumes long range order. Including additional degrees of freedom for the $U$ only marginally improved the fit. The anomalous behaviour is also reflected in the $r_w$, with an obvious jump at 800 K.

Above $T_C$, $c$ exhibits close-to-zero thermal expansion over a $\sim 100$ K interval before it starts increasing. This plateau is inconsistent with a purely displacive phase transition, and indicates structural disorder. Refinements to the $P6_3cm$ model show that while $\alpha_A$ and $\alpha_P$ go to zero, $\Delta Y$ retains a finite value across $T_C$ (Fig. 4.5b). Also Gibbs et al.\textsuperscript{131} reported this inconsistency in order parameters across $T_C$. Their data above $T_C$ were, however, refined to a $P6_3/mmc$ model where $\Delta Y$ is fixed to zero, effectively enforcing a discontinuity at $T_C$. The behaviour resembles that of the octahedral rotations in the perovskite SrSnO$_3$, discussed in Section 2.2.1, where a non-vanishing order parameter across a phase transition was assigned to structural disorder\textsuperscript{93}. Refinements above $T_C$ to the ground state polar $P6_3cm$ hettotype gave $\sim 2\%$ lower $r_w$ than for the high-symmetric $P6_3/mmc$ structure (H) and the antipolar space group $P\bar{3}c1$ (Fig. 4.5d). The difference in $r_w$ at $T_C$ indicates that even though the material becomes paraelectric, the data is better fitted by the ferroelectric space group. However, as $P6_3cm$ has 11 structural degrees of freedom, while $P6_3/mmc$ has only 3, this could be due to over-parametrization at and above $T_C$.

Vanishing polyhedral tilting ($\alpha_A$ and $\alpha_P$) and a persistent $\Delta Y$ indicate a scenario where the Y atoms are still off-centred while the Mn-O$_5$ polyhedra are completely untilted. This scenario of sublattice disorder is refuted by the density functional theory calculations, shown in Fig. 4.6. The calculations of separate ionic contributions to the $K_3$ mode show that it is energetically unfavourable for
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The ferroelectric transition

Investigation of sublattice coupling. Starting from the high-symmetric aristotype $P6_3/mmc$ of YMnO$_3$, relative energy per unit cell as a function of total displacement of Y in $P6_3cm$ corrugation pattern is calculated when none, some or all the oxygen atoms are allowed to relax to accommodate the Y displacement. The Y to displace from their centro-symmetric positions if the planar oxygens (O_P) are fixed at their high-symmetry positions. This strong coupling between MnO$_5$ tilt and $\Delta Y$ indicates that sublattice disorder is unlikely and suggests that possible disorder involves both sublattices. This strong coupling between the sublattices lies in the fundamental importance of the Y-O_P interaction in this structure, which was also reported by Kim et al.\textsuperscript{266}, whose results were presented in Fig. 4.1c.

The temperature for onset of the anomalies coincides well with the reported Ginzburg temperature for YMnO$_3$\textsuperscript{81}. Order-disorder transitions are known to have a fluctuation-dominated temperature regime extending far below $T_C$, enclosed by the Ginzburg temperature, due to a progressively smaller coherence length, as discussed in Section 2.2.1. In this temperature range, renormalized critical exponents for the phase transition are valid.

The presented data show that the average structure has polar $P6_3cm$ symmetry below $T_C$, but anomalous ADPs and non-selfconsistent lattice parameters and order parameter components signify disorder not captured by a single space group model. Refinements to reciprocal space data, while indicative of the presence of disorder, do not provide sufficient information about the character of the local structure above $T_C$. The constant lattice parameter $c$ from $T_C$ to $\sim 100$ K above, non-vanishing Y corrugation ($\Delta Y$) across $T_C$ and $r_w$ for different space groups all show the need of a local structure sensitive method to probe the ferroelectric phase transition of h-$R$MnO$_3$. 

Figure 4.6: Investigation of sublattice coupling. Starting from the high-symmetric aristotype $P6_3/mmc$ of YMnO$_3$, relative energy per unit cell as a function of total displacement of Y in $P6_3cm$ corrugation pattern is calculated when none, some or all the oxygen atoms are allowed to relax to accommodate the Y displacement.
4.3 Local structure and symmetry breaking

Visual inspection: Evolution of PDF with temperature

The measured neutron PDF, or $G(r)$, temperature series is given in Fig. 4.7. Neutrons provide a strong signal from all three atomic species, with a negative neutron scattering length for Mn, making the neutron PDF especially suitable for distinguishing between local Y-O and Mn-O bonds. The measured PDFs show that large changes occur in the local structure, at several hundred degrees lower than the structural phase transition temperature at 1223 K. In the neutron PDF series, some peaks are merging or disappearing below $\sim$800-900 K (e.g. $\sim$3.5 Å and $\sim$10.5 Å), suggesting that significant displacive structural changes are occurring at much lower temperatures than the ferroelectric transition at $\sim$1223 K. Comparison of the PDF measured just below and just above $T_C$ show only small quantitative changes, as seen in Fig. 4.8. Structures that undergo phase transitions with mainly order-disorder character are expected to change smoothly on a local scale across the transition temperature, such that the PDF just below and just above the transition look qualitatively similar.

Excerpts of the neutron PDFs below $r = 3$ Å give information about the short Mn-O and Y-O bonds. The Mn-O bonds in the MnO$_5$-polyhedra develop displacively when heating from room temperature, see Fig. 4.9a. At 298 K, Mn has bonds to its apical oxygens (O$_A$) of $\sim$1.9 Å and to its planar oxygens (O$_P$) of $\sim$2.05 Å, panel b. Upon heating, the Mn-O$_P$ peaks become broader due to thermal fluctuations, but are not elongating significantly. As these bonds lie in the significantly expanding $ab$ plane, presented in Fig. 4.5a, the MnO$_5$-polyhedra must be partially untilting in a displacive manner.

At room temperature Y bonds to its six closest apical oxygens (O1 and O2) with a bond length of $\sim$2.3 Å (Fig. 4.9d). In addition, the two Y atoms bond to one planar oxygen each in the Mn-O layer. The Y1-O3 bond is 2.30 Å, while the Y2-O4 bond is 2.42 Å. In the average high-symmetry $P6_3/mmc$ structure, the Y atoms bond to the planar oxygens with a bond of 2.83 Å, while the bonds to the apical oxygens stay relatively unchanged from those in the low temperature structure. Upon heating, the amplitude of the peak in the PDF corresponding to the 2.3 Å Y-O bond decreases substantially more than the other peaks (Fig. 4.9c), indicating that Y-O bonds are disordering.

As explained in Section 3.2.5, visual inspection of the PDF might give important information about the shortest bond lengths in the local structure. However,
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Figure 4.7: Local structure by real space pair distribution function (PDF)

4.3. Local structure and symmetry breaking

Figure 4.8: Subtle changes across the transition. Measured neutron $G(r)$ from YMnO$_3$ just below and just above the ferroelectric Curie temperature with a difference curve plotted below.

Figure 4.9: Visual inspection of PDF peaks. (a) Excerpt of the neutron PDF, $G(r)$, temperature series of the negative Mn-O peaks between 1.7-2.1 Å and (b) MnO$_5$ bipyramid in a DFT relaxed $P6_3cm$ structure with lattice parameters at 298 K. (c) Excerpt of the $G(r)$ temperature series of the positive peaks between 2.1-2.9 Å. The peak at $\sim$2.3 Å has only contribution from Y-O, while the peak at $\sim$2.8 Å has contributions from only O-O at up to $\sim$800 K and both O-O and Y-O at higher temperatures ($>\sim$800 K). Arrows below the PDFs show bond lengths emphasized in colour in the polyhedra in panel d. (d) YO$_7$ polyhedron in a DFT relaxed $P6_3cm$ structure with lattice parameters at 298 K.
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the high temperatures involved in the study of this phase transition creates significant thermal broadening of the data, making it difficult to distinguish by eye the effects of temperature and symmetry breaking.

Real space refinements of the PDF data

The local structure \( G(r) \) temperature data for \( r = 1.6-12 \text{ Å} \), corresponding to two unit cells in-plane, and one unit cell out-of-plane, were fitted to the established aristotype structure \( P6_3/mmc \) (Fig. 4.10) and to the low temperature hettotypes \( P6_3cm \) and \( P3c1 \) (Fig. 4.11). Following the evolution with temperature in Fig. 4.10a-f, the \( P6_3/mmc \) model fits progressively better to the data, although it is still insufficient at 1273 K. This shows that the local structure, even well above \( T_C \), is not the high-symmetric \( P6_3/mmc \). The long-range model struggles with position and amplitude of many peaks, emphasized by the difference curve between model and data, shown below. Following the evolution with temperature in Fig. 4.11a-f, the polar ground state \( P6_3cm \) fits the data well at room-temperature while the antipolar \( P3c1 \) fits significantly worse. Upon heating, the two hettotypes give progressively similar fitting errors.

Lattice parameters, \( a \) and \( c \), the structural observables \( \Delta Y \), \( \alpha_P \) and \( \alpha_A \) and atomic displacement factors (ADP), \( U \), were extracted also from the local structure \( G(r) \) data, shown in Fig. 4.12a-c.

In the low-temperature region, lattice parameters obtained from PDF, Fig. 4.12a, follow the same thermal evolution as for the reciprocal space data in Fig. 4.5a. The different measures for the order parameter \( \Delta Y \), \( \alpha_P \) and \( \alpha_A \) all decrease linearly, as shown in Fig. 4.12b, similarly to the same parameters from average structure refinements in Fig. 4.5b. Also the atomic displacement factors (\( U \)) are well-behaved (Fig. 4.12c) in this region. This concludes that below \( \sim 800 \) K, the amplitude \( Q \) of the local trimerization is reduced.

Between 800 K and \( T_C \), the lattice parameters follow the same trend as in the average structure (panel a). \( \alpha_A \) (panel b) behaves monotonically, as in the average structure, although retaining a finite value at \( T_C \), in contrast to in the average structure data. Also \( \alpha_P \) decreases steadily with increasing temperature, although it becomes numerically unstable when approaching \( T_C \). \( \Delta Y \) also becomes numerically unstable, indicating that the description of the local structure by the \( P6_3cm \) model is inadequate in this temperature region. This is also reflected in the anomalous behaviour of the local atomic displacement factors \( U \), particularly Y2 and Mn exhibit anomalous upturns at elevated temperatures,
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Figure 4.10: PDF fitted to the aristotype. Fits of PDF data to the established average high-temperature space group $P6_3/mmc$ for a selection of temperatures in the range $r = 1.6-12\, \text{Å}$. The difference curves between model and data is plotted below and the fitting error $\chi^2$ is given.
Figure 4.11: PDF fitted to the hettotypes. Fits of PDF data to the established polar hettotype $P\overline{6}3cm$ and the antipolar $P\overline{3}c1$ for a selection of temperatures in the range $r = 1.6-12$ Å. The difference curves between model and data is plotted below and the fitting error $\chi^2$ is given.
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panel c. When crossing the critical temperature, the c lattice parameter stays at a close-to-constant value in a ∼100 K range, as in the average structure data. All measures of the order parameter in Fig. 4.12b show a clear softening of Q on approaching $T_C$. However, neither of them approach zero, once more indicating a locally partially conserved trimerization order parameter and strong order-disorder across $T_C$.

So far, the analysis has established that the phase transition has a strong order-disorder character. Firstly, the order parameter of the trimerization never vanishes on the local scale. Secondly, the refinements of the order parameter with the polar $P6_3cm$ (P) become worse, and unstable, when approaching the critical temperature. This is observed not only for the average structure, but also for the local structure. Disorder between the six discrete minima with polar hettotype symmetry $P6_3cm$ in the Mexican hat cannot describe the observed disorder, as this type of disorder would fit well to $P6_3cm$ on the local scale. Instead, a model where fluctuations of the trimerization order parameter angle $\Phi$ locally lower the symmetry from the polar hettotype (P) to the intermediate (IM), but still polar, hettotype, is proposed. Comparison of fit residuals of refinements of the PDF data to the aristotype $P6_3/mmc$ (H) and the two special symmetry hettotypes $P6_3cm$ (P) and $P3_1c1$ (AP), is presented in Fig. 4.12d. Refining the data to the general intermediate (IM) hettotype is not possible since it allows all angles of $\Phi$.

First of all, the fit residual for the polar ground state hettotype $P6_3cm$ (Fig. 4.12d) increases above ∼700 K. For well refined systems, fit residuals are expected to decrease with heating, as thermal fluctuations broaden the data (see for example bulk FCC Ni in the left inset). This unusual increase suggests that the polar hettotype (P) alone is not capable of explaining the PDF data on short length scales. This is further corroborated by the difference in fit residuals between the polar and antipolar hettotypes. The fit residuals of the hettotypes become more similar upon heating, finally merging at $T_C$, suggesting that there is no preference for either space group at and above $T_C$, and that all structures in the brim of the Mexican hat are equally likely to be observed locally above $T_C$. However, the trimerization amplitude of the $K_3$ mode never vanishes on a local scale, as the paraelectric aristotype (H) has a much larger fit residual than the hettotypes (right inset in panel d). Thus, above $T_C$ the structure is a disordered mixture between all possible angles of the order parameter angle $\Phi$, accounting for the anomalies in Fig. 4.12b. When fluctuations of the order parameter $\Phi$ become observable in the neutron data, the Y2 and O4 site sym-
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Figure 4.12: Local structure refinements. (a) Lattice parameters $a$ and $c$, (b) Y corrugation, $\Delta Y$, apical tilt angle, $\alpha_A$, planar tilt angle $\alpha_P$, and (c) isotropic atomic displacement parameters, $U$, from fitting reciprocal space $S(Q)$ to the polar ground state $P6_3cm$. The grey vertical line at 1223 K shows the Curie temperature $T_C$, while the line at 800 K shows the temperature from where further increase in temperature gives non-coherent refinements. (d) Fitting errors $\chi^2$ for fitting real space $G(r)$ to the polar $P6_3cm$ found at the minima and the anti-polar $P\bar{3}c1$ found at local maxima in the brim of the Mexican hat potential. Right inset shows excerpt of the plot emphasizing the difference in fitting error to the two hettotypes compared to the aristotype $P6_3/mmc$. Fitting error for Ni shown in the left inset as a reference to an ideal system.
metries are broken (Fig. 4.3) and $\alpha_P$ and $\Delta Y$ become ill-defined (Fig. 4.5b and 4.12b). $\alpha_A$, on the other hand, is well-defined for all symmetries in the brim of the hat, and thereby well-behaved in both reciprocal and real space refinements.

An illustration of the local symmetry breaking is presented in Fig. 4.13. Thermodynamically, the free energy can increase through thermal vibrations (phonons) or order parameter inhomogeneity. At low temperature (Fig. 4.13a), the main entropy contribution is vibrational: The six distinct minima are well separated by energy barriers of around 100 meV, such that the system adopts one of the six ground states over a large spatial range. On heating, the trimerization amplitude $Q$ is reduced (Fig. 4.5b and 4.12b), first reducing the energy barriers in the brim of the Mexican hat. In this regime, the system continues to adopt one of the six ground states, with increasingly large fluctuations in trimerization order parameter angle $\Phi$. Between $\sim$800 K and $T_C$, the minima become so faint, that all trimerization angles are accessible, although the system maintains its long-range coherence. Above $T_C$, the trimerization amplitude remains locally non-zero, but long-range coherence is lost as $\Phi$ is continuously disordered.

4.4 Discussion

Explaining previous anomalies

The discovery of the onset of structural fluctuations explains the previously reported anomalies in thermal expansion, conventional neutron diffraction, ferroelectric polarization and quasi-elastic X-ray scattering around $\sim$800-900 K. These anomalies are caused by a progressively increasing signal from regions with the low symmetry $P3c1$ structure. The explanation of this unusual order-disorder transition reconciles previously reported anomalies at and above $T_C$. It further excludes the picture of a second phase transition, as the symmetry breaking caused by the fluctuations, is only on the local scale.

Implications for polarization and domain structures

The polarization $P$ emerges from a coupling to the order parameter $Q, \Phi$ through the coupling term $g_3 P Q^3 \cos 3\Phi$, as shown in Appendix C. In the average structure both $P$ and $Q$ goes to zero. In the local structure, $Q_{loc}$ is partially conserved. If the local structure was described by only the polar hettotype, the coupling
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Figure 4.13: Local structure disorder through fluctuations. (a) Temperature evolution of the local trimerization order parameter $Q, \Phi$ for neighbouring unit cells within one domain. The values are projected onto the ground state Mexican hat potential. The accessible states to the order parameter are marked with blue, whereas the distribution of the order parameter is marked with red. $T < 800$ K: $Q, \Phi$ is firmly confined to one of the six ground states. $800$ K $< T < T_C$: fluctuations smear out the local distribution of $\Phi$ but long range coherence is still present. $T > T_C$: coherence of the order parameter is lost and the system disorders between all possible states in the mexican hat. (b) Illustration showing the difference between average and local structure based on the reasoning in (a). The average structure will from diffraction appear to have $P6_3cm$ at all temperatures below $T_C$. In the local structure, the order parameter angle $\Phi$ disorders between all possible values, lowering the symmetry to intermediate $P3c1$. The phase transition is reached when fluctuations span the entire sample.
term for the local structure would be $P_{\text{loc}} Q_{\text{loc}}^{3} \cos \frac{\pi n}{3} = P_{\text{loc}} Q_{\text{loc}}^{3}$. However, as the fluctuations lower the symmetry from the polar hettotype to a continuum of phases with $\Phi \in [0, 2\pi]$, the local coupling term becomes on average $\frac{1}{2} P_{\text{loc}} Q_{\text{loc}}^{3}$. This means that the structure remains locally polar, but the expectation value of the local polarization decreases towards the limit of $\frac{1}{2}$ compared to discrete disorder of the polar hettotype.

Due to the increasing degeneration of the local structure by low energy fluctuations, the domain walls will broaden upon heating. At the domain walls, $Q$ is locally reduced, lowering the cost of order parameter fluctuations. The fluctuations are thus expected to emerge first at the domain walls, as shown in Fig. 4.13b. This implies that the domain walls become more mobile on heating, while the vortices are less affected, in compliance with previous studies.

Chemical expansion as a systematic error

When heating an oxide in reducing conditions to high temperature, loss of oxygen from the lattice is inevitable. A second measurement series of PDF by neutron was performed to study the effect of chemical expansion at high temperatures. The chemical expansion from heating the material up to 1373 K is small, as seen in Fig. 4.14, with the $a$ and $c$ parameters increasing on average by 0.08% between the two heating cycles. This expansion corresponds to an oxygen stoichiometry of $3 + \delta = 2.98 - 2.99$ from interpolation of previous data, and is considered to affect the conclusions of this work insignificantly.

4.5 Conclusion

This chapter has presented a description of the ferroelectric phase transition in hexagonal YMnO$_3$ at different length scales, which is expected to apply for all hexagonal manganites. At room temperature, the system is ordered according to the six minima with $P6_3cm$ symmetry in the Mexican hat potential. Upon heating, the the observed expectation value of the trimerization order parameter amplitude gradually decreases at all length scales. Above ~800 K, the polar hettotype $P6_3cm$ structure fails to fully describe the local structure, and the anti-polar hettotype $P3c1$ describes the structure equally well at $T_C$. Local symmetry lowering upon heating to a continuum of phases due to trimerization angle fluctuations is proposed as the microscopic description of the phase transition.
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Figure 4.14: Chemical expansion due to oxygen loss. Top panel shows temperature upon heating from room-temperature (298 K) to 1373 K, followed by cooling to 1113 K, and then heating a second time to 1273 K. Horizontal lines indicate when the sample was at similar temperature. Bottom panel shows $a$ and $c$ lattice parameters throughout the temperature treatment, with horizontal lines indicating when the sample was at similar temperature. % chemical expansion is shown next to the lines for the second heating cycle.
Chapter 5

Oxygen vacancies and their interplay with neutral domain walls

5.1 Introduction

The content in this chapter has been prepared for publication in manuscript no. 3, which can be found in Appendix A.

Exotic properties at ferroelectric domain walls, e.g., domain wall conductivity, are often attributed to oxygen vacancies\(^{114,115,161,191,276,277}\). Both charged and neutral walls have shown increased conductivity in the hexagonal manganites\(^{26,116,158–160}\). Accumulation of oxygen vacancies to charged domain walls can be rationalized from the attraction induced by the electric field at the walls. Such electric driving force for charge accumulation does not exist at the neutral domain walls. However, recent atomic simulations suggest that oxygen vacancies accumulate at neutral domain walls in hexagonal manganites\(^{256}\), implying an elastic driving force for point defect segregation to the walls.

Chapter 4 explained how fluctuations of the trimerization order parameter angle \(\Phi\) lower the symmetry of the local structure across the structural phase transition in the hexagonal manganites. The results give two keys about the accommodation of the oxygen vacancies. Firstly, the mechanism for trimerization is dependent on the strong bonds between Y and planar \(O_P\). Breaking of these bonds is thus expected to have large impact on the trimerization. Secondly, the
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much lower cost for changing the $\Phi$ compared to the $Q$, gives important clues to how the structure can accommodate point defects. When a point defect is introduced, the structure is expected to change in the least energetically costly way. Further, the order parameter, especially the angle $\Phi$, is different at the ferroelectric domain walls, which probably affects the way the structure accommodates the point defect. This chapter presents first principles calculations on the structural and electronic effects of oxygen vacancies in bulk and at neutral domain walls in h-YMnO$_3$.

5.2 Oxygen vacancy ordering in bulk

Electronic structure and defect formation enthalpy

The ferroelectric structure of YMnO$_3$ with space group $P6_3cm$ was presented in Fig. 2.11. The calculated electronic density of states for each of the four vacant oxygen sites are presented in Fig. 5.1a-d. All electronic structures show that an oxygen vacancy reduces the structure, as the Fermi level is lifted above the valence band maximum. For the apical oxygen vacancies $v_{O1}$ and $v_{O2}$, the Fermi level is lifted into the conduction band, with a value of $\sim 5.0$ eV for charge neutral cells (Fig. 5.1e). The charge compensating electrons are localized in Mn $d_{z^2}$ states, formally reducing two Mn$^{3+}$ to Mn$^{2+}$, as seen from the magnetic moments (Mn$^{3+}$: 3.75 $\mu$B, Mn$^{2+}$: 4.25 $\mu$B). For the planar oxygen vacancies $v_{O3}$ and $v_{O4}$, the Fermi level is lifted only up to a $d_{z^2}$ defect state in the band gap, with a value of $\sim 4.5$ eV for charge neutral cells. The charge compensating electrons are even more localized than the ones charge compensating the apical oxygen vacancies (Mn$^{3+}$: 3.73 $\mu$B, Mn$^{2+}$: 4.35 $\mu$B). The lower Fermi level for the planar oxygen naturally leads to a lower defect formation enthalpy (panel e). The calculations of oxygen vacancies in charged cells of $+2$ give equal Fermi energy for all four vacancies, underlining the role of the electron localization on the defect formation energies. The electronic density of states cannot explain the difference in formation enthalpy between the two planar sites, favouring the O4 site by 0.37 eV. Thus, the difference is likely due to elastic and/or electrostatic differences in the structural accommodation of the vacancies, which is discussed next.
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Figure 5.1: Bulk defect formation and electronic structure. (a)-(d) Electronic densities of states for all the oxygen vacancy types in neutral cells and (e) formation energies and Fermi energies for all oxygen vacancy types (2×2×1 supercell) for both neutral and +2 charged cells.
Structural accommodation in bulk

The difference between O3 and O4 is in their bonding to nearby Y atoms and structural flexibility of the YO\textsubscript{7} polyhedra. In the \textit{P6\textsubscript{3}cm} structure, the MnO\textsubscript{5} bipyramids tilt in groups of three away from, or towards, an O3, which was illustrated in Fig. 2.11c. The strong coupling between the bipyramidal tilt and the alternating displacements of the Y along c, results in a shorter bond between O3 and Y1 than between O4 and Y2, shown by the bond lengths in Fig. 2.11b. It is therefore expected that breaking of Y1-O3 bonds require more energy than breaking Y2-O4 bonds, and that O3 is more important for structural stability than O4. When comparing the structures with either one O3 or O4 vacancy to the initial perfect structures, in Fig. 5.2a-d one can see that the tilt patterns around the vacancies are qualitatively different, and that Y1 and Y2 polyhedra have different flexibility to structurally accommodate the vacancies. The \textit{vO4} causes the closest trigonal bipyramids to mainly rotate, as seen in Fig. 5.2c. This corresponds to relatively low-energy changes of the trimerization order parameter angle \(\Phi\), as discussed in Chapter 4. On the other hand, the \textit{vO3} is accommodated by a local increase of the apical tilting angle, \(\alpha\), of the closest trigonal bipyramids, corresponding to high energy changes of the trimerization amplitude \(Q\).

To quantify the structural perturbations around the planar oxygen vacancies, the \textit{structural screening length} was defined as the distance away from the defect where the perturbations of atoms are smaller than 0.1 Å. Introducing oxygen vacancies causes only short range structural perturbations, as shown in panels e-f. The structural screening length of a \textit{vO3} is \(\sim4\) Å, while it is \(\sim6\) Å for \textit{vO4}. Significant perturbations are found in the Mn-O layer where the vacancies are located, but the perturbations are effectively screened from the third shell from the defect. Perturbation out-of-plane is also seen for the closest Y1 and Y2, directly above or below the vacancies. A \textit{vO3} repels the closest Y1, while a \textit{vO4} repels the closest Y2. Perturbations of Y1 along c corresponds to high-energy changes of \(Q\), such that it has little flexibility to move. Perturbations of Y2 are less costly as it mostly changes the \(\Phi\), and it therefore moves along c to reinstate a bond with an O4 in the adjacent Mn-O layer. This difference in structural flexibility results in a strong driving force for vacancy ordering on O4 site in bulk YMnO\textsubscript{3}.

It is worth mentioning, that 0 K first principles calculations give a higher trimerization amplitude than is observed at higher temperatures and thereby
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Figure 5.2: Structural effects in bulk. (a)-(d) Structural relaxations around an O3 or O4 vacancy in 320 atom cells with the initial structure faded in the background. Green arrows indicate significant changes in bipyramidal tilting or Y position after relaxation. (e)-(f) Displacement from initial position of all atoms in 320 atom $3 \times 3 \times 2$ cells as a function of distance from O3 or O4 vacancy. Structural screening lengths are indicated by dashed vertical lines.
a larger difference between the O3 and O4 sites. A decrease in the trimerization amplitude is expected to reduce the difference in defect formation energy between the $v_{O3}$ and $v_{O4}$, which has been observed by Cheng et al.\textsuperscript{278}.

### Effect on bulk polarization

The out-of-plane structural perturbations of Y naturally changes the local trimerization and hence also the local polarization. The calculated polarization for each of the four vacancies shows no correlation with the $c$ lattice parameter (Fig. 5.3\textsuperscript{a}), as expected for an improper ferroelectric. Since the oxygen vacancies perturb the lattice only locally, the defect-defect interaction is very small and the polarization changes linearly with respect to vacancy concentration, as seen in Fig. 5.3\textsuperscript{b}.

### 5.3 Oxygen vacancies at neutral domain walls

At neutral domain walls, the domains are, according to symmetry, terminated by either Y1 or Y2. The calculations (Fig. 5.4\textsuperscript{a}) show that the walls resemble structural "stacking faults", in line with previous studies by Kumagai et al.\textsuperscript{25}. None of the Y atoms relax to the high-symmetry positions according to the antipolar $P\bar{3}c1$ structure, discussed in Chapter 4, but the gradual distortions across the wall break the symmetry to the intermediate symmetry $P3c1$. As the O3 and O4 are situated directly below or above an Y1 or Y2, respectively, their distances to the Y1 or Y2 terminated domain walls vary accordingly. The trimerization order parameter amplitude $Q$ is reduced slightly at the domain walls, as seen from $\alpha_A$ and $\Delta Y$ as a function of cell position, Fig. 5.4\textsuperscript{b}. The gradual 60° change of $\Phi$ over a $\sim6$ Å range across the walls, are taken as the domain wall width, marked by the grey arrows in the Fig. 5.4\textsuperscript{c}. The structural changes of the order parameter across the walls, motivate the study of the interaction between oxygen vacancies and the neutral domain walls.

To study the interaction between the planar oxygen vacancies and the neutral domain walls, the domain walls with a width of one unit cell, were initialized with antipolar $P\bar{3}c1$ symmetry where the middle Y was at high-symmetry positions, shown by the grey Y in Fig. 5.5\textsuperscript{a-b}. An O3 or O4 vacancy was initialized close to the wall, and the cell was relaxed. As the antipolar symmetry with high-symmetry position of one of the Y are not energetically favourable, structural
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Figure 5.3: Polarization in bulk. (a) Polarization and $c$ lattice parameter of a $2 \times 2 \times 1$ supercell with one oxygen vacancy. (b) Polarization as a function of oxygen stoichiometry $(3+\delta)$ for vacancies on only O3 site, only O4 site, or at both sites.
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Figure 5.4: Model cell with 180° neutral (120) domain walls. (a) DFT relaxed 8×1×1 super cell with neutral domain walls separating domains with polarization up (purple) and down (orange). The walls are terminated by either Y1 or Y2, leaving two different possibilities for defect accommodation. Y1 is coloured blue and Y2 is coloured green for easier visualization. (b) Trimerization order parameter amplitude $Q$ from apical tilting angle, $\alpha_A$, and Y corrugation, $\Delta Y$, versus position in the cell. (c) Order parameter angle, $\Phi$, versus position in the cell. The grey shaded regions and the two-headed arrows indicate the range of perturbations with $P3_1c1$ symmetry close to the domain wall and can be seen as the domain wall width.
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**Figure 5.5: Vacancy interaction with domain walls.** Initial $8 \times 1 \times 1$ supercell, constructed with domain walls of one unit cell (grey background) with antipolar $P3_1c1$ symmetry. The Y1 (blue), Y2 (green) and oxygen vacancies (red) in the domains are highlighted by reducing the visibility of the rest of the structure. For each panel a and b arrows of equal colours represent atomic movements when removing an O3 or O4 (marked with crosses), and the coloured vertical lines indicate the final position of the domain walls. (a) Vacancies on O3 site are attracted to the Y1 terminated domain wall. (b) Vacancies on O4 site are repelled by the Y2 terminated domain wall. c, Defect formation energy for $v_{O3}$ and $v_{O4}$ as a function of distance to the middle of the domain walls. Chemical potential of oxygen was set to -4.5 eV.
relaxation would lead to the centrosymmetric Y moving either up or down. The two possibilities would result in a “stacking fault” domain wall either close to the vacancy or one unit cell away from the vacancy. Separate calculations of either O3 or O4 site at either of the domain walls, revealed whether the domain wall - vacancy interaction was attractive or repulsive. To quantify the driving force for segregation of the oxygen vacancies to the domain walls, the segregation energy $\Delta E = E_{\text{f\_DW}} - E_{\text{f\_bulk}}$, was calculated. $v_{O3}$ are attracted to the domain walls (panel a) with a segregation energy of $\Delta E = -0.10$ eV (c). $v_{O4}$, on the other hand, are repelled by the domain wall (b) with a segregation energy of $\Delta E = 0.12$ eV (panel c). This indicates that the oxygen vacancies order at O4 sites in bulk. The results can be rationalized by considering the Y-O bonds. Y1-O3 bonds in bulk are longer at the neutral domain walls than in the bulk (domain wall: 2.33 Å, bulk: 2.30 Å), indicating that breaking the bond at the domain wall will cost less than breaking the bond in bulk. Oppositely, the Y2-O4 bonds are shorter at the domain wall than in bulk (domain wall: 2.36 Å, bulk: 2.41 Å), meaning that breaking the bond in bulk will cost less than breaking the bond at the domain wall.

These results are not in agreement with previously reported calculations on vacancies at neutral domain walls. Atomistic simulations by Jiang and Zhang\textsuperscript{256}, using the Born model of ionic solids, showed negative domain wall segregation energies for both $v_{O3}$ and $v_{O4}$. Such calculations do, however, not include anisotropic distribution of electron density, as the ions are described by pure classical potentials.

The results show that the elastic field that arises at neutral domain walls repels oxygen vacancies. However, the electric field at charged walls may counteract the elastic forces, driving the oxygen vacancies to the domain walls through electrostatic attraction. Moreover, the strong driving force for ordering at O4 sites, may force domain walls into stripe like microstructures if the oxygen vacancy concentration is sufficiently high, as implied by previous studies\textsuperscript{191,279}.

### 5.4 Summary

Oxygen vacancies form in the Mn-O layers, where they are charge compensated by formally reducing two of the closest $\text{Mn}^{3+}$ to $\text{Mn}^{2+}$. The electropositive character of Y and the structural flexibility are important for the ordering within the planar sites. Oxygen vacancies order at planar O4 sites in the bulk, mini-
mizing the cost of breaking Y-O bonds. The higher cost of vacancies on O3 sites is explained by shorter bond length to Y and high energy perturbations of the trimerization amplitude $Q$. Vacancies on O4 sites in bulk distort the trimerization angle and reduce the local polarization, as the Y-O$_P$ reduces the coupling between Y and Mn sublattices.

The vacancies do not segregate to neutral 180° domain walls. The reason is increased cost of breaking the Y2-O4 bonds at the wall due to the strain field.
Chapter 6

Interstitial oxygen as a source of p-type conductivity in bulk and at neutral domain walls

6.1 Introduction

This chapter is based on the publication in ref. 196, and extensions to this work. The published manuscript and its supplementary information is given in Appendix A (no. 1).

Compared with the ternary ABO$_3$ perovskite oxides, the defect chemistry of h-RMnO$_3$ has received little attention. For perovskite manganites such as LaMnO$_3$, excess oxygen is accommodated through cation deficiency, since the crystal structure is too close-packed for interstitial oxygen anions$^{189}$. Oxidation thus requires cation diffusion, which demands higher temperatures than anion diffusion. Remsen et al. reported large oxygen excess for h-RMnO$_{3+\delta}$ (R = Y, Dy) with $\delta$ up to 0.35 for R = Dy$^{176,195}$. Moreover, diffusion of oxygen in bulk YMnO$_3$ has been observed below 200 °C$^{176}$, making cation vacancy compensation highly unlikely as it would require cation diffusion. The layered h-RMnO$_3$ structure is however ~11\% less dense than the corresponding orthorhombic perovskite structure, suggesting the possibility of interstitial oxygen. This is further supported by the observation that crystallization, which requires cation diffusion, of amorphous YMnO$_3$ only occurs above 800 °C$^{175}$.

High levels of excess oxygen can cause development of secondary oxidized
phases, which are easily detected experimentally. However, structural effects, energetics and kinetics of point defects in low concentrations have not been addressed. In this chapter, the electronic and structural accommodation of excess oxygen, in the form of highly mobile interstitial anions in the hexagonal manganite structure, is investigated, both in bulk and at neutral domain walls.

6.2 Oxygen stoichiometry and electrical conductivity

Thermal and atmospheric history have strong effects on the conductivity and oxygen stoichiometry of the prototypical hexagonal manganite YMnO$_3$, as shown in Fig. 6.1. The Seebeck coefficient was found to be positive for all temperatures in O$_2$ atmosphere, with a maximum at 300 °C. In N$_2$ atmosphere, the Seebeck coefficient is negative. The results imply that p-type electronic conduction dominates in O$_2$ atmosphere, while n-type conduction, with electrons as majority charge carriers, dominate in the inert N$_2$ atmosphere. Further measurements on YMnO$_3$ in varying atmosphere revealed that DC electrical conductivity increases faster in O$_2$ than in N$_2$ atmosphere. In inert N$_2$ conditions, the conductivity increases exponentially on heating, as expected for a semiconducting oxide, as more electrons are excited above the band gap. In O$_2$, the increase is steeper from 100 °C, and the conductivity goes through a maximum value at 270 °C, then decreases and stays relatively constant up to 420 °C, from which the conductivity again increases exponentially.

The increased conductivity in oxidizing atmosphere between ∼100-500°C, clearly implies an additional contribution to the conductivity. The observations in Fig. 6.1a are consistent with the chemical defect reaction:

\[
\frac{1}{2}O_2(g) + 2\text{Mn}^{3+}\text{YMnO}_3 \leftrightarrow 2\text{Mn}^{4+} + \text{O}^{2-} \tag{6.1}
\]

where O$_i$ is interstitial O$_{2-}$, and Mn$^{3+}_{\text{Mn}}$ and Mn$^{4+}_{\text{Mn}}$ depict Mn$^{3+}$ and Mn$^{4+}$ on Mn lattice sites, respectively. Tetravalent Mn in oxidized YMnO$_3$ is Mn with localized electron holes: Mn$^{4+} = \text{Mn}^{3+} + h^+$. Holes as the majority charge carrier is consistent with the positive sign of the Seebeck coefficient in oxidizing atmosphere. The mobility of negatively charged interstitial O$_{2-}$ is expected to be orders of magnitude smaller than for holes, and this is addressed further below.
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Figure 6.1: Oxygen stoichiometry and related structural and electrical properties.
(a) Seebeck coefficient, $S$, calculated from the thermoelectric power, and DC electrical conductivity, $\sigma$, in O$_2$ and N$_2$ atmosphere of a porous polycrystal of YMnO$_3$, as a function of temperature, $T$. (b) DC electrical conductivity as a function of time, $t$, of a porous polycrystal upon switching atmosphere (indicated by dotted lines) between flowing O$_2$ and N$_2$. The atmosphere is switched twice between O$_2$ and N$_2$ at 400 °C. (c) Oxygen stoichiometry, $3 + \delta$, as a function of time, $t$, upon switching atmosphere measured by thermogravimetry for YMnO$_3$ nanoparticles ($d_{XRD} = 49 \pm 3$ nm). (d) AC electrical conductivity measurements as a function of temperature, $T$, of a porous polycrystal annealed in flowing O$_2$ and N$_2$, respectively, before measurement. (e) High temperature X-ray diffraction (HTXRD) of nanocrystalline YMnO$_3$ upon one heating and cooling cycle in O$_2$ between 50 and 500 °C plotted on linear scale, and (f) lattice parameters, $a$ and $c$ extracted from the measurements of two heating and cooling cycles, showing that interstitial oxygen is incorporated into the lattice, causing anisotropic chemical expansion. No evidence of secondary phases could be seen for any of the temperatures in the $2\theta$ range between 26 and 72°.
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The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250°C, which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the different temperature dependence of the concentration and mobility of holes. While the mobility of holes increases with temperature, this is counterbalanced by the loss of oxygen and charge compensating holes, above 250 °C, as discussed further below. The atypical thermal evolution of the electrical properties of YMnO$_3$ in this temperature range has previously been attributed to the filling of oxygen vacancies or to grain boundaries. However, oxygen vacancies would be charge compensated by electrons giving a negative Seebeck effect as long as the cation lattices are stoichiometric. Filling of vacant oxygen sites would thus only give a positive Seebeck effect if the crystal is cation deficient.

Upon isothermal switching of atmosphere from O$_2$ to N$_2$, the measured DC conductivity decreased by many orders of magnitude for all the temperatures, Fig. 6.1b, in accordance with Eq. 6.1. The initial conductivity is regained after changing the atmosphere back to O$_2$, demonstrating the reversibility of the reaction. The regained conductivity is similar for all isotherms, owing to the opposing effects of decreasing charge carrier mobility and increasing concentration as the temperature is reduced. The relaxation time before equilibrium is reached is highly temperature dependent, as expected for diffusion of oxygen into the lattice.

The reversibility of the reaction in Eq. 6.1 is also evidenced by the oxygen stoichiometry, 3 + δ, when switching between O$_2$ and N$_2$ atmospheres, Fig. 6.6c. As the length scale of the system is imperative to diffusion controlled processes, nanoparticles with an average crystallite size of $d_{XRD} = 49 \pm 3 \text{ nm}$ were chosen for studying thermogravimetric relaxation on switching atmosphere at a shorter time-scale than in bulk material. With increasing temperature the oxygen stoichiometry equilibrates faster. The rapid change in oxygen stoichiometry in YMnO$_3$ nanoparticles illustrates the increasing importance of thermal and atmospheric history with decreasing system size. The isothermal response of the electrical conductivity (Fig. 6.1b) and the oxygen stoichiometry (Fig. 6.1c) on change in $p_{O_2}$ is explained by the reaction in Eq. 6.1: oxygen hyperstoichiometry governs the electrical conductivity of h-$\text{RMnO}_{3+\delta}$.

AC conductivity measurements of samples annealed in O$_2$ or N$_2$ also showed the characteristic maximum at 280 °C on heating, Fig. 6.1d, resembling the maximum observed in the DC conductivity measurements in Fig. 6.1a. The con-
ductivity measured on cooling is lower compared with the initial heating cycle reflecting the loss of O\textsubscript{i} that occurred at higher temperatures. The N\textsubscript{2} annealed sample exhibited a smooth increase of the conductivity with temperature. Subsequent cooling led to higher conductivity in accordance with the reversibility of the O\textsubscript{i} incorporation process. The AC conductivity measurements underline that the increase in conductivity upon oxidation can not only be explained by adsorption of oxygen on the surface of the materials, but that accommodation in bulk is the dominating effect to the increased conductivity.

High-temperature X-ray diffraction measurements of nanocrystalline YMnO\textsubscript{3} also showed that interstitial oxygen is incorporated into the lattice, causing anisotropic chemical expansion, Fig. 6.6e-f. The low temperature at which YMnO\textsubscript{3} exchanges oxygen with the atmosphere makes cation vacancies and diffusion improbable, and the positive Seebeck coefficient from mobile electron holes points to interstitial oxygen anions, O\textsubscript{i}, as the dominating point defect.

6.3 Energy landscape and position of interstitial oxygen

The position of the interstitial oxygen was determined by mapping the potential energy surfaces (PES) as a function of the defect position. The static energy landscape was mapped by positioning the O\textsubscript{i} at selected points in several lattice planes, given in Fig. 6.2a-g. The PES showed that accommodation of O\textsubscript{i} is most favourable between three Mn ions in the Mn-O layers at z = 0 and 1/2. This position, due to symmetry, results in 6 equivalent possible sites for O\textsubscript{i} in the \textit{P6}\textsubscript{3}cm unit cell, (1/3, 1/3, 0), (2/3, 0, 0), (0, 2/3, 0), (2/3, 2/3, 1/2), (1/3, 0, 1/2) and (0, 1/3, 1/2), as illustrated by green circles in the (0 0 2) (a) and (2 0 0) (f) planes in the figure. The accommodation of O\textsubscript{i} in the Mn-O layers is similar to the accommodation oxygen vacancies, discussed in Chapter 5, and underlines the importance of multivalent Mn for the chemical flexibility of the structure. An excerpt around the most stable position in the (0 0 2) plane was mapped more thoroughly, panel h, and revealed an asymmetric triangular energy landscape. This shows how forces between the O\textsubscript{i} and the three Mn\textsuperscript{3+} eventually leads to a triple well which O\textsubscript{i} can relax into and oxidize two of the Mn\textsuperscript{3+} to Mn\textsuperscript{4+}. The nature of the energy triple well will be discussed in detail in Section 6.5.

Experimental observations of a maximum oxygen stoichiometry $\delta$ of $\sim$0.35\textsuperscript{176,195}
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Figure 6.2: Potential energy surface (PES) mapping of O\textsubscript{i} in several planes, (a)-h, in a 2\times2\times1 supercell (excerpt of only the unit cell) of YMnO\textsubscript{3}. (i), Unit cell showing the crystallographic planes that were mapped.
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can be rationalized from the DFT simulations. If two out of the six possible stable interstitial sites in the unit cell are occupied, a hypothetical fully oxidized structure of YMnO$_3$ would have a chemical formula of Y$_3$Mn$_3$O$_{10}$. This will result in one O$_i$ and two out of three oxidized Mn in each Mn-O layer of the 30 atom unit cell. Accommodation of more than two O$_i$ per unit cell would require charge compensation across layers or further oxidation of Mn$^{4+}$ to Mn$^{5+}$ within the same layer.

The six equivalent positions for O$_i$ do not correspond to high-symmetry positions in the $P6_3cm$ space group and the presence of a single O$_i$, without structural relaxation, reduces the symmetry to monoclinic $Cm$. A fully oxidized structure YMnO$_{3.33}$ with one O$_i$ in each Mn-O layer lowers the symmetry to $Cc$ or $Cmc2_1$ depending on which sites the two O$_i$ occupy.

6.4 Structural effects

Accommodation of interstitial oxygen results in only subtle short range structural distortions, as evident from the excerpt of the (002) plane of YMnO$_3$ in Fig. 6.3a. The relaxed atomic positions are shown in the foreground, while the atoms in a perfect crystal are included in faded colours in the background for comparison. The Y sublattice is virtually unaffected by the introduction of O$_i$ in the Mn-O layer, as shown in Fig. 6.3b. This is very different from the large perturbations of Y atoms for structural accommodation of oxygen vacancies (Chapter 5), indicating a very low defect formation energy of O$_i$. The local displacements of ions occur mainly within the same layer of trigonal MnO$_5$ bipyramids as O$_i$ is situated, and the distortions decrease rapidly with increasing distance from O$_i$. The apical tilting angle, $\alpha_A$ (defined in Fig. 2.11d in Section 2.3), of the three bipyramids surrounding O$_i$, is reduced from 8.7° in the perfect crystal to 6.4° for Mn$^{4+}$ bipyramids, and 4.7° for Mn$^{3+}$ bipyramids, respectively.

The local structural distortions caused by the introduction of O$_i$ are quantified by the displacements of ions relative to the perfect $P6_3cm$ structure as a function of the distance from the O$_i$, as illustrated in Fig. 6.3c. Displacements of Mn and planar oxygen closest to O$_i$ are substantial, apical oxygen in the nearest bipyramids are also displaced, while Y atoms, even close to O$_i$, are less affected. As in Chapter 5, the structural screening length of the O$_i$ point defect is defined here as the distance away from O$_i$ where the displacement of ions is less than 0.1 Å relative to the perfect structure. A structural screening length can thus be
6. Interstitial oxygen as a source of p-type conductivity in bulk and at neutral domain walls

Figure 6.3: Structural effects in bulk. (a) Relaxed geometry of the (002) plane of a $2 \times 2 \times 1$ supercell of YMnO$_3$ with O$_i$ (green sphere). The perfect structure is faded in the background for comparison, and Y atoms above the (002) Mn-O plane are projected onto the plane. (b) Relaxed geometry around O$_i$ viewed along the $b$-direction. (c) Displacements of ions with respect to the perfect structure as a function of distance from O$_i$. The red symbols represent atoms in the same Mn-O layer as O$_i$ is positioned, the blue symbols represent the apical oxygens and the yttrium atoms closest to the Mn-O layer with O$_i$, and the green symbols show atoms in the adjacent Mn-O layers. The structural screening length is indicated by a vertical dotted line.
6.5 Positional triple well and polaron hopping

The in-plane distances between $O_i$ and Mn after structural relaxation depicted in Fig. 6.3a show that there are two shorter and one longer Mn-$O_i$ bond. $O_i$ is displaced towards two $d^5$ Mn$^{4+}$ ions (with a calculated magnetic moment of 3.06 $\mu$B), and away from one $d^4$ Mn$^{3+}$ ion (3.74 $\mu$B). The localization of holes on the two oxidized Mn ions gives three possible configurations of $O_i$ and surrounding Mn ions, Fig. 6.4a. The origin of the triple wells is asymmetric electrostatic attraction: $O_i$ with formal charge 2- has shorter bonds to the two Mn$^{4+}$ than to the single Mn$^{3+}$. The $O_i$ favours to relax in the $[110]$ direction (Fig. 6.4b), towards the O3 trimerization centre. The O3 sites are surrounded by trigonal bipyramids which are all tilting towards or away from the site, and strongly bonded to Y1 directly above and below. The $[110]$ triple well position of the $O_i$ results in an Y1-$O_i$ bond length which is shorter than the corresponding Y2-$O_i$ bond length in the two other positions. Just as oxygen vacancies order at sites to avoid the breaking of Y1-O3 bonds, discussed in Chapter 5, the formation of an additional Y1-$O_i$ bond is likely to stabilize the structure.

An additional driving force for the triple well at 0 K is introduced by the non-collinear magnetic order, which is coupled to the trimerization, as shown in Fig. 6.5a. The magnetic order follows the trimerization pattern and emphasizes the energy asymmetry. In most calculations, the non-collinear magnetic structure was approximated by a synthetic collinear frustrated anti-ferromagnetic (F-AFM) ordering, and this simplification gives an additional contribution to the asymmetry, as shown in Fig. 6.4b. The F-AFM order is believed to create stronger electron repulsions than the true non-collinear spin and emphasizes the energy asymmetry in the triple well. Setting an A-type antiferromagnetic (A-AFM) order also results in an energy asymmetric triple well, although less pronounced, as seen when comparing the magnetic orders in panel b. If the
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Figure 6.4: Energetic triple well. (a) Unrelaxed structure in upper left panel compared to relaxed structures around $O_i$ in the three triple-well positions around the $(2/3, 2/3, 1/2)$ position. The green arrows on $O_i$ indicate the displacement towards the two Mn$^{4+}$. Bond lengths between $O_i$ and Mn are given in Å. (b) Defect formation energies of $O_i$ in the three triple well positions calculated with the F-AFM and A-AFM orders, comparing contributions from magnetism and structural trimerization. (c) Energy barrier as a function of the relative reaction coordinate for moving one of the charge compensating electron holes between two Mn cations. This corresponds to moving $O_i$ from one site in the triple well to another. The blue arrows show the collinear frustrated antiferromagnetic (F-AFM) order used in the calculations. The apparent energy difference between the start and end configuration is caused by the energy asymmetry of the triple well.
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Figure 6.5: Effect of O$_i$ on true non-collinear magnetic order. Static calculations with Hubbard $U = 5$ eV and the true non-collinear order of structurally $2 \times 2 \times 1$ relaxed cells with O$_i$. (a) Stoichiometric cell, and (b)-(d), defective cells with O$_i$ relaxed in one of the three triple well positions. Vector arrows denote magnetic moments with relative lengths, where light blue is used for Mn$^{4+}$ and purple is used for Mn$^{3+}$. The relaxation direction of the O$_i$ (green) is given by the green arrow. Notice how relaxation of O$_i$ towards O3 in the [110] direction gives more symmetric ion positions and magnetic order.

F-AFM order is not set in a way which preserves the structural symmetry of the triple well, additional local minima can trap O$_i$ and the structure distorts unphysically. The F-AFM order should be set such that the most favoured triple well position is in the direction of two Mn with equal spin. The A-AFM order is believed to give even smaller electronic repulsion than the true non-collinear magnetic order. Static calculations of the triple well energies with non-collinear magnetic order showed that O$_i$ caused only subtle changes of the magnetic order, Fig. 6.5b-d. It should be noted that the material is paramagnetic above $\sim 70$ K, making the choices of magnetic order relevant only for computational technicalities.

Localization of holes on Mn, and the resulting p-type polaronic conduction, stems from electrostatic attraction between positive holes and negative interstitial anions. In contrast, hole doping by substituting Y$^{3+}$ with Ca$^{2+}$ gives holes
in Bloch states, while electron doping by Zr⁴⁺ for Y³⁺ substitution gives a polaronic state.¹⁶⁰,²⁸² Nudged elastic band calculations between the different sites in the triple well showed that the energy barrier for displacing the Oᵢ between different Mn pairs is 0.29 eV, see Fig. 6.4c. The barrier is found to be mainly determined by electron transfer between Mn³⁺/Mn⁴⁺, including spin flipping because of the synthetic collinear frustrated antiferromagnetic (F-AFM) order, and can thus be seen as the barrier for polaron hopping. The high energy barrier suggests that the electron holes will be localized in the whole temperature stability range of Oᵢ in the P6₃mc structure. When the on-site Coulomb potential is reduced by not setting a Hubbard U (U = 0 eV), the energy barrier is reduced by 0.06 eV. The calculated energy barrier is lower than the reported activation energy of 0.38-0.50 eV for polaron hopping in YMnO₃.²⁸³-²⁸⁵

6.6 Energetics of interstitial oxygen

The formation energy for Oᵢ in YMnO₃ as a function of the chemical potential of oxygen is shown in Fig. 6.6 (See Section 3.1.6 for details on the thermodynamic stability region for bulk YMnO₃). For ρO₂ = 0.21, corresponding to air, the chemical potential of oxygen yields a negative formation energy at temperatures up to ~900 °C, which is well above the temperature were Oᵢ becomes entropy destabilized, as seen from the experimental measurements in Fig. 6.1. The negative formation enthalpy is rationalized from the formation of stable Y₁-Oᵢ bonds, as discussed in the previous section.

It should be noted that the enthalpy of formation for Oᵢ is expected to decrease progressively with increasing oxygen excess δ due to Oᵢ-Oᵢ repulsion and a gradual loss of the driving force for oxidation. The negative formation enthalpy of the interstitial oxygen can be explained by the metastability of the YMnO₃ composition with respect to the related compounds Y₂O₃ and YMn₂O₅, seen in the Y-Mn-O phase diagram in Fig. 2.16 (Chapter 2.3). Both these phases gain more stability from higher oxygen coordination of the Y than the hexagonal manganite phase.²⁸⁶

It must also be pointed out that the formation enthalpy for Oᵢ is calculated in the dilute limit, while a finite concentration of Oᵢ is necessary to detect mass changes by thermogravimetry. The consumption of the gaseous species O₂ (g) in the reaction in Eq. 6.1 means that the entropy of this reaction is negative, hence the entropy contribution to the Gibbs free energy of the reaction
6.7 Migration of interstitial oxygen

The NEB calculations show that O$_i$ is not likely to migrate through a simple interstitial path, where O$_i$ migrates alone out of the Mn-O plane, giving a high calculated energy barrier of almost 6 eV (Fig. 6.7b). The transition path is instead in the plane of the Mn-O layer, in which O$_i$ migrates through a cooperative interstitialcy mechanism, see (Fig. 6.7a). Because of the two different Wyckoff
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Figure 6.7: Migration. (a) Subsequent migration paths of O$_i$ (green, then yellow, then blue) through an interstitialcy mechanism nudging first an O4 (path 1) and then an O3 (path 2). The hopping of holes (h$^+$) between Mn are shown by grey arrows. (b) Interstitialcy energy barriers for the migration of O$_i$, through path 1 and 2, compared to an interstitial mechanism as a function of relative reaction coordinate, $\xi$. Interstitialcy energy barriers comparing (c) the effect of on-site Coulomb repulsion by Hubbard $U = 0$ and 5 eV and (d) the magnetic orders F-AFM with or without spin flipping and A-AFM. (e) Bond lengths in Å between Y2 and the moving oxygens in the middle of path 2. (f) Bond lengths in Å between Y1 and the moving oxygens in the middle of path 1. (g) Time to 95% oxidation of nanoparticles as a function of temperature from thermogravimetric isotherms. The inset shows the Arrhenius-type plot used to extract energy barrier for diffusion.
6.7. Migration of interstitial oxygen

Sites of the planar O3 and O4, O_i can push either the O4, path 1, or the O3, path 2, subsequently taking up the regular planar oxygen lattice position itself. The maximum energy along the minimum energy path is found when the distance between O_i and planar lattice oxygen goes through a minimum. Migration through path 2, in which O_i nudges an O3 site, gives an energy barrier of 0.48 eV, while the similar migration through path 1, nudging an O4 site, resulted in a higher energy barrier of 0.62 eV. The difference is explained by Y1 being closer to the moving O3 (which is a trimerization centre) and O_i in path 2 compared with the corresponding distance between Y2 and the moving O4 and O_i in path 1, as illustrated in Fig. 6.7e-f. Migration through path 2 will therefore be aided by Y1 bonding to the two moving oxygen atoms, which is supported by the electronic density of states in Fig. 6.8d.

The structural effects during migration of O_i are well screened, mainly due to the high structural flexibility of the trigonal bipyramids. Since they are not rigid polyhedra, the introduction of an O_i is structurally screened by changing the bond angles of the polyhedra, rather than rotating the polyhedra. As the O_i passes by the Mn atoms in the migration path, the apical tilting of the nearest trigonal bipyramids is reduced. The calculated energy barrier for migration is not even twice as high as the barrier for polaron hopping, implying that mobility of O_i is strongly determined by the mobility of the charge carriers. When on-site repulsion by Hubbard U was removed, the barrier decreased by ~30%, as seen in panel c. Calculations with U = 0 eV suffered from slower convergence due to charge sloshing and less localized electron holes.

The calculated barriers with F-AFM magnetic order are likely to be slightly higher than in reality due larger repulsion between the electrons than in the paramagnetic state. The F-AFM order was set in such a way that spin flipping on Mn ions did not occur during migration of O_i, in order to isolate the effect of only migration. Calculations where spin flipping occurred during migration gave 0.14 eV higher energy barrier, as shown in panel d. The A-AFM order is, on the other hand, likely to give lower energy barriers than in reality.

An energy barrier was also estimated from the experimental TGA data by plotting time to 95% oxidation as a function of annealing temperature in O_2 atmosphere, as shown in Fig. 6.7g. Least square fitting to an Arrhenius-type relationship \( k = A e^{-E_a/RT} \) gave an energy barrier of 0.55 ± 0.21 eV, in agreement with the DFT calculated values. For comparison, oxygen transport through vacancy diffusion in ABO_3 perovskites has an energy barrier in the range of 0.5-2.8 eV.\(^{287}\)
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### 6.8 Functional properties

**Electrical conductivity from density of states**

The impact of O\textsubscript{i} on the electronic properties were studied by electronic density of states calculations. The introduction of O\textsubscript{i} between three Mn (Fig. 6.3a) gives three edge-sharing octahedra. As these octahedra are strongly distorted, the crystal field experienced by the d-electrons of Mn coordination O\textsubscript{i} does not change significantly compared with the trigonal bipyramidal crystal field in the perfect crystal. The most obvious change in the electronic structure of YMnO\textsubscript{3.04} (2×2×1 supercell), in Fig. 6.8, caused by O\textsubscript{i} is the appearance of a non-bonding defect state in the band gap mainly consisting of Mn\textsuperscript{4+} d\textsubscript{x\texttwoscript{2}-y\texttwoscript{2}} states and O\textsubscript{i} 2p\textsubscript{x} and 2p\textsubscript{y} states. A fraction of the occupied Mn d states closest to the Fermi energy is lifted above E\textsubscript{F} on inclusion of O\textsubscript{i}, as electron density is donated from Mn 3d to O 2p. The corresponding binding states are easily seen at the bottom of the valence band. Even though charge transfer is not complete, this can formally be regarded as the oxidation of Mn\textsuperscript{3+} to Mn\textsuperscript{4+}, creating holes in the valence band and p-type electronic conductivity. The p-DOS of interstitial oxygen is very similar to that of planar oxygen, which is also coordinated by only Mn, while it differs significantly from the p-DOS of apical oxygen, which is coordinated by both Mn and Y. The highly localized character of the defect state in the band gap is characteristic for the electronic structure of an acceptor doped material, and direct experimental detection of O\textsubscript{i} in low concentrations, by for example spectroscopic techniques, would be challenging. With increasing O\textsubscript{i} concentration, the defect state becomes less localized, as expected, see Fig. 6.9 for DOS and band structure of a 30 atom unit cell, YMnO\textsubscript{3.16}.

**Spontaneous polarization and segregation of O\textsubscript{i} to ferroelectric domain walls**

To address the impact of O\textsubscript{i} on the ferroelectric properties, the spontaneous polarization P was calculated. The Berry phase method gave 7.8 μC cm\textsuperscript{-2} for the perfect structure, and 7.2 μC cm\textsuperscript{-2} after inclusion of one O\textsubscript{i} in a 2×2×1 supercell (YMnO\textsubscript{3.04}). A simple point charge model gave 7.8 and 7.0 μC cm\textsuperscript{-2} for stoichiometric YMnO\textsubscript{3} and oxidized YMnO\textsubscript{3.04}, respectively.

The subtle changes in polarization is in line with the close-to-zero perturbations out-of-plane from the defect (Fig. 6.3c), and in contrast to the large
Figure 6.8: Electronic structure of supercell. (a) Total electronic density of states (DOS) for a perfect 120 atom YMnO$_3$ supercell and a 121 atom supercell with one O$_i$ (YMnO$_{3.04}$). (b) Atomic DOS showing the $d$ states for Mn$^{3+}$ and Mn$^{4+}$ coordinating O$_i$ compared with Mn$^{3+}$ $d$ states in a stoichiometric cell. (c) Atomic DOS showing the $p$ states of O$_i$ compared with $p$ states for apical and planar oxygens in a stoichiometric cell. (d) Atomic DOS showing the $d$ states of the closest Y1 and Y2 to O$_i$ compared with the average Y $d$ states in a stoichiometric cell.
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Figure 6.9: Electronic structure of unitcell. (a) Total electronic density of states (DOS) per formula unit for perfect 30 atom unit cell of YMnO$_3$ and a 31 atom unit cell with one O$_i$ (YMnO$_{3.16}$). (b) Atomic DOS showing the $d$ states for Mn$^{3+}$ and Mn$^{4+}$ coordinating O$_i$ compared with Mn$^{3+}$ $d$ states in a stoichiometric cell. (c) Atomic DOS showing the $p$ states of O$_i$ compared to $p$ states for apical and planar oxygens in a stoichiometric cell. (d) Electronic band structure of a stoichiometric 30 atom unit cell compared a similar cell with one O$_i$. 

120
perturbations of Y close to oxygen vacancies (Chapter 5). Although the effect
of O\textsubscript{i} on the spontaneous polarization is subtle, the charge compensating holes
will raise the electrical conductivity and be detrimental to the macroscopic fer-
roelectric performance. This increased electronic conductivity can possibly be
exploited technologically if the mobile charge carriers accumulate at the ferroelec-
dric domain walls. Both neutral and charged improper ferroelectric domain walls
in \textit{R}MnO\textsubscript{3} have shown increased conductivity compared to the bulk\textsuperscript{26,158–161,288}. However, the mechanism for conduction at neutral walls is not understood. As
interstitial oxygen causes p-type conductivity, the accumulation of O\textsubscript{i}, and its
charge compensating holes, to these walls could therefore be one reason for the
conductivity. Hence, calculations were performed to investigate the interaction
between the interstitial oxygen and the neutral domain walls.

The neutral domain wall supercell used for calculations with O\textsubscript{i} is presented
in Fig. 6.10a. Although the cell had different dimensions than the one presented
in Chapter 5, the relaxed domain wall structure was similar. Shaded grey ar-
ea and arrows indicate the domain wall width of \(\sim 5-6\ \text{Å}\) resulting from the
structural strain across the walls. While the domains display \textit{P}6\textsubscript{3}m\textsubscript{cm} symmetry,
the neutral domain walls have \textit{P}3\textsubscript{1}c\textsubscript{1} symmetry, smoothly changing from one
domain to the other by rotating the trimerization angle (\(\Phi\)) by \(60^\circ\), as shown
in Fig. 6.10b. The formation enthalpy of interstitial oxygen is lower close to
the two domain walls, see panel c. The additional stabilization is explained by
stronger Y coordination around the interstitial oxygen, when approaching the
domain walls, as seen from panel d. This gives the interstitial oxygen its lowest
defect formation enthalpy close to the Y1-terminated wall. The outlier energy
close to the Y2 terminated wall is explained by higher distortion of the Mn-O
bipyramids when the interstitial cannot be coordinated by an Y1. The domain
wall segregation enthalpy of about \(-0.036\ \text{eV}\) is comparable to the thermal en-
ergy at \(150^\circ\text{C}\), from which O\textsubscript{i} is mobile in bulk \textit{R}MnO\textsubscript{3}. The trimerization
amplitude and crystal structure does not change appreciably between ambient
temperature and \(150^\circ\text{C}\). The driving force for defect segregation to the walls
can be reduced at elevated temperatures if the domain walls broaden. Such
broadening can be neglected at \(150^\circ\text{C}\), according to Landau theory, such that the
calculated segregation enthalpy from DFT is still expected to be valid. The
accumulation of O\textsubscript{i} and its charge compensating holes, will thus raise the local
charge carrier density at the neutral walls. Neutral domain walls oriented in
(110) planes have slightly higher energy than the (120) domain walls considered
here\textsuperscript{25}. The strain field at these walls is hence expected to be higher, possibly
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Figure 6.10: O\textsubscript{i} at neutral domain walls. (a) DFT relaxed $5 \times 2 \times 1$ supercell with neutral (120) domain walls. The walls are either Y1 (blue) or Y2 (green) terminated, leaving different possibilities for defect accommodation. Orange spheres represent the positions of O\textsubscript{i} in the different relaxations. (b) Trimerization order parameter amplitude $Q$ by apical tilting angle, $\alpha_A$, and order parameter angle, $\Phi$, versus position in the domain wall cell. (c) Defect formation energy of O\textsubscript{i} emphasizing the segregation energy ($\Delta E = E_{f}^{\text{DW}} - E_{f}^{\text{bulk}}$) to the domain walls compared to the average defect formation of the positions in the middle of the domains (marked with dashed line). Chemical potential of oxygen is set to -4.5 eV. (d) Y1-O\textsubscript{i} bonds for relaxations of O\textsubscript{i} at different positions in the cell.
creating even larger driving force for O\textsubscript{i} segregation than the (120) domain walls, and should be followed up on.

6.9 Summary

Interstitial oxygen are accommodated in the Mn-O layers of the structure, causing only subtle and local distortions of the surrounding lattice, making experimental detection difficult for small concentrations. The interstitial oxygen oxidizes the two closest Mn\textsuperscript{3+} to Mn\textsuperscript{4+} and is thus the predominating origin of p-type conductivity in the hexagonal manganites.

Unlike the oxygen vacancies discussed in Chapter 5, the oxygens are enthalpy stabilized in the structure below 400-500 °C, but are driven out by entropy upon heating as O\textsubscript{2} is favoured. This implies that YMnO\textsubscript{3} is not only metastable with respect to Y\textsubscript{2}O\textsubscript{3} and YMn\textsubscript{2}O\textsubscript{5}, in accordance with the phase diagram\textsuperscript{163}, it is also metastable with respect to oxidation towards the limiting case of Y\textsubscript{3}Mn\textsubscript{3}O\textsubscript{10}. Thermo-atmospheric history is thus important when synthesising hexagonal manganites, as cooling in oxygen containing atmospheres will oxidize the samples. It is important to note that a bulk YMnO\textsubscript{3} sample will not oxidize completely at ambient conditions for kinetic reasons; the diffusion length in bulk is too large compared with the relatively low ionic mobility at room temperature. However, at the nanoscale, in thin films and at surfaces, oxidation will occur spontaneously also at ambient conditions.

Moreover, interstitial oxygen is likely to segregate at neutral ferroelectric domain walls due to stronger bonding with Y. This mechanism is different from the electrostatic driving force for defect segregation at charged head-to-head and tail-to-tail domain walls. The results emphasize the necessity and potential which lies in controlling the thermal and atmospheric history of hexagonal manganite materials in order to tailor the point defect population, charge carrier concentration, and functional properties.
Chapter 7

Connecting the parts: Improper ferroelectricity and oxygen stoichiometry

The unconventional order-disorder ferroelectric transition is expected to occur in all hexagonal manganites, originating in the special Mexican hat energy landscape which creates strong driving force for trimerization, but relatively weak driving force for ferroelectricity. Moving from the top of the hat and down to the brim lowers the energy of the system with as much as $\sim 500 \text{ meV}^{270}$, an energy corresponding to a temperature of $\sim 5000 \text{ K}$. This energy difference reflects the tremendous driving force for the trimerization and the small likelihood of a displacive phase transition from the symmetry in the brim of the hat to a high-symmetry structure at the top of the hat. The amount of bipyramidal tilt and $R$ cation off-centring, described by the trimerization order parameter amplitude $Q$, see Fig. 7.1a-b, are fairly independent on the type of $R$ cation$^{155,289}$, and will always exist due to strong short range forces. Previous reports$^{266}$ and calculations presented in Chapter 4 show that strong out-of-plane $R$-$O_P$ bonds are the structural "glue", coupling the trimerization distortions of the cation sublattices. Further, these $R$-$O_P$ bonds are the main reason for the much higher cost associated with changing the trimerization amplitude $Q$ compared to the angle $\Phi$, deciding the structural flexibility.

The improper ferroelectricity means that the trimerization with order parameter $Q, \Phi$ does not alone lower the energy for the polar ground state. Coupling between only the amplitude $Q$ and the angle $\Phi$ will, in fact, create very
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![Diagram showing ferroelectricity and oxygen stoichiometry](image)

**Figure 7.1:** (a) Excerpt of the polar $P6_3cm$ structure with arrows showing the tilting of the trigonal bipyramids and its relation to the trimerization order parameter amplitude $Q$ and angle $\Phi$. (b) The Landau free energy including only the $Q$, $\Phi$ and their coupling terms breaking the symmetry towards anti-polar $P3c1$. (d) All terms including $Q$, $\Phi$, $P$ and a negative coupling term between $P$ and $Q$, reversing the coupling between $Q$ and $\Phi$ to give the polar hettotype $P6_3cm$.

shallow minima in the brim at angles corresponding to the anti-polar structure, see Fig. 7.1c. Deeper minima and improper ferroelectric distortion only emerges when the $Q, \Phi$ of the trimerization $K_3$ mode couples to the polarization $P$ of the $\Gamma^-_2$ mode, see Fig. 7.1d. The coupling induces a shift of the $R$ cation layers along $c$ with respect to the MnO layers.

As with the trimerization, the driving force for ferroelectricity and energy lowering of the polar phase relative to the antipolar phase is largely dependent on the interactions between the R cations and oxygens. The geometric ferroelectric distortion effectively optimizes two out of three $R$-$O_p$ bonds. The interaction between $R$ and $O_p$ probably has contributions from both ionic and covalent bonding, and pure steric effects due to crystallographic packing of electronegative ions of different size. The effect of $R$ cation on the trimerization angle $\Phi$ has been studied previously. Y stabilizes the polar structure, possibly due to its electropositivity and highly ionic bonds to the surrounding O. For less ionic $R$ cations, such as In in InMnO$_3$, the $R$-$O$ bond has more covalent character.
possibly reducing the driving force towards the polar structure. Hence, the compound can be stabilized in both the polar $P6_3cm$ and the antipolar $P\bar{3}c1$ structures due to very similar energies of formation. For this reason, InMnO$_3$ is expected to host fluctuations of the trimerization order parameter at even lower temperatures than YMnO$_3$. For the same reason, InMnO$_3$ has broader domain walls than YMnO$_3$ at low temperatures, and they are expected to broaden more upon heating.

The new insight on the structural flexibility and the importance of the R-O bonds can help to explain previous reports showing that oxygen deficiency both suppresses the trimerization and reduces the macroscopic polarization. The microscopic mechanism for this, presented in Chapter 5, shows that low concentrations of oxygen vacancies order at sites where they mainly cause changes of the trimerization angle, reducing the polarization without significantly reducing the trimerization amplitude. At the walls, the relevant Y-O$_P$ bonds are longer, and the structural flexibility is lower, hence increasing the formation enthalpy of the oxygen vacancies. At higher concentrations, the vacancies must order also at sites where they reduce the trimerization amplitude.

The results further shed light on how the delicate relationship between the polar and antipolar phases can be reversibly tuned. Cooled samples of InMnO$_3$ in air have been previously shown to become polar, while quenched samples become antipolar. The authors of the particular study suggested that the antipolar structure was kinetically stabilized, while the polar structure was the true ground state. The results on interstitial oxygen in Chapter 6, rather imply that oxygen excess might be the reason. Other studies have reported that interstitial oxygen increases the stability of the polar phase in InMnO$_3$, in line with these results. This implies that interstitial oxygen stabilizes the $P6_3cm$ structure and increases the local energy barriers in the hat. Despite of the walls having a symmetry closer to the anti-polar structure, the interstitial oxygen segregated to the neutral walls, presented in Chapter 6. It was shown that the increased stability at the walls was due to shorter Y-O$_i$ bonds, possibly because of the local strain field. The strain field associated with the 60° change in trimerization angle when crossing a domain wall, originates in the structural difference between the polar and antipolar phases, followed by an energy difference visualized as climbing over one of the local maxima in the hat. The larger the local barrier is, the larger the strain field is expected to be. The size of the barrier is determined by the coupling between the trimerization order parameter ($Q, \Phi$) and the polarization $P$. This coupling is still not fully understood, but as this
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work shows, understanding the R-O bonds is imperative.

Understanding the driving force for trimerization and polarization in the hexagonal manganites lays the foundation for future investigations on the structural and electronic properties in these materials. The structural flexibility, as described by the energy landscape of the order parameter, is of great importance for understanding the accommodation and migration of point defects.
Chapter 8

Conclusions and outlook

The local structure and structural coherence across the ferroelectric phase transition of h-YMnO$_3$ was investigated using high-energy neutron total scattering. The oxygen defect chemistry was investigated by experimental techniques and density functional theory, in order to reveal the microscopic mechanisms.

The structural flexibility, which is established at the unusual order-disorder phase transition, is strongly coupled to the oxygen defect chemistry of h-RMnO$_3$. Although the multivalent nature of manganese is the reason why oxygen point defects form in the Mn-O layers, the electropositivity of Y, and flexibility of the structure, described by trimerization order parameter, determines the defect positions within these layers. Further, the strain field at neutral domain walls reduces the flexibility of the trimerization angle and changes the lengths of the Y-O$_P$ bonds. This results in higher formation energy of oxygen vacancies at these walls. In contrast to the oxygen vacancies, interstitial oxygen enthalpy stabilizes the structure, leading to p-type conductivity. Segregation of interstitial oxygen to the neutral domain walls, further suggest that this point defect may be a source of conductivity at neutral domain walls.

Outlook

The unusual order-disorder transition in h-YMnO$_3$, presented in Chapter 4, is expected to apply for other hexagonal manganites. Compounds where the anomalous behaviour is expected to emerge at lower temperatures, can possibly make the study of the transition accessible with other experimental techniques. As
previously suggested in Chapter 7, the covalent bonding in h-InMnO$_3$, reducing the energy barriers in the Mexican hat potential, may induce order-parameter fluctuations at much lower temperatures than in h-YMnO$_3$. This should be studied further to investigate the coupling between electronegativity of the rare-earth cation and the improper ferroelectricity. Further, isovalent doping of the Mn may also serve as a route to understand these mechanisms, as have already been implied for substitution with Ga. More insight may also be gained by studying the analogous phase transition in hexagonal perovskite 2H-BaMnO$_3$. The ferroelectric phase transition in this material occurs at a much lower temperature of 130 K and will thus give a much lower trimerization amplitude.

The study of the domain and vortex formation in hexagonal manganites has provided the first system experimentally compatible with the Kibble-Zurek scaling-law to investigate the formation of cosmological strings beyond mean-field. The formation of the vortices when cooling through $T_C$ involves the condensation of the trimerization order parameter $Q, \Phi$. The vortex density has been shown previously to depend strongly on the cooling rate, and the type of $R$ cation. However, there are still open questions regarding the vortex density. In particular, the relationship between vortex density and type of rare-earth cation, has not been understood. The results in this thesis imply that oxygen vacancies can be important for the vortex formation, especially since some oxygen deficiency is likely at high temperatures. The formation energy of oxygen vacancies is expected to depend on the type of $R$ cation. High concentration of vacancies may impede the the onset of fluctuations, as they reduce the driving force for trimerization, as shown in Chapter 5.

The defect chemistry and especially simple tuning of oxygen non-stoichiometry in the hexagonal manganites makes these materials candidates for chemical design of ferroelectric domain walls. Although the types of defects, their charge compensation mechanisms, and potential for tuning domain wall conductivity is becoming more known, several parts of the puzzle are still missing before a functional device can be made. Firstly, future research in this field must aim to learn how the electrical properties can be tuned without destroying the mechanical integrity of the material and how the dominant charge carrier can be switched between electrons and electron holes. Secondly, it is also favourable if the conductivity can be turned off and on by applying an external field. This is the property of a memristor, or memory resistor, an electric circuit element where a hysteretic voltage-current dependence gives the possibility to write the logic states "0" and "1"(refs. 110, 112). Thirdly, the mobility of domain walls
interacting with point defects should be investigated more, as the possibility of moving the domain walls in the component is important.

The high concentration of excess oxygen in hexagonal manganites, makes them interesting for oxygen storage technology. Oxygen excess through interstitial oxygen ions give excellent ionic mobility, even in bulk, comparable to the best optimized state-of-the-art perovskite compounds used for oxygen storage and gas-separation techniques\textsuperscript{296–300}. In addition to excellent mobility, the oxygen can diffuse in and out at many hundred degrees lower than in the perovskites, suggesting tremendous possibilities for reducing the operational energy costs. This holds potential for a paradigm shift in oxygen storage and separation technologies. However, large chemical expansion follows the highly varying oxygen content, causing microscopic cracking and mechanical degradation. Tuning of the defect chemistry to reduce the anisotropic chemical expansion is one path to mend this problem, although only a few studies cover it\textsuperscript{301–305}. 
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Interstitial oxygen as a source of p-type conductivity in hexagonal manganites

Sandra H. Skjærvø1, Espen T. Wefring1, Silje K. Nesdal1, Nikolai H. Gaukås1, Gerhard H. Olsen1, Julia Glaum1, Thomas Tybell2 & Sverre M. Selbach1

Hexagonal manganites, h-RMnO₃ (R = Sc, Y, Ho–Lu), have been intensively studied for their multiferroic properties, magnetoelectric coupling, topological defects and electrically conducting domain walls. Although point defects strongly affect the conductivity of transition metal oxides, the defect chemistry of h-RMnO₃ has received little attention. We use a combination of experiments and first principles electronic structure calculations to elucidate the effect of interstitial oxygen anions, Oᵢ, on the electrical and structural properties of h-YMnO₃. Enthalpy stabilized interstitial oxygen anions are shown to be the main source of p-type electronic conductivity, without reducing the spontaneous ferroelectric polarization. A low energy barrier interstitialcy mechanism is inferred from Density Functional Theory calculations to be the microscopic migration path of Oᵢ. Since the Oᵢ content governs the concentration of charge carrier holes, controlling the thermal and atmospheric history provides a simple and fully reversible way of tuning the electrical properties of h-RMnO₃.
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Point defects are imperative to the functional properties of oxides used in electrochemical devices like solid oxide fuel cells, batteries and memristors. In contrast, point defects in general have a detrimental effect on physical properties of oxides for electronics, such as for example fatigue and domain wall pinning in ferroelectrics. As components are made smaller, the available length for point defects in materials to diffuse is made shorter. This reduces the time required for the point defect to diffuse through the samples compared with bulk materials, where they effectively freeze in. Understanding point defects in functional oxides thus becomes ever more important with decreasing component dimensions.

Rare earth ternary manganites with RMnO₃ stoichiometry are stable in the hexagonal manganite structure with space group P6₃mc (185) for R = Sc, Y and Ho–Lu. The structure consists of layers of five-coordinated Mn⁺⁺⁺ corner-sharing trigonal bipyramids separated by layers of Y³⁺⁺ in the ab-plane. The MnO₃ bipyramids are tilted in a pattern of trimers, while the Y₃⁺⁺ layers are displaced in opposite directions along the polar c-axis. A subtle shift of the trigonal bipyramid layer with respect to the Y₃⁺⁺ layer, caused by an improper ferroelectric transition at 1,250 K, is the origin of the ferroelectric polarization. The Mn⁺⁺ sublattice has a frustrated non-collinear antiferromagnetic order on a trigonal lattice, with a Neél temperature of 75 K (ref. 10).

Compared with the ternary ABO₃ perovskite oxides, the defect chemistry of h-RMnO₃ has received little attention. Oxygen vacancies in YMnO₃ have been studied, and large oxygen excess has been reported for h-RMnO₃. A (R = Y, Dy) with δ up to 0.35 for R = Dy. High levels of excess oxygen can cause development of secondary oxidized phases, which are easily detected experimentally. However, structural effects, energetics and kinetics of point defects in low concentrations have not been addressed. Excess oxygen is well known in perovskite manganites such as LaMnO₃. Since the perovskite structure is too close-packed for interstitial oxygen anions, excess oxygen is accommodated by cation vacancies: La₁₋ₓMn₁₋ₓO₃ (ref. 16). Oxidation of perovskite LaMnO₃ thus requires cation diffusion, which demands higher temperatures than anion diffusion.

Diffusion of oxygen in bulk YMnO₃ has been observed below 200 °C (ref. 14), making cation vacancy compensation highly unlikely. The layered h-RMnO₃ structure is however ~11% less dense than the corresponding orthorhombic perovskite structure, suggesting the possibility of interstitial oxygen. This is further supported by the observation that crystallization, which requires cation diffusion, of amorphous YMnO₃ only occurs above 800°C (ref. 17).

Here we investigate how excess oxygen in the form of highly mobile interstitial anions is accommodated in the hexagonal manganite structure, and demonstrate that this enthalpy stabilized point defect gives rise to the observed p-type conductivity in YMnO₃. This shows the importance of controlling the material’s thermo-atmospheric history and opens a new avenue for tuning the physical properties of hexagonal manganites.

Results

Oxygen stoichiometry and electrical conductivity. First we consider the effect of thermal and atmospheric history on the conductivity and oxygen stoichiometry of the prototypical hexagonal manganite YMnO₃. Thermoelectric power for a porous polycrystalline YMnO₃ bar was measured in O₂ and N₂ atmosphere, Fig. 1a. The Seebeck coefficient is positive for all temperatures in O₂ atmosphere, implying that p-type electronic conduction dominates, and a maximum is observed at 300°C. In N₂ atmosphere, the Seebeck coefficient is negative, implying conduction by electrons as majority charge carriers. The DC electrical conductivity of YMnO₃ in O₂ increases exponentially on heating from 100°C, as expected for a semiconducting oxide. However, the conductivity goes through a maximum value at 270°C, then decreases and stays relatively constant up to 420°C, from which the conductivity again increases exponentially. In N₂ atmosphere, the DC conductivity follows an exponential trend on heating, as expected for a semiconductor.

The observations in Fig. 1a is consistent with the chemical defect reaction:

\[
\frac{1}{2}O_2(g) + 2Mn^{3+} \rightarrow 2Mn^{4+} + O_2^-
\]

where O₂⁻ is interstitial O²⁻, and Mn³⁺ and Mn⁴⁺ on Mn lattice sites, respectively. Tetravalent Mn in oxidized YMnO₃ is Mn with localized electron holes: Mn⁴⁺ = Mn³⁺ + e⁻. Holes as the majority charge carrier is consistent with the positive sign of the Seebeck coefficient. The mobility of negatively charged interstitial O²⁻ is expected to be
orders of magnitude smaller than for holes, and this is addressed further below.

The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250 °C (ref. 14), which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the effects of decreasing carrier mobility. Charge compensating holes, above 250 °C, are counterbalanced by the loss of oxygen and charge compensate electrons would give a negative Seebeck coefficient.

DC conductivity measurements were then performed on isothermal change of atmospheres between O2 and N2. When the partial pressure of oxygen, pO2, is reduced by switching from O2 to N2 atmosphere, the oxygen excess decreases according to equation (1) and a relaxation towards a lower conductivity is observed in Fig. 1b. The initial conductivity is regained after changing the atmosphere back to O2, demonstrating the reversibility of reaction (1). The regained conductivity is similar for all isotherms, owing to the opposing effects of decreasing charge carrier mobility and increasing concentration as the temperature is reduced. The relaxation time before equilibrium is reached is highly temperature dependent, as expected for diffusion of oxygen into the lattice.

The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250 °C (ref. 14), which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the effects of decreasing carrier mobility. Charge compensating holes, above 250 °C, are counterbalanced by the loss of oxygen and charge compensate electrons would give a negative Seebeck coefficient.

The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250 °C (ref. 14), which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the effects of decreasing carrier mobility. Charge compensating holes, above 250 °C, are counterbalanced by the loss of oxygen and charge compensate electrons would give a negative Seebeck coefficient.

The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250 °C (ref. 14), which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the effects of decreasing carrier mobility. Charge compensating holes, above 250 °C, are counterbalanced by the loss of oxygen and charge compensate electrons would give a negative Seebeck coefficient.

The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250 °C (ref. 14), which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the effects of decreasing carrier mobility. Charge compensating holes, above 250 °C, are counterbalanced by the loss of oxygen and charge compensate electrons would give a negative Seebeck coefficient.

The peculiar thermal evolution of the electrical conductivity can be explained from the maximum oxygen stoichiometry observed at about 250 °C (ref. 14), which coincides with a maximum in electrical conductivity. The deviation in conductivity from the exponential behaviour of a semiconductor stems from the effects of decreasing carrier mobility. Charge compensating holes, above 250 °C, are counterbalanced by the loss of oxygen and charge compensate electrons would give a negative Seebeck coefficient.
is less than 0.1 Å relative to the perfect structure. A structural screening length can thus be estimated to 5.5 Å, corresponding to the second coordination shell of Oi, and is shown by a dotted line in Fig. 3c. Local charge compensation of Oi by two Mn4+ polyhedra mitigates the effect of Oi on the lattice. The short structural screening length implies that direct experimental detection of Oi is challenging.

The calculations also show that the non-collinear triangular magnetic order is only subtly affected by Oi (Supplementary Fig. 5). At the relevant temperatures for Oi transport, the material is paramagnetic and the properties are therefore not expected to be significantly affected by magnetic order. The relaxed structure is not affected by substituting the true non-collinear magnetic ground state structure with a synthetic collinear magnetic order.

Energetics of Oi. An essential thermodynamic quantity for point defects is the energy of formation. Using the formalism of Zhang et al.25 for neutral cells we can define the energy of formation, $E^f$, for interstitial oxygen as:

$$E^f = E_{\text{YMnO}_3} - E_{\text{YMnO}_2} - \mu_O,$$

(2)

where $E_{\text{YMnO}_3}$ and $E_{\text{YMnO}_2}$ are the total energies of oxidized and stoichiometric YMnO3, respectively, and $\mu_O$ is the chemical potential of oxygen. The formation energy for Oi in YMnO3 as a function of the chemical potential of oxygen is shown in Fig. 4a (See Supplementary Fig. 7 and Supplementary Methods for details on the thermodynamic stability region for bulk YMnO3). For $\mu_O = 0.21$, corresponding to air, the chemical potential of oxygen yields a negative formation energy at temperatures up to $\sim 900$ °C, which is well above the temperature were Oi becomes entropy destabilized, as seen from the experimental measurements in Fig. 1. However, it must be pointed out that the formation enthalpy for Oi is calculated in the dilute limit, while a finite concentration of Oi is necessary to detect mass changes by thermogravimetry. The consumption of the gaseous species O2 (g) in reaction (1) means that the entropy of this reaction is negative, hence the entropy contribution to the Gibbs free energy of (1) is positive. Given the negative enthalpy of reaction (1) from DFT, the Gibbs’ free energy of (1) becomes less negative with increasing temperature, gradually shifting (1) towards the left hand side where Oi leaves the lattice to form O2 molecules. The equilibrium concentration of Oi hence decreases with increasing temperature, in line with the results in Fig. 1, but in contrast to entropy stabilized oxygen vacancies which have a positive enthalpy of formation under conditions where the oxide is stable. In analogy to brownmillerite AB2O5 and perovskite ABO3, Oi in YMnO3 could be considered filled oxygen vacancies in the hypothetical compound Y3Mn3O10. With YMn2O6 as the reference state, vacant Oi sites would be oxygen vacancies, and thus conform to conventional point defect thermodynamics with positive enthalpies and entropies of formation. We note that the enthalpy of formation for Oi is expected to decrease progressively with increasing oxygen excess $\delta$ due to Oi–Oi repulsion and a gradual loss of the driving force for oxidation.

Migration of Oi. To investigate the ionic mobility of interstitial oxygen, migration paths for Oi between two stable positions were investigated by NPE calculations. Simple interstitial migration, with a calculated energy barrier of almost 6 eV (Supplementary Fig. 8a), is not likely to occur. In the interstitialcy mechanism, Oi pushes an adjacent planar oxygen into a neighbouring interstitial
Figure 3 | Structural distortions and screening length. (a) Relaxed geometry of the (002) plane of a 2 \times 2 \times 1 supercell of YMnO₃ with the perfect structure faded in the background for comparison. Y atoms above the (002) Mn–O plane are projected onto the plane. (b) Unrelaxed structure in upper left panel compared with relaxed structures around O_i in the three triple-well positions around the 2/3, 2/3, 1/2 position. The green arrows on O_i indicate the displacement towards the two Mn⁴⁺. Bond lengths between O_i and Mn are given in Å. (c) YMnO₃ with O_i (green sphere in the (002) Mn–O layer) viewed along the b-direction. (d) Apical and planar tilting angles of the trigonal bipyramids. O₁ and O₂; and O₃ and O₄ being apical and planar oxygens, respectively. (e) Displacements of ions with respect to the perfect structure as a function of distance from O_i. The red symbols represent atoms in the same Mn–O layer as O_i is positioned, the blue symbols represent the apical oxygens and the yttrium atoms closest to the Mn–O layer with O_i, and the green symbols show atoms in the adjacent Mn–O layers. The structural screening length is indicated by a vertical dotted line.

site, subsequently taking up a regular planar oxygen lattice position itself. The maximum energy along the minimum energy path is found when the distance between O_i and planar lattice oxygen goes through a minimum. When O_i nudges a regular oxygen at an O₃ site, (Fig. 4b) an energy barrier of 0.48 eV was found (Fig. 4c). A similar mechanism where O_i nudges a regular oxygen at an O₄ site resulted in a higher energy barrier of 0.62 eV (See Supplementary Fig. 8b,c for effect of magnetic order and Hubbard U). This is explained by Y₁ being closer to the moving O₃ (which is a trimerization centre) and O₃ in path 2 compared with the corresponding distance between Y₂ and the moving O₄ and O_i in path 1 (Fig. 4b) (See Supplementary Fig. 8e and f for illustration of bond lengths). Migration through path 2 will therefore be aided by Y₁ bonding to the two moving oxygen atoms, which is supported by the electronic density of states in Fig. 5d. An energy barrier was also estimated from the experimental TGA data by plotting time to oxidation as a function of annealing time in O₂ atmosphere, as shown in Supplementary Figure 8d. The Arrhenius-type relation gave an energy barrier of 0.55 ± 0.21 eV, in agreement with our DFT calculated values. For comparison, oxygen transport through vacancy diffusion in ABO₃ perovskites has an energy barrier in the range of 0.5–2.8 eV (ref. 26). See Supplementary Note 4 for more details about the migration barriers.

Functional properties. We now address the impact of O_i on the electronic properties. The introduction of O_i between three Mn (Fig. 3a) gives three edge-sharing octahedra. As these octahedra are strongly distorted, the crystal field experienced by the d-electrons of Mn coordination O_i does not change significantly compared with the trigonal bipyramidal crystal field in the perfect crystal. The most obvious change in electronic structure, in Fig. 5, caused by O_i is the appearance of a non-bonding defect state in the valence band mainly consisting of Mn⁴⁺ dₓ²−y² states and O₂ 2pₓ and 2pᵧ states. A fraction of the occupied Mn d states closest to the Fermi energy is lifted above E_F on inclusion of O_i as electron density is donated from Mn 3d to O 2p. The corresponding binding states are easily seen at the bottom of the valence band. Even though charge transfer is not complete, this can formally be regarded as the oxidation of Mn⁵⁺ to Mn⁶⁺, creating holes in the valence band and p-type electronic conductivity. The p-DOS of interstitial oxygen is very similar to that of planar oxygen, which is also coordinated by only Mn, while it differs significantly from the p-DOS of apical oxygen, which is coordinated by both Mn and Y. The highly localized character of the defect state in the band gap is characteristic for the electronic structure of an acceptor doped material, and direct experimental detection of O_i in low concentrations, by for example spectroscopic techniques, would be challenging. With increasing O_i concentration, the
defect state becomes less localized, as expected (See Supplementary Figure 9 for DOS and band structure of a 30 atom unit cell, YMnO₃). To address the impact of Oᵢ on the ferroelectric properties we calculated the spontaneous polarization ($P_S$) by the Berry phase method to 7.8 $\text{mC m}^{-2}$ for the perfect structure, and 7.2 $\text{mC m}^{-2}$ after inclusion of one Oᵢ in a 120 atom supercell. A simple point charge model gave 7.8 and 7.0 $\text{mC m}^{-2}$ for stoichiometric YMnO₃ and oxidized YMnO₃.04, respectively. Although the effect of Oᵢ on the spontaneous polarization is subtle, the charge compensating holes will raise the electrical conductivity and be detrimental to the macroscopic ferroelectric performance. However, in improper ferroelectrics like YMnO₃, charged domain walls (DW) display anisotropic conductance due to the accumulation of mobile charge carriers [27]. Interstitial oxygen with formal charge $\frac{1}{2}$ can screen the electrostatic field at head-to-head DWs, while charge compensating holes can screen tail-to-tail DW. Engineering point defect populations at DWs has great potential for tuning the properties of DWs as functional elements for electronics [28–31].

To summarize, we have shown that interstitial oxygen is the dominating point defect in YMnO₃ and the source of $p$-type electronic conductivity at ambient conditions. Intertitial oxygen is an enthalpy stabilized point defect, implying that YMnO₃ is not only metastable with respect to $\text{Y}_2\text{O}_3$ and YMn$_2$O$_5$, in accordance with the phase diagram [32], it is also metastable with respect to oxidation towards the limiting case of $\text{Y}_3\text{Mn}_3\text{O}_{10}$. A bulk YMnO₃ sample will however not oxidize completely at ambient conditions; the diffusion length is too large compared with the relatively low ionic mobility at room temperature. However, at the nanoscale, in thin films and at surfaces, oxidation will occur spontaneously also at ambient conditions. This emphasizes the necessity and potential which lies in controlling the thermal and atmospheric history of hexagonal manganite materials in order to tailor the point defect population, charge carrier concentration and physical properties.

Figure 4 | Energetics and kinetics. (a) Defect formation energy of Oᵢ in a 2x2x1 supercell of YMnO₃ as a function of chemical potential of oxygen. (b) Subsequent migration paths of Oᵢ (green, then yellow and finally blue) through an interstitialcy mechanism nudging first a planar lattice oxygen at an O4 site (path 1) and then a planar lattice oxygen at an O3 site (path 2). The hopping of holes ($h^+$) between Mn sites are shown by grey arrows. (c) The migration energy barriers for path 1 (nudging an O4) and path 2 (nudging an O3) as functions of the relative reaction coordinate, $\zeta$.

Figure 5 | Electronic structure. (a) Total electronic density of states (DOS) for a perfect 120 atom YMnO₃ cell and a 121 atom cell of YMnO₃ with one Oᵢ (YMnO₃.04). (b) Atomic DOS showing the $d$ states for Mn$^{3+}$ and Mn$^{4+}$ coordinating Oᵢ compared with Mn$^{3+}$ $d$ states in a stoichiometric cell. (c) Atomic DOS showing the $p$ states of Oᵢ compared with $p$ states for apical and planar oxygens in a stoichiometric cell. (d) Atomic DOS showing the $d$ states of the closest $Y1$ and $Y2$ to Oᵢ compared with the average $Y$ $d$ states in a stoichiometric cell.
Methods

Experimental. Bulk YMnO₃ powder was prepared by firing pressed pellets of dried and mixed Y₂O₃ and MnO₂ twice for 24 h at 1,300 °C in air. Porous polycrystalline bars with a density of 4% were sintered from phase pure YMnO₃ powder with 20% carbon black as a pore filler for 2 h at 1,500 °C in air and scanning electron micrographs of the fracture surfaces of the porous bars are given in Supplementary Fig. 10. Porous bars were used to increase the total surface area accessible to oxygen surface exchange. Four-point electrical conductivity measurements were performed on a porous polycrystalline bar in flowing O₂ and N₂ (ref. 33). Impedance spectroscopy measurements (Novocontrol, NorskoelektrohjelmTechnologier) were conducted within a temperature range from 30 to 350 °C on disc shaped samples using frequencies between 11 Hz and 1 MHz. Before measurement the samples were annealed in flowing oxygen resp. nitrogen for 24 h at 350 °C. Thermogravimetry (TGA) was done with a Netzsch STA 449C Jupiter in flowing N₂ and O₂ on nanoparticles with d_{50}=49-4 mm (ref. 17). Seebeck coefficients were measured at 200–500 °C in flowing O₂ and N₂ with a ProboStat setup (NorECs AS) on a porous bar in a vertical tubular furnace34. More details on the synthesis and characterization can be found in Supplementary Methods.

Computational. Density functional theory calculations were performed with the VASP35,36 code and the spin polarized GGA + C2 implementation of Dudarev37 with the PBEsol functional38. A Hubbard U of 5 eV was applied to Mn d orbitals in order to reproduce the experimental band gap20 and lattice parameters40. The projector augmented wave41 method was used treating Y(4s4p4d,5s6p), Mn(3d3s2p), and O(2p2s) as valence electrons and a plane-wave cutoff energy of 500 eV. Brillouin zone integration was done on a Γ-centered 4 × 4 × 2 mesh for the 30 atom unit cell and with the number of k-points reduced accordingly for supercells. The non-collinear magnetic structure was approximated by a frustrated collinear antiferromagnetic (F-AFM)42 order in most of the calculations, which does not give significantly different results from calculations with the true non-collinear magnetic order. Geometry optimisation was done until the forces on the ions were below 0.005 eV Å⁻¹ for 121 atom cells and 0.02 for 541 atom cells. The reducing and oxidizing limit for the chemical potential of oxygen varied from 1.9 eV. The defect formation energy of O_i was 0.03 eV lower than O_2⁺. The defect formation energy of O_i was 0.03 eV lower than O_2⁺. The defect formation energy of O_i was 0.03 eV lower than O_2⁺. The defect formation energy of O_i was 0.03 eV lower than O_2⁺.

Data availability. The data that support the findings of this study are available from the authors on reasonable request.
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Supplementary Figure 1: AC conductivity, $\sigma'$, measured on an YMnO$_3$ polycrystal between room temperature and 350 °C in air. The measurement frequencies ranged from 1 Hz to 1 MHz. The results for $f = 1.3$ kHz are shown for illustration. The left hand panel depicts the result for a sample annealed in flowing O$_2$, the right hand panel for a sample annealed in flowing N$_2$. In both cases the heat treatment was conducted for 24 hours at 350 °C prior to measurement.
Supplementary Figure 2: a) High temperature X-ray diffraction (HTXRD) of nanocrystalline YMnO$_3$ upon one heating and cooling cycle in O$_2$ between 50 and 500 °C plotted on linear scale, and b) lattice parameters, $a$ and $c$ extracted from the measurements of two heating and cooling cycles, showing that interstitial oxygen is incorporated into the lattice, causing anisotropic chemical expansion. No evidence of secondary phases could be seen for any of the temperatures in the 2θ range between 26 and 72°.
Supplementary Figure 3: a-h) Potential energy surface (PES) mapping of several planes in a 2x2x1 supercell (excerpt of only the unit cell) of YMnO₃. i) Unit cell showing the crystallographic planes that were mapped.
**Supplementary Figure 4: Energetic asymmetry of the O₅ triple well.** Defect formation energies of O₅ in the three triple well positions calculated with the F-AFM and A-AFM order, comparing contributions from magnetism and structural trimerization.

**Supplementary Figure 5: Effect of O₅ on true non-collinear magnetic order.** Static calculations with Hubbard $U = 5$ eV and the true non-collinear order of structurally relaxed cells with O₅. **a)** stoichiometric cell, and **b-d)** defective cells with O₅ relaxed in one of the three triple well positions.
Supplementary Figure 6: Polaron hopping barrier. Energy barrier as a function of the relative reaction coordinate for moving O, and the charge compensating electron holes from one site in the triple well to another. The blue arrows show the collinear frustrated antiferromagnetic (F-AFM) order used in the calculations. The apparent energy difference in the start and end configuration is caused by the energy asymmetry of the triple well.

Supplementary Figure 7: Phase equilibrium triangle showing the phase equilibria which determine the phase stability of h-YMnO₃. The green areas show the phase equilibria which were used to define the stability region of YMnO₃.
Supplementary Figure 8: Migration barriers for O, a) Energy barriers for migration by interstitialcy mechanism (nudging O3 or O4) compared to an interstitial mechanism as a function of relative reaction coordinate, $\xi$. b) Calculated energy barriers for migration of interstitial oxygen interstitialcy mechanism comparing the effect of on-site Coulomb repulsion by Hubbard $U = 0$ eV and $U = 5$ eV. c) Calculated energy barriers for interstitialcy migration through O3 comparing the effect of the magnetic orders frustrated antiferromagnetic (F-AFM) with or without spin flipping and A-type antiferromagnetic (A-AFM). d) Time to 95% oxidation of nanoparticles as a function of temperature from thermogravimetric isotherms. The inset shows the data in an Arrhenius-type plot used to extract energy barrier for diffusion. e) Bonds between Y2 and the moving oxygens in the middle of path 2. f) Bonds between Y1 and the moving oxygens in the middle of path 1.
Supplementary Figure 9: Electronic structure. a, Total electronic density of states (DOS) per formula unit for perfect YMnO$_3$ and a 30 atom cell of YMnO$_3$ with one O$_1$ (YMnO$_{3.16}$). b, Atomic DOS showing the d states for Mn$^{3+}$ and Mn$^{4+}$ coordinating O$_1$ compared to Mn$^{3+}$ d states in a stoichiometric cell. c, Atomic DOS showing the p states of O$_1$ compared to p states for apical and planar oxygens in a stoichiometric cell. d, Electronic band structure of a stoichiometric 30 atom unit cell compared to a 30 atom unit cell with one O$_1$.

Supplementary Figure 10: SEM images of the fracture surface of a porous polycrystalline YMnO$_3$ bar.
Supplementary Figure 11: Effect of supercell size on defect formation energy. Defect formation energy as a function of defect-defect distance illustrating the effect of supercell size.
**Supplementary Note 1:** Mapping the energy landscape of interstitial oxygen

Potential energy surfaces (PES) were determined by mapping the energy landscape of the Oᵢ position in several lattice planes by static DFT calculations. Seven different lattice planes were mapped, as shown in Supplementary Figure 3 a-g along with a unit cell with the corresponding lattice planes, panel i. The most stable positions of Oᵢ was found to be between three Mn in the Mn-O planes at \( z = 0 \) and \( 1/2 \), which, due to symmetry, results in 6 equivalent possible sites for Oᵢ in the \( P6₃cm \) unit cell, \((1/3, 1/3, 0), (2/3, 0, 0), (0, 2/3, 0), (2/3, 2/3, 1/2), (1/3, 0, 1/2) \) and \((0, 1/3, 1/2)\), as illustrated by green circles in the (002) plane in the figure. An excerpt around the most stable position in the (2 0 0) plane was mapped more thoroughly, panel h, and revealed an asymmetric triangular energy landscape. This shows how forces between the Oᵢ and the three Mn³⁺ eventually leads to a triple well which Oᵢ can relax into and oxidize two of the Mn³⁺ to Mn⁴⁺.

The six equivalent positions for Oᵢ do not correspond to high-symmetry positions in the \( P6₃cm \) space group and the presence of a single Oᵢ without structural relaxation, reduces the symmetry to monoclinic Cm.¹ A fully oxidized structure YMnO₃.33 with one Oᵢ in each Mn-O layer lowers the symmetry to Cc or Cmc₂₁ depending on which sites the two Oᵢ occupy.

**Supplementary Note 2:** Energetic asymmetry of the Oᵢ triple well

Depending on which two Mn³⁺ are oxidized to Mn⁴⁺ by Oᵢ, the Oᵢ can relax into one of three positions. The origin of the energy asymmetry of this triple well is caused by the characteristic trimerization pattern of the structure and magnetic order. As seen in Supplementary Figure 4, the Oᵢ favours to relax in the [110] direction, which is towards a trimerization center, an O3 atom, towards which the surrounding trigonal bipyramids are all tilting towards or away from. This position results in an Y1-Oᵢ bond length which is shorter than the corresponding Y2-Oᵢ bond length in the two other positions. The magnetic order follows the trimerization pattern and emphasizes the energy asymmetry. In most calculations, the non-collinear magnetic structure² was approximated by a synthetic collinear frustrated anti-ferromagnetic (F-AFM) ordering, and this simplification gives an additional unwanted contribution to the asymmetry. The F-AFM order is believed to create stronger electron repulsions than the true non-collinear spin and creates an additional asymmetry in the structure. If the F-AFM order is not set in a way which preserves the structural symmetry of the triple well, additional local minima can trap Oᵢ and the structure distorts unphysically.

The F-AFM order should be set so the most favoured triple well position is in the direction of two Mn with equal spin. Setting an A-type antiferromagnetic (A-AFM) order also results in the same triple well asymmetry, but not as pronounced. It is believed to give even smaller electronic repulsion than the true non-collinear magnetic order. Attempts of calculating the defect formation energies in the triple well with non-collinear magnetic order failed due to VASP not being able to reproduce the true non-collinear magnetic ground state. In conclusion, the most favoured Oᵢ triple well position causes minimal and more symmetric distortion of the surrounding bipyramids.
Nudged elastic band calculations between the different sites in the triple well show that the energy barrier for displacing the O$_i$ between different Mn pairs is 0.29 eV, as shown in Supplementary Figure 6. The barrier is found to be mainly determined by electron transfer between Mn$^{3+}$/Mn$^{4+}$, including spin flipping because of the synthetic collinear frustrated antiferromagnetic (F-AFM) order, and can thus be seen as the barrier for polaron hopping. The high energy barrier suggests that the electron holes will be localized in the whole temperature stability range of O$_i$ in the $P6_3cm$ structure. When the on-site Coulomb potential is reduced by not setting a Hubbard $U$ ($U = 0$ eV), the energy barrier is reduced by 0.06 eV.

The interstitial oxygen can migrate through the structure by an interstitialcy mechanism nudging a lattice oxygen O$_3$, with an energy barrier of 0.48 eV as shown in Supplementary Figure 8a and b. The O$_3$ can also migrate through a similar mechanism nudging a lattice oxygen O$_4$ instead, but this gives a higher migration barrier of 0.62 eV. We expect all the calculated barriers to be slightly higher than in reality due to the synthetic collinear magnetic (F-AFM) order which can give larger repulsion between the electrons than in the paramagnetic state. Diffusion through this interstitialcy mechanism is highly favoured over a pure interstitial mechanism where the O$_i$ migrates alone out of the Mn-O plane, shown in Supplementary Figure 8a. The structural effects of the O$_i$ are well screened, mainly due to the high structural flexibility of the trigonal bipyramids. Since they are not rigid polyhedra, the introduction of an O$_i$ is structurally screened by changing the bond angles of the polyhedra, rather than rotating the polyhedra. As the O$_i$ passes by the Mn atoms in the migration path, the tilting of the nearest trigonal bipyramids is reduced.

The migration path of O$_i$ was analyzed using the nudged elastic band method as implemented in VASP with five intermediate images. A Hubbard $U = 5$ eV was used because it described the nature of the localized electron holes better and thereby also capturing the polaron hopping as one of the main contributions to the energy barrier. Test calculations with $U = 0$ eV gave on average 0.07 eV lower energy barriers, as seen in Supplementary Figure 8b, but the calculations suffered from slower convergence due to charge sloshing and often less physical results.

Our calculations show that a frustrated antiferromagnetic (F-AFM) order gives energy barriers which are in accordance with experimental energy barriers, both for migration of O$_i$ and polaron hopping. Setting an A-type antiferromagnetic (AFM) order gave on average 0.27 eV lower energy barrier. This magnetic order gives equal spin direction for all the Mn within the same layer and a much smaller bandgap, which is believed to be the cause of the lower barrier. The F-AFM order was set in such a way that spin flipping on Mn ions did not occur during migration of O$_i$, in order to isolate the effect of only migration. Test calculations where spin flipping occurred during migration gave 0.14 eV higher energy barrier, Supplementary Figure 8c.
The migration energy barrier was also obtained from the thermogravimetric isothermal data in O2, by plotting the time to 95% oxidation as a function of temperature shown in Supplementary Figure 8 d. Plotting \( t^{-1} \) as a function of the inverse temperature gave a linear Arrhenius-type behaviour following \( \frac{1}{t} = Ae^{-E_a/AT} \). The slope of the line gave an energy barrier of \( E_a = 0.55 \pm 0.21 \) eV, which is comparable to the calculated energy barrier of 0.48 eV.
**Supplementary Methods**

**Thermodynamic stability region for h-YMnO₃**

The stability of a compound with respect to its related binary or ternary compounds is dependent on the chemical potential of oxygen in the surroundings. For instance, at reducing conditions, YMnO₃ can decompose to MnO (s), Y₂O₃ (s) and O₂ (g), but the particular chemical potential of oxygen when this occurs, is not so easy to calculate directly, as the chemical potential of a gaseous species is not well defined at 0 K. Instead we calculate the ground state energies of all the solid compounds in the related chemical reaction, and extract \( \mu_O \) as the only unknown. All the phase equilibria which determine the stability region of h-YMnO₃ are presented in Supplementary Figure 7. Each area of the triangle corresponds to values of the chemical potentials for all three elements, \( \mu_Y \), \( \mu_{Mn} \) and \( \mu_O \). Calculations of \( \mu_O \) from all the areas provide the range in which \( \mu_O \) can vary. The oxidizing and reducing limits were found to be determined by the chemical reactions given below. Chemical equilibria with elemental Y and Mn are omitted.

Reducing conditions:

\[
3\text{MnO} + \frac{1}{2} \text{O}_2 (g) \rightleftharpoons \text{Mn}_3\text{O}_4 \quad \mu_O = \mu_{\text{Mn}_3\text{O}_4} - 3\mu_{\text{MnO}} = -7.1 \text{ eV}
\]

Oxidizing conditions:

\[
4\text{YMnO}_3 + \frac{1}{2} \text{O}_2 (g) \rightleftharpoons \text{Y}_2\text{O}_3 + 2\text{YMn}_2\text{O}_5 \quad \mu_O = \mu_{\text{Y}_2\text{O}_3} + 2\mu_{\text{YMn}_2\text{O}_5} - 4\mu_{\text{YMnO}_3} = -1.9 \text{ eV}
\]

**Materials synthesis**

YMnO₃ powder was prepared by solid state reaction between Y₂O₃ (Alfa Aesar >99.9%) and MnO₂ (Sigma-Aldrich, >99%). The powders were dried overnight at 500 °C before weighing and mixed in ethanol in a mortar. Uniaxially pressed pellets were fired twice for 24 hours at 1300 °C in air with intermediate grinding and heating and cooling rates of 200 °C h⁻¹. Phase purity was confirmed by XRD between each heating step. Powder for sintering porous polycrystalline bars for electrical conductivity and Seebeck measurements were prepared by mixing phase pure YMnO₃ powder with 20 wt% carbon black (Merck) followed by ball milling for 4 hours in ethanol with yttrium stabilized zirconia milling balls. Green bodies were isostatically cold pressed at 200 MPa in a Painan Autoclave Engineers CIP and 1 wt% binder of cellulose acetate (Aldrich) dissolved in acetone was added to improve the green body strength. The porous polycrystalline bars were sintered for 2 hours in air at 1500 °C after a binder burn-off step at 435 °C and polished to dimensions of 15 x 5 x 5 mm. The density of the bar was measured by the Archimedes method⁴ to be 43 %. A representative fracture surface of a polycrystalline porous bar is shown in Supplementary Figure 10. Scanning electron microscopy of the fracture surface was done with a Hitachi S-3400N.
Materials characterization

Four-point electrical conductivity measurements in O₂ and N₂ (Yara Praxair, 5.0) atmospheres were performed with a home-built instrument described elsewhere 5. Platinum paste was applied to the interface between the platinum electrode wires and the sample and heated in situ to 1000 °C to ensure good electrical contact. The conductivity σ was calculated from the equation \[ \sigma = \frac{I d}{AV} \] where \( I \) is the current, \( d \) is the distance between the electrodes, \( A \) is the sample cross section area and \( V \) is the measured voltage drop between the electrodes.

In situ heating and cooling was done with 1 °C min⁻¹. Thermogravimetric measurements were done on YMnO₃ nanoparticles 6 with \( d_{XRD} = 49±4 \text{ nm} \) used for electrical conductivity measurements with a Netzsch STA 449C Jupiter in flowing N₂ and O₂ (Yara Praxair, 5.0). For both the conductivity and thermogravimetric measurements, the sealed system for conductivity measurements could not be evacuated between the changes of atmosphere. Thus, the exact \( p_{O_2} \) in N₂ atmosphere is not known exactly, but estimated to be in the range of \( 10^{-4}-10^{-5} \). Seebeck-coefficients (\( Q \)) were measured at 400, 350, 300, 250 and 200 °C in O₂ (Yara Praxair, 5.0) using a ProboStat™ setup (NorECs AS) on a vertically aligned polycrystalline porous bar (radius 3 mm, length 12 mm) in tubular furnace. Two S-type thermocouples (20-25 °C) were used to measure the temperature gradient and the voltage across the sample was measured with Pt-electrodes.

Impedance spectroscopy measurements (Alpha-A analyzer combined with Novocontrol furnace, Novocontrol Technologies) were conducted on disc shaped samples with sputtered gold electrodes. Samples were subjected to two temperature cycles from 30-350 °C with a heating rate of 2 °C min⁻¹. Frequency sweeps covering a range from 1 Hz and 1 MHz were conducted continuously during the temperature cycles. Prior to measurement, the samples were annealed in flowing oxygen resp. nitrogen for 24 hours at 350 °C.

For the purpose of confirming oxygen incorporation into the lattice in the relevant temperature interval we have instead performed high temperature X-ray diffraction with in-situ change of atmosphere on YMnO₃ nanoparticles with an average size of 25 nm. The measurements were performed in-house with a Bruker D8 Advance diffractometer with Cu Ka radiation and 20 second collection time per degree from 26 to 72° 2θ, mapping the evolution of the 004 and 112 Bragg reflections. The lattice parameters \( a \) and \( c \) upon heating and cooling in O₂ atmosphere were extracted by fitting the \( d \)-spacing of the 004 and 112 Bragg reflections to Lorentzian peak shapes.

Computational details

The effects of interstitial oxygen were modeled using 2x2x1 unit cells of 121 atoms and 3x3x2 unit cells of 541 atoms with the number of \( k \)-points reduced accordingly. A 2x2x1 supercell was found to be sufficiently large as it provided a small defect-defect interactions compared to the computational cost, as seen in Supplementary Figure 11 where the defect formation energy for neutral cells is calculated for three cell sizes. No significant change in ferroelectric polarization was found for increasing the cell size from 121 to 541 atoms.
Charge neutral cells were used for the simulations due to the relatively high concentration of O$_i$ in a 120 atom cell, and because, unlike conventional semiconductors, high defect concentrations are observed experimentally. Simulations with cells of charge -1 and -2, where electrons were artificially added to avoid charge compensating oxidation of Mn$^{3+}$ to Mn$^{4+}$, gave the same results as neutral cells with respect to the position of O$_i$.
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The improper ferroelectricity in YMnO3 and related hexagonal manganites is known to cause topologically protected ferroelectric domains that give rise to rich and diverse physical phenomena. The local structure and structural coherence across the transition, however, are not well understood. Here we reveal the evolution of the local structure in multiferroic YMnO3 using a combination of neutron total scattering and first-principles calculations. We find that, at room temperature, the local and average structures are consistent with the established ferroelectric P63/mmc structure. On heating, both local and average structural analyses show striking anomalies consistent with increasing fluctuations of the order parameter angle from \( \sim 800 \) K up to the Curie temperature. The result is an unusual local symmetry lowering on heating which was previously misinterpreted as a second structural phase transition. This local symmetry breaking persists into the high-temperature paraelectric phase, constituting an unconventional type of order-disorder transition.

The hexagonal manganites, h-RMnO3 (R = Dy-Lu, In, Y or Sc) are multiferroics in which the spontaneous ferroelectric polarization emerges from coupling to a rotational distortion that drives a polar shift of the \( R \) cations relative to the Mn-O sub-lattice. The improper nature of the ferroelectricity results in unusual ferroelectric domain structures in which topological protection of the domain wall intersections causes fundamentally and technologically interesting physical properties ranging from early universe analogues [1–3] to nanoscale conducting channels [4–11]. In spite of multiple studies, the evolution of the polarization with temperature has not been explained on a microscopic level. In particular, studies based on powder neutron [12, 13] and X-ray [13–18] diffraction have been unable to fit the structural data within standard models. This has led to a range of reported \( T_C \) values and also proposals of two distinct structural phase transitions [12–16], although it is now accepted that there is a single structural transition with the measurable polarization emerging at lower temperatures [19–23].

The high-temperature paraelectric aristotype structure of h-RMnO3 displays P63/mmc symmetry. This structure has corner-sharing MnO6 trigonal bipyramids separated by planes of Y\(^{3+}\) coordinated by eight oxygens (Fig. 1a). At the symmetry-lowering phase transition at \( \sim 1250 \) K, the unit cell triples as a non-centrosymmetric, but zero-polarization zone-boundary \( K_3 \) mode condenses [24]. The distortions at the transition are described by a two-dimensional order parameter \(( Q, \Phi \)) corresponding to the amplitude, \( Q \), and the angle, \( \Phi \), of the \( K_3 \) mode [20]. Depending on the order parameter angle, corresponding to the tilting direction of the bipyramids and out-of-plane displacement pattern of the Y cations, the symmetry of the system will be lowered to one of three hettotype space groups. If the tilt angle corresponds to \( \Phi = n \pi /2 \), where \( n = 0, 1,..., 5 \), the system belongs to the polar hettotype with \( P63/mmc \) symmetry (AP, Fig. 1c). If \( \Phi = \pi /2 \), the system belongs to the antipolar hettotype with \( P3c1 \) symmetry (AP, Fig. 1c), while all other angles lead to the intermediate \( P3c1 \) symmetry (IM, Fig. 1d). The ground state of the system is the polar \( P63/mmc \) (P), in which a polarization of around \( \sim 6 \mu C \text{ cm}^{-2} \) at room temperature is induced through coupling of the \( K_3 \) mode to a polar \( \Gamma_7 \) mode which causes a shift of the Y atoms towards the Mn-O layers. The resulting \( \bar{P} \) symmetry of the configuration space causes the unusual six-fold ferroelectric domain patterns characteristic of the h-RMnO3 [25]. The energy landscape, calculated by following methods described by Artyukhin et al. [20], resembles a Mexican hat with six minima in its brim (Fig. 1b).

This established model of the Mexican hat Landau free energy (Fig. 1b) describes the average symmetry evolution of the system reduced to the degrees of freedom given by the order parameter, but does not address the underlying microscopies. In particular, whether the transition mechanism is closer to the displacive (order parameter goes to zero both locally and on average at \( T_C \)) or order-disorder (local order parameter conserved) limit is not established.

Here we present a description of the local atomic structure of h-YMnO3 from ambient temperature to 1373 K, above the ferroelectric \( T_C \) of \( \sim 1250 \) K. We combine pair distribution function (PDF) analysis of neutron total scattering data with conventional Rietveld refine-
FIG. 1. Structures of RMnO$_3$ phases. a, The high symmetric $P6_3/mmc$ (H) aristotype structure with purple Mn-O$_5$ bipyramids and blue-green $R$ cations. b, The Landau free energy of the hexagonal manganites, resembling a Mexican hat, with the aristotype structure (H) at the top of the peak. In the brim of the hat the polar $P6_3cm$ (P), antipolar $P3c1$ (AP) and intermediate $P3c1$ (IM) hettotypes occur at the minima, maxima and intermediate regions, respectively. c-e, Y corrugations (top), bipyramidal tilting directions (middle), and the definition of apical and planar tilting angles (bottom) in the three hettotypes; Wyckoff sites for the three hettotypes are labeled; Symbols / and o denote atoms aligned in the $c$ direction. For the polar $P6_3cm$, $\Delta Y$ denotes the distance in $c$ direction between Y1 and Y2. The angle between O1 and O2 and the $c$ axis defines the apical tilt, $\alpha_A$, and is a direct measure of the order parameter amplitude $Q$. The plane through the three in-plane oxygens (one O3 and two O4) relative to the $ab$ plane define the planar tilt angle, $\alpha_P$, and is related to both the order parameter amplitude $Q$ and angle $\Phi$.  

ment to probe structural coherence, and to distinguish short range from average long-range order. Our main findings are that the average and local structure evolve consistently up to $\sim$800 K, with smoothly decreasing distortions, while between $\sim$800 K and $T_C$, the average and local structures diverge progressively, leading to a local symmetry lowering upon heating. Above $T_C$ the average structure is paraelectric $P6_3/mmc$, whereas the local structure cannot be described by a single space group. Our findings are consistent with a model in which fluctuations of the order parameter angle increase on heating until, from $\sim$800 K, much of the system occupies intermediate-angle low-symmetry states in the brim of the Mexican hat. As $T_C$ is approached, the extent of fluctuations increases, leading to an unconventional type of order-disorder transition. These
two key discoveries – the unconventional order-disorder transition and symmetry lowering fluctuation region below $T_C$ – reconcile the previous literature inconsistencies.

**Extraction of the order parameter**

The displacement pattern in h-$(\text{FMnO}_3$ from the paraelectric structure $P\bar{6}_3/mmc$ (H) to its low-symmetry structure $P\bar{6}_3cm$ (P) is complex and involves all the atoms, as is shown in Fig. 1. In this work we relate the order parameter to three sets of atomic displacements. The first is the apical tilt angle of the apical oxygens (O1, O2) relative to the $c$ axis, $\alpha_A$, the second is the out-of-plane movement/corrugation of the yttrium ions $\Delta Y = (\gamma_1 - \gamma_2)$, and the third is the planar tilt angle, $\alpha_P$, defined as the angle of the plane through three planar oxygens (O3, O4) relative to the $ab$ plane. Note that the latter two are strictly defined only for $P\bar{6}_3cm$ symmetry (Fig. 1c) since a change in the order parameter angle $\Phi$ (Fig. 1d-e) breaks the symmetry of the Y2 and O4 sites and the corresponding planar tilt angles, such that $\alpha_P$ and $\Delta Y$ can no longer be calculated from the same Wyckoff sites.

**Average structure**

We performed spallation neutron diffraction of bulk samples to investigate the structure. Our reciprocal space diffraction data show that the (102) and (202) super-reflections of the $P\bar{6}_3cm$ structure disappear above $1223$ K, corresponding to the ferroelectric Curie temperature $T_C$ (Supplementary Fig. 1), in line with previous reports [12, 15, 18, 23]. Rietveld refinements, using the established average low-temperature structure space group model $P\bar{6}_3cm$ over the whole temperature range comply with previous findings [12]. We inspect the Rietveld refinements using refined lattice parameters $a$, $c$, the structural observables $\Delta Y$, $\alpha_P$, $\alpha_A$, atomic displacement factors $U$ and the fit residual $r_w$ (Fig. 2a-d).

In the low-temperature range between room temperature and $\sim 800$ K, the lattice parameter $a$ increases linearly, while $c$ decreases linearly. A linear contraction of $c$ and expansion in the $ab$-plane is expected for displacive untilting of the Mn-Ox polyhedra and Y ions approaching their high-symmetry positions. This is in line with the linear decrease of all manifestations of the order parameter in Fig. 2b. Atomic displacement factors $U$ increase linearly, as expected for uncorrelated atomic vibrations. The fit residuals decrease or stay flat for all space groups, as expected since fitting improves when the spectrum broadens.

In the intermediate temperature range between $\sim 800$K and $T_C$, the refinements become less stable, and we observe an anomalous non-linear evolution of the $c$ parameter. Refinements to a $P\bar{6}_3cm$ model show that while $\alpha_A$ and $\alpha_P$ go to zero, the value of $\Delta Y$ decreases only subtly and retains a finite value across $T_C$ (Fig. 2b). All three parameters are direct measures of the order parameter, as described in relation to Fig. 1, and as such they are expected to be correlated. This anomalous behaviour is also reflected in the refined atomic displacement parameters $U$ of Y and O becoming anti-correlated, Fig. 2c. The Mn $U$ increases rapidly with heating from 100 K below $T_C \sim 1250$K. Such anomalously behaving ADPs are signatures of structural disorder impeding refinements to a space group model which implicitly presumes long range order. Including additional degrees of freedom for the $U$ only marginally improved the fit. The anomalous behaviour is also reflected in the $r_w$, with an obvious jump at 800 K. Next we inspect the behaviour throughout and above the phase transition. Above $T_C$, $c$ exhibits close-to-zero thermal expansion over a $\sim 100$ K interval before it starts increasing. This plateau is inconsistent with a purely displacive phase transition, and indicates structural disorder. Similar plateaus are observed for $\alpha_A$, $\alpha_P$ and $\Delta Y$ (panel b). Studies of octahedral rotations in perovskites have also shown that a non-vanishing order parameter...
across a phase transition can be a sign of structural disorder [26]. This was also observed by Gibbs et al. [12] up to $T_C$. However, their data above $T_C$ were refined with a $P6_3/mmc$ model where $\Delta Y$ is fixed to zero, effectively enforcing a discontinuity at $T_C$. Atomic displacement factors $U$ of our own refinements to $P6_3/mmc$ can be found in Supplementary Fig. 2). Refinements above $T_C$ to the ground state polar $P6_3/cmm$ hettotype gave ~2% lower $r_w$ than for the high-symmetric $P6_3/mmc$ aristotype (H) and the antipolar hettotype $P3c1$ (Fig. 2d). The difference in $r_w$ at $T_C$ indicates that even though the material becomes paraelectric, the data is better fitted by the ferroelectric space group. However, as $P6_3/cmm$ has 11 structural degrees of freedom, while $P6_3/mmc$ has only 3, this could be due to over-parameterization at and above $T_C$.

Vanishing polyhedral tilting $\alpha_A$, $\alpha_P$ and a persistent $\Delta Y$ could indicate a scenario in which the structure has off-centered Y ions combined with untitled MnO$_6$ polyhedra. To test this possibility of sublattice disorder, we performed density functional theory calculations of the energy landscape for the separate ionic contributions. To test this possibility of sublattice disorder, we performed density functional theory calculations of the energy landscape for the separate ionic contributions. We found that it is energetically unfavourable for the Y ions to displace from their centrosymmetric positions if the planar oxygens (O$_{p}$) are fixed at their high-symmetry positions, that is if MnO$_6$ tilting is not allowed (Supplementary Fig. 3). This strong coupling between MnO$_6$ tilt and $\Delta Y$ indicates that sublattice disorder is unlikely and suggests that possible disorder involves both sublattices. This strong coupling between the sublattices lies in the fundamental importance of the Y-O$_p$ interaction in this structure [14].

The temperature for onset of the anomalies coincides well with the reported Ginzburg temperature for YMnO$_3$ [3]. Order-disorder transitions are known to have a fluctuation-dominated temperature regime extending far below $T_C$, enclosed by the Ginzburg temperature. In this temperature range, renormalized critical exponents for a 3D XY system are valid. The presented data show that the average structure has polar $P6_3/cmm$ symmetry below $T_C$, but anomalous ADPs and non-selfconsistent lattice parameters and order parameter components signify disorder not captured by a single space group model. Refinements to reciprocal space data, while indicative of the presence of disorder, do not provide sufficient information about the character of the local structure above $T_C$. The constant lattice parameter $c$ from $T_C$ to ~100 K above, non-vanishing Y corrugation ($\Delta Y$) across $T_C$ and $r_w$ for different space groups all show the need of a local structure sensitive method to probe the ferroelectric phase transition of h-RMnO$_3$.

Local structure investigation by PDF

In order to investigate the local structure, we performed pair-distribution function (PDF) analysis on the neutron diffraction data. The obtained temperature-dependent pair distribution functions, $G(r)$ shown in Fig. 3a display significant qualitative changes upon heating (detailed excerpt in Supplementary Fig. 4). To quantify the changes in the local structure we performed structural refinements in a range of $r = 1.5 - 12$ Å, which corresponds to one unit cell along the $a$ axis and two in the $ab$ plane. At low temperatures, the PDF measured at 298 K fits well with the polar ground state $P6_3/cmm$ (P) model, while $r_w$ with the antipolar (AP) $P3c1$ structure is significantly larger, Fig. 3b. Hence the $P6_3/cmm$ model fits consistently to the average and local structure at room temperature, as expected. When compared to the dataset collected at 1273 K (above $T_C$), we also find that the $P6_3/cmm$ provides a good fit, but importantly, $P3c1$ space group provides an equally good fit. The decreasing difference of fitting residual $\chi^2$ with increasing temperature between the two hettotypes would be consistent with the structure changing towards aristotype symmetry. However, in contrast to this, the fit to the aristotype $P6_3/mmc$ (H) model, as shown in Fig. 3d, is very poor, as neither the positions nor amplitudes of several $G(r)$ peaks could be reproduced. This poor fit to the aristotype model above $T_C$ in combination with the better fit of the hettotypes indicates that the order parameter is locally conserved and thus that the phase transition is strongly order-disorder in character. This is in agreement with the smoothly changing PDFs across $T_C$ (see Supplementary Fig. 5).

To further investigate the local structure further we extract structural parameters from refining the polar $P6_3/cmm$ model to the PDF data, as shown in Fig. 4. In the low-temperature region, lattice parameters obtained from PDF, Fig. 4a, follow the same thermal evolution as for the reciprocal space data in Fig. 2a. The different measures for the order parameter $\Delta Y$, $\alpha_P$ and $\alpha_A$ all decrease linearly (Fig. 4b), similarly to the same parameters from average structure refinements, Fig. 2b. Also the atomic displacement factors ($U$) are well-behaved (Fig. 4c) in this region. Thus, we conclude that within this temperature region, the amplitude $Q$ of the local tilt mode is reduced.

Between 800 K and $T_C$, the lattice parameters follow the same trend as in the average structure. For the order parameter we find that $\alpha_A$ decreases steadily with increasing temperature. The refined values for $\Delta Y$ and $\alpha_P$ become numerically unstable, indicating that the description of local structure by the $P6_3/cmm$ model is inadequate. This is also reflected in the anomalous behaviour of the local atomic displacement factors $U$, particularly $Y2$ and Mn exhibit anomalous upturns at elevated temperatures, see Fig. 4c. When crossing the critical temperature, we find again that the $c$ lattice parameter flattens out. In addition, all our measures of the order parameter in Fig. 4b show a clear softening of $Q$ approaching
FIG. 3. Pair-distribution function of YMnO$_3$ of the local structure. a, Temperature series of the measured $G(r)$ between room temperature and 1273 K from $r = 1.6$-30 Å. The $G(r)$ between $r = 1.6$-12 Å at 298 K fitted to the low-symmetric hettopes $P\bar{6}$_3cm (P) and $P\bar{3}c$1 (AP) with difference curves and overall fit residuals $\chi^2$ below. The polar hettotype fits the low-temperature data well. b, Measured $G(r)$ between $r = 1.6$-12 Å at 1273 K fitted to the high-symmetric aristotype $P\bar{6}$_3/mmc space group. Arrows indicate regions of particularly bad fits. The fit residuals below show that this paraelectric model does not fit to the high-temperature data. Fits of the PDF data for additional temperatures are given in Supplementary Figs. 6 and 7.

So far, we have established that the phase transition has a strong order-disorder character, since the order parameter never vanishes on the local scale. In addition, we show that refinements of the order parameter with the ferroelectric structure $P\bar{6}$_3cm (P) become worse, and unstable, when approaching the critical temperature. This is observed not only for the average structure, but also for the local structure. Disorder between the six discrete minima with polar hettotype symmetry $P\bar{6}$_3cm in the Mexican hat cannot describe the observed disorder, as this type of disorder would fit well to $P\bar{6}$_3cm on the local scale. Instead, we suggest a model where fluctuations of the order parameter angle $\Phi$ locally lower the symmetry from the polar space group (P) to the intermediate, but still polar $P\bar{3}c$1 (IM) space group. We investigate this by comparing fit residuals of refinements of the PDF data to the paraelectric aristotype ($P\bar{6}$_3/mmc) (H) and the two special symmetry hettopes $P\bar{6}$_3cm (P) and $P\bar{3}c$1 (AP).

FIG. 4. Local structure refinements. a, Refined lattice parameters for the $P\bar{6}$_3cm space group for $r = 1.6$-22 Å. b, Y corrugation, $\Delta Y$, planar $\alpha_P$ and apical $\alpha_A$ bipyramidal tilt angles and c, atomic displacement parameters $U$ from fitting the polar $P\bar{6}$_3cm hettotype model to the data between $r = 1.6$-12 Å with fixed lattice parameters shown in panel a. d, Fitting errors $\chi^2$ for fitting real space $G(r)$ between 1.6-12 Å for the polar $P\bar{6}$_3cm found at the minima and the nonpolar $P\bar{3}c$1 found at local maxima in the brim of the Mexican hat potential using fixed lattice parameters found from refinements between 1.6-22 Å. The grey vertical line at 1223 K shows the Curie temperature $T_C$, the line at 800 K shows the temperature where refinements become incoherent. Right inset shows the error of the two hettotypes compared to the non-polar aristotype ($P\bar{6}$_3/mmc).
fit residuals for the polar ground state $P6_3cm$ increases above $\sim700$ K. For well refined systems, fit residuals are expected to decrease with heating as thermal fluctuations broaden the data (see for example bulk FCC Ni in Supplementary Fig. 8). This unusual increase suggests that the polar phase (P) alone is not capable of explaining the PDF data on short length scales. This is further corroborated by the difference in fit residuals between the polar $P6_3cm$ (P) and antipolar $P3c1$ (AP) hettotypes. As seen in Fig. 4, the fit residuals of these hettotypes become more similar upon heating, finally merging at $T_C$, suggesting that there is no preference for either of the two hettotypes above $T_C$, and that all structures in the brim of the Mexican hat are equally likely to be observed locally above $T_C$. However, the $K_3$ distortion never vanishes on a local scale, as the paraelectric aristotype (H) has a much larger fit residual than the hettotypes (inset in panel d). Thus, above $T_C$ the structure will become a disordered mixture between all possible angles of the order parameter angle $\Phi$, accounting for the anomalies in Fig. 4b. When fluctuations of the order parameter $\Phi$ become observable in the neutron data, the Y2 and O4 site symmetries are broken (Fig. 1). This means that the structural refinements will become unstable for $\Delta \Phi$ and $\Delta \alpha_3$ above $\sim800$ K (Fig. 4b). The amplitude of the bipyramidal tilting angles ($\alpha_3$) on the other hand is well-defined for all symmetries in the brim of the hat, and thereby well-behaved in both reciprocal and real space refinements, as shown in Fig. 2b and 4b.

**Summary & Discussion**

We have presented a description of the ferroelectric phase transition in hexagonal YMnO$_3$ at different length scales. At room temperature, the symmetry of the system is ordered according to the six minima with $P6_3cm$ symmetry in the Mexican hat potential. Upon heating we find that the expectation value of the order parameter amplitude gradually decreases at all length scales. Above $\sim800$ K, we observe that the polar hettotype $P6_3cm$ structure fails to describe the local structure, and that the antipolar hettotype $P3c1$ describes the structure equally well at $T_C$. We can explain this by a local symmetry lowering upon heating, due to order parameter fluctuations.

We illustrate this behaviour in Fig. 5. Thermodynamically, the free energy can increase through thermal vibrations (phonons) or order parameter inhomogeneity. At low temperature (Fig 5a), the main entropy contribution is vibrational: The six distinct minima are well separated by energy barriers of around 100 meV, such that the system adopts one of the six ground states over a large spatial range. On heating, the amplitude $Q$ of the $K_3$ distortion is reduced (Fig. 2b and 4b), first reducing the energy barriers in the brim of the Mexican hat (Fig. 5b). In this regime, the system continues to adopt one of the six ground states, with increasingly large fluctuations in order parameter angle. Between $\sim800$ K and $T_C$, the minima become so faint, that all order parameter angles are accessible, although the system maintains its long-range order (Fig. 5c). Above $T_C$ (Fig. 5d), the order parameter remains locally non-zero, but long-range order is lost.

Our finding of the onset of structural fluctuations explains the previously reported anomalies in thermal expansion [15], conventional neutron diffraction [12], ferroelectric polarization [23] and quasi-elastic X-ray scattering [27] around $\sim800-900$ K. These anomalies are caused by a progressively increasing signal from regions with the low symmetry $P3c1$ structure. Our explanation of this unusual order-disorder transition reconciles previously reported anomalies at and above $T_C$. Our data exclude the picture of a second phase transition, as the symmetry breaking caused by the fluctuations is only on the local scale.

**Methods**

Bulk powder of YMnO$_3$ was prepared by firing uniaxially pressed pellets of dried and mixed Y$_2$O$_3$ (>99.99%, Aldrich) and Mn$_3$O$_4$ (>99%, Aldrich) twice for 24 h at 1573 K in air with intermediate grinding.

Neutron total scattering was performed at the Nanoscale-Ordered Materials Diffractometer (NOMAD) at the Spallation Neutron Source at Oak Ridge National Laboratory. ~1.5 g of powder was sealed in a vacuum container and measured in an ILL-type vacuum furnace. The NOMAD detectors were calibrated using scattering from diamond powder, and standard Si powder was measured to obtain the instrument parameter file for Rietveld refinements. The sample was measured between room temperature and 1273 K in steps of 20 K. Measurements of two subsequent temperature cycles between 1113K and 1373 K on the same sample were performed to investigate chemical expansion as a function of oxygen loss, and was found to be small (Supplementary Fig. 9). The structural factor $S(Q)$ was obtained by normalizing the scattering intensity to the scattering from a solid vanadium rod and the background was subtracted using an identical, empty vanadium can. Pair distribution functions (PDF) were obtained by Fourier transform of $S(Q)$ with $Q_{\text{min}} = 0.1$ Å$^{-1}$ and $Q_{\text{max}} = 22$ Å$^{-1}$.

The average crystal structure over the whole temperature range was determined by Rietveld refinements with the space groups $P6_3/mmc$ and $P6_3cm$ [28], using TOPAS Academic v.5 [29]. PDFs were fitted to the same space groups at different ranges of $r$ using PDFGUI [30]. Isotropic atomic displacement factors ($U$) were used (see Supplementary for details of the refinements). Details of the PDF method can be found elsewhere [31].

For our density functional calculations we used the LDA-$U$ approximation [32, 33] as implemented in the abinit PAW planewave code [34–37], with a cutoff energy of 30 Hartree and a $k$-point mesh of $6 \times 6 \times 2$. A collinear A-type magnetic ordering with a $U$ of 8 eV on the Mn
FIG. 5. *Unconventional order-disorder transition.* Local value of the order parameter in the different temperature regions within one domain. The blue lines describe accessible states to the order parameter and the red color shows the distribution of the order parameter. 

a. In the low temperature region, the order parameter is firmly fixed within one of the six ground states.

b. Between $800 \text{ K}$ and $T_c$ fluctuations smear out the local distribution of the order parameter angle (red), but the average angle within each domain remains constant.

c. Close to $T_c$ the energy landscape becomes flat.

d. At and above $T_c$ coherence of the order parameter is lost and the system disorders between all possible states in the Mexican hat.

d orbitals was applied. Even if this magnetic ordering underestimates the bandgap, it does not break the space group symmetry, which is important for this study. 30 atom unit cells with lattice parameters from our PDF refinements were relaxed with respect to atomic positions such that the forces were converged within $1E-6 \text{ Ha/Bohr}$ (See Supplementary Methods for more details).
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Appendix B

Input file for reciprocal space
TOPAS refinements

The following input file, provided by Matt Tucker at the Advanced Diffraction Group, Chemical Engineering and Materials Division, Oak Ridge National Lab, was used for Rietveld refinements in TOPAS.
Edit friendly TOPAS input file for POWGEN calibration
'

TOF macros
prm !Lf 60.183 ' POWGEN 90 degree flightpath
prm !Lf 20.5 ' NOMAD 90 degree flightpath
prm !h_bar 6.626176e-34 ' Plank's constant
prm !m_n 1.67495e-27 ' neutron mass
local !lambda = Xo 10^4 h_bar/(m_n Lf); 'TOF to wavelength

macro TOF_d
pk.xo = zero + dif_c D_spacing + dif_a D_spacing^2;
}
macro GSAS.btb
{
    push_peak
    'GSAS TOF peak shape 3
    exp.conv_const = alpha0 + alpha1 / D_spacing;
    bring_2nd_peak_to_top
    exp.conv_const = beta0 + beta1 / D_spacing^4;
    add_pop_1st_2nd_peak
}

Description: alternative description of sample contribution to tof peak shape
from TOPAS Wiki contributed by: John Evans

ifndef tof_sample_peakshape
#define macro tof_sample_peakshape(lor,lor_val,dsp,dsp_val,dspsq,dspsq_val)
{
    prm dsp dsp_val del = 0.05 Val + 1; min 1
    prm dspsq dspsq_val del = 0.05 Val + 1; min 0
    peak_type pv
    'pv_lor lor lor_val
    pv.fwhm = dsp D_spacing + dspsq D_spacing^2;
}
#endif

macro Abs_Lobanov 'Lobanov absorption macro with calculated lambda for wavelength dependence of mu (as per GSAS manual)
{
    prm !h_bar 6.626176e-34 ' Plank's constant
    prm !m_n 1.67495e-27 ' neutron mass
    local !lambda = Xo 10^4 h_bar/(m_n Lf); 'TOF to wavelength
    local !td_const = 10^4 h_bar/(m_n Lf);
    local !sintheta = Sin(Deg_on_2 two_theta);
    local !k0 = 1.697653;
    local !k1 = (25.99978 - (0.01911 sintheta^0.5)Exp(-0.024514 sintheta^2) + 0.109561 sintheta - 26.0456;
    local !k2 = -0.02489 - (0.39499 sintheta^2) + (1.210977 sintheta^3) - (1.31268 sintheta^4) + 0.871081
    sintheta^5 - (0.2327 sintheta^6);
    local !k3 = -0.030305 + (0.018167 sintheta^2) - (0.03385 sintheta^4);
    local !k4 = 1.439902 + (11.07584 sintheta^2) - (0.77629 sintheta^4) + (10.02088 sintheta^6) - (3.36777
    sintheta^8);
    local !k5 = (6.033860 - 0.012949 sintheta^2)Exp(3.27094 sintheta^2) + (0.337894 + (13.73717
    sintheta^2))/((1 + 11.53544 sintheta^2)(1.555039));
    local !k6 = (1.093343 / (1 + 23.12967 sintheta^2)(1.686715) - 0.13576 sintheta + 1.163198;
    local !k7 = (0.443565 - 0.04259/(1 + 0.41051 sintheta^2)(148.4202));
    scale_pks = If( (mu*lambda) < 3, Exp(-k0 (mu*lambda) - k1 (mu*lambda)^2 - k2 (mu*lambda)^3 - k3
    (mu*lambda)^4),
    Exp((k4 - k7/(1 + k5 (mu*lambda)^3)) k6 + k7));
}
macro TOF.Powder_extinction(c, v) { 'extinction for TOF powder data; value = mosaic block size in micron^2
    #m_argu c
    If Prm.Eqn.Rpt(c, v, min = Val-.1; max = Val+.1; del 0.001)
    local !xx = CeV(c,v) (lambda I_no_scale_pks / Get(cell_volume))^2;
    }
\begin{verbatim}
local \{Eb = 1/\sqrt{1 + xx};
\ local \{El = \begin{cases} 
1 - xx/2 + xx^2/4 - (5 xx^3)/48, \\
\sqrt{2/\pi} xx \ (1 - 8/xx - 3/(128 xx^3) - 15/(1024 xx^5)) 
\end{cases};
\}
\scale_pks = 1/(Eb \sin(two\_theta\_Deg\_on_2)^2 + El \cos(two\_theta\_Deg\_on_2)^2);
\}

'\#define Version6 macro V6 {gui\_tof\_t0 = zero; gui\_tof\_t1 = dif\_c;} 'enable d-spacing and Q display in
\}
\}

'-----------------------------------------------------------------

NOMAD LaB6 back-to-back calibration

'-----------------------------------------------------------------

r\_exp 0.574124267
r\_exp\_dash 0.757802304
r\_wp 3.75757334
r\_wp\_dash 4.0597237
r\_p 3.26263096
r\_p\_dash 6.4911094

gof 3.75757334
weighted\_Durbin\_Watson 0.573194239
continue\_after\_convergence do\_errors
\}

'-----------------------------

select\_banks\_use\_here\_and\_enter\_filenames

#define USE\_BANK2 macro filename\_bank2 { ../dat\_to\_xye/temp200\_detector\_2\_xye} macro start\_end\_bank2
{start\_X 2500 finish\_X 20500}
#define USE\_BANK3 macro filename\_bank3 { ../dat\_to\_xye/temp200\_detector\_3\_xye} macro start\_end\_bank3
{start\_X 2500 finish\_X 17000}
#define USE\_BANK4 macro filename\_bank4 { ../dat\_to\_xye/temp200\_detector\_4\_xye} macro start\_end\_bank4
{start\_X 3800 finish\_X 16050}

'-----------------------------

information\_specific\_to\_bank\_2\_refinement\_here

#ifdef USE\_BANK2

TOF\_XYE(filename\_bank2, = Yobs\_dx\_at(Xo) .5;) start\_end\_bank2
r\_wp  3.42124828 'bank 2

gof 7.78471842
bkg @ 0.194655678  0.00143556729 -0.0427362711  -0.0052342207 -0.00212205108
-0.00212205108  0.000131731674
-0.00212205108  0.000131731674 -0.00089280483  -0.00144141643
0.00089280483 -0.00144141643 -0.0011232213

0.0017552825  0.00089280483  -0.00144141643
0.00089280483 -0.00144141643 -0.0011232213


ifdef VERSION6 gui\_tof\_t0 = zero; gui\_tof\_t1 = dif\_c; #endif

weighting = 1 / Sigma\_Yobs\_2^2;

TOF\_LAM(0.001) 'reduce value if cutoff in tails observable

scale\_pks = D\_spacing^4;

local \{ alf = 0.2 Pi Constant(dif\_c) / (X - Constant(zero));

\}

TOF\_d 'TOF to d-spacing

GSAS btb 'back-to-back exponentials

Abs\_Lobanov 'absorption correction

local if\_f 20.64 'total flightpath
local zero -0.34943 2.86430 'instrument TOF\_to\_d ; don't refine

local idf\_c 6017.22193 4.73728 'instrument TOF\_to\_d ; don't refine

local lalph\_d -20.44174 8.59164 'instrument back-to-back exponential ; refine only if necessary

local lbeta\_d -20.44174 8.59164 'instrument back-to-back exponential ; refine with care only if necessary

local alf\_c 15.81350 7.35056 'instrument back-to-back exponential ; refine with care only if necessary

local beta\_d -69.93634 2.53153 'instrument back-to-back exponential ; refine with care only if necessary

local beta\_c 5.47295 0.58030 'instrument back-to-back exponential ; refine with care only if necessary
\end{verbatim}
local !dif_a  -3.89172_0.13590  'will take out sample displacement - refine if needed
local !mu 0.02772_0.00324
local !two_theta 90

str
  phase_name LaB6
  r_bragg 1.26674338
  scale sc2 0.053089712_0.0001812
  peak_type pv
  TOF PV(0, 1484.27838_7.69050, 0, 0.377847668_0.0222145831, dif_c)
  TOF CS(L(0, 10000.00000_130638.17975, dif_c))
  TOF CS(L(0, 25.54463_0.64374, dif_c))
  'tof sample peakshape!lor_bank2, 2.28292051e-022_0.0919829893, dsp_bank2, 40.13172_1.47429,'
  dspsq_bank2, 15.50643_5.13887)  'alternative sample broadening description
#endif
}}}

'}}}

'{{{ information specific to bank 3 refinement here
#define USE_BANK3

TOF XYE(filename_bank3, = Yobs_dx_at(Xo) .5;) start_end_bank3

r_wp 3.67615274  'bank 3 only
go 5.7591213

bkg @ 0.218474056_0.00133946812 -0.133595581_0.00201190696 0.060849128_0.00124333378
-0.0232679599_0.0010224052 -0.00766375802_0.000972679373
#endif

weighting = 1 / SigmaYobs^2;

TOF_LAM(0.001) 'reduce value if cutoff in tails observable
scale_pk = 0 spacing^4;
local 0 = 2 pi Constant(dif_c) / (X - Constant(zero));

TOF d  'TOF to d-spacing

GSAS btb 'back-to-back exponentials
Abs Lobanov 'absorption correction
local ltf 20.61 'total flightpath
local izero 8.59453_0.86037  'instrument TOF-to-d; don't refine
local !dif_c 9462.04599_2.00215 'instrument TOF-to-d; don't refine
local talphad0 -236.18525 5.92818  'instrument back-to-back exponential; refine with care only if necessary
local talphad1 0.07307 6.44814  'instrument back-to-back exponential; refine with care only if necessary
local talphad2 1.73100 0.72593  'instrument back-to-back exponential; refine with care only if necessary
local !dif_a 16.33322_0.25401  'will take out sample displacement - refine if needed
local !mu 0.03773_0.00496
local !two_theta 122

str
  phase_name ZnO
  r_bragg 1.53132182
  scale sc3 0.0929983402_0.0005505
  peak_type pv
  TOF PV(0, 349.42591_7.84738_0.458282221_0.0636882401, dif_c)
  TOF CS(L(0, 201.71700_61.91071, dif_c))
  TOF CS(L(0, 29.67787_0.72379, dif_c))
  'tof sample peakshape!lor_bank3, 0.409966602_0.011844616, dsp_bank3, 16.29408_1.15888,'
  dspsq_bank3, 26.94261_0.84931)  'alternative sample broadening description
#endif
}}}

'{{{ information specific to bank 4
#define USE_BANK4

TOF XYE(filename_bank4, = Yobs_dx_at(Xo) .5;) start_end_bank4

local !dif_a -3.89172_0.13590  'will take out sample displacement - refine if needed
local !mu 0.02772_0.00324
local !two_theta 90

str
  phase_name LaB6
  r_bragg 1.26674338
  scale sc2 0.053089712_0.0001812
  peak_type pv
  TOF PV(0, 1484.27838_7.69050, 0, 0.377847668_0.0222145831, dif_c)
  TOF CS(L(0, 10000.00000_130638.17975, dif_c))
  TOF CS(L(0, 25.54463_0.64374, dif_c))
  'tof sample peakshape!lor_bank2, 2.28292051e-022_0.0919829893, dsp_bank2, 40.13172_1.47429,'
  dspsq_bank2, 15.50643_5.13887)  'alternative sample broadening description
#endif
}}
```plaintext
r_wp 4.9309262 'bank 4
gof 4.1364725
bg @ 0.226246603 0.00146012227 -0.089442953 0.00134587934
-0.224345319 0.00125292273
ifdef VERSION6 gui_tof_t1 = zero; gui_tof_t1 = dif_c; #endif
weighting = 1 / SigmaYobs^2;

TOF_LAM(0.001) 'reduce value if cutoff in tails observable
scale_pks = D_spacing^4;

local Q = 2 Pi Constant(dif_c) / (X - Constant(zero));

TOF_d     'TOF to d-spacing
GSAS_btb  'back-to-back exponentials
Abs_Lobanov 'absorption correction
local !Lf 20.31  ' total flightpath assuming all detectors present
local !zero 6.29258_0.42203 'instrument TOF-to-d ; don't refine
local !dif_a 10.84004_0.29510 'will take out sample displacement - refine if needed
local !mu 0.07153_0.00720
local !two_theta 154

str

str
phase_name ZnO
r_bragg 2.41414787

str
peak_type pv
TOF_PV(0, 199.29852_6.99632, @, 0.0879028245, dif_c)

TOF_CS_L(@, 198.24361_52.63585, dif_c)
TOF_CS_G(@, 134.94396_30.35026, dif_c)

tof_sample_peakshape(lor_bank4, 0.448393811_0.0155393424, dsp_bank4, 1.00000_0.84756,dspsq_bank4, 0.04210_0.6958)

#endif

{{ overall structural information here

'Put overall structural and peak shape information here

for xdds {

' for strs 1 to 1 {

str
space_group 'P63cm'

str
phase_name YMnO3

str
a a_ymo 6.162388_0.000036
b b= a_ymo;
c c_ymo 11.392734_0.000136
al 90
be 90
ga 120

str
site  Y1 x 0.0000 y 0.0000 z zy1 0.27113_0.00048 occ Y 1.0 beq by1
0.63473_0.03931

str
site  Y2 x =1/3; y =2/3; z zy2 0.23350_0.00039 occ Y 1.0 beq by2
0.72040_0.02658

str
site Mn x xmn 0.32035_0.000136

str
```

0.27360 0.03216
site 01 x xo1 0.31030 0.00040 y 0.0000 z zo1 0.16239 0.00046 occ 0 1.0 beq
bo 0.70936 0.01217
site 02 x xo2 0.64140 0.00034 y 0.0000 z zo2 0.33582 0.00048 occ 0 1.0 beq
bo 0.70936 0.01217
site 03 x 0.0000 y 0.0000 z zo3 0.47400 0.00055 occ 0 1.000 beq bo
0.70936 0.01217
site 04 x =1/3; y =2/3; z zo4 0.01441 0.00044 occ 0 1.000 beq bo
0.70936 0.01217
'
)
}
'')}
Appendix C

Landau expansion and Mexican hat potential for hexagonal manganites

To derive the Landau free energy for the hexagonal manganites, we start from the system independent Taylor expanded Free energy $G$ as a function of the order parameter $\varphi$ as follows:

$$G(\varphi) = a\varphi + b\varphi^2 + c\varphi^3 + d\varphi^4 + \ldots$$  \hspace{1cm} (C.1)

Here, $G_0$ is the free energy for the high symmetry structure, while $a, b, c, d, \ldots$ are material dependent coefficients. In the structural ground state, the Free energy of the structure is in a local minimum with respect to the order parameter: $\frac{\partial G}{\partial \varphi} = 0$, such that the odd order terms vanish:

$$G(\varphi) = b\varphi^2 + d\varphi^4 + f\varphi^6 + \ldots$$  \hspace{1cm} (C.2)

For the next step, we need to know the nature of the continuous symmetry breaking in question. The free energy landscape should be able to describe the symmetry elements in both the high and low symmetry and the continuum between them. For the hexagonal manganites, the lowering of symmetry from $P6_3/mmc$ to $P6_3cm$ we need a two-dimensional order parameter, as both the amplitude and direction of the bipyramidal tilting are free to change. We name the order parameter $Q$, with components in the xy plane. When replacing $\varphi$
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with $Q_x$ and $Q_y$, the coupling between them needs to be considered in addition to the directly replaced terms, such that we obtain twice as many terms in the expansion:

$$G(Q) = b(Q_x^2 + Q_y^2) + d(Q_x^4 + Q_y^4) + f(Q_x^6 + Q_y^6) + \ldots$$

(C.3)

$$C_1(Q_xQ_y) + C_2(Q_xQ_y^3) + C_3(Q_x^2Q_y^2) + C_4(Q_x^3Q_y) + \ldots$$

coupling terms

Since we know that the free energy landscape is dependent on tilting angles, it is practical to convert to spherical coordinates by replacing $Q_x = Q \sin \Phi$ and $Q_y = Q \cos \Phi$. The first coupling term becomes

$$Q_xQ_y = Q^2 \cos \Phi \sin \Phi = \frac{Q^2}{2} \sin 2\Phi$$

(C.4)

where the second step follows from trigonometric rules found in a mathematical formula collection in a shelf near you. The term $\sin \Phi$ is not allowed in a hexagonal system, so it can be omitted. It is easy to see that similar derivation of the second, third and fourth coupling terms will yield the same result, so they can also be omitted. This means that all the coupling terms explicitly written in Eq. C.3 are omitted, and the next possible terms are of sixth order:

$$Q_x^3Q_y^3 = Q^6 \cos^3 \Phi \sin^3 \Phi = \frac{1}{4} (3 \sin \Phi - \sin 3\Phi) \frac{1}{4} (3 \cos \Phi - \cos 3\Phi)$$

trigonometric identities

$$= \frac{Q^6}{16} (0 \c_0 \sin \Phi \cos \Phi - 3 \c_1 \sin \Phi \cos 3\Phi - 3 \c_2 \cos \Phi \sin 3\Phi + \c_3 \sin 3\Phi \cos 3\Phi)$$

$$= C_6 Q^6 \sin 6\Phi$$

(C.5)

The expansion now has the form

$$G(Q, \Phi) = bQ^2 + dQ^4 + fQ^6(C + C_6 \cos 6\Phi) = G_0(Q, \Phi)$$

(C.6)

which describes the symmetry of $Q$ and its coupling to the angle. Knowing that the hexagonal manganites become ferroelectric under an improper coupling between the $Q, \Phi$ and the polarization $P$, additional terms need to be included:

$$G(Q, \Phi, P) = G_0(Q, \Phi) + a_P P^2 + b_P P^4 + \ldots$$

$$g_1 PQ + g_2 P^2Q^2 - g_3 PQ^3 \cos 3\Phi - g_4 P^3Q \cos 3\Phi \ldots$$

(C.7)
We neglect all terms from the sixth, as they become negligible. To investigate whether or not the coupling terms are allowed, we need to make sure that they conserve momentum. Thus we need to investigate the order dependence of the order parameters in reciprocal space. The $Q$ and $P$ in reciprocal space are

\[ Q(r) = \sum_q Q(q)e^{iqr} \]
\[ P(r) = \sum_q P(q)e^{iqr} \] (C.8)

The $\Gamma_2^-$ causing the polarization $P$, carries a zone center reciprocal space vector $q = (0, 0, 0)$ by definition. The $K_3$ mode driving the distortion by $Q, \Phi$ has a reciprocal space vector $q = (1/3, 1/3, 0)$ $Q^1$ to the zone-boundary. The free energy should be independent on these vectors, such that all terms which change these vectors are not allowed. We can see that any power of $P$ is thus allowed, as the $\Gamma$-point always sums to 0. For the $K_3$ mode, the summation over $q$ vectors must sum to either 0 or 1. For the first order terms of $Q$, momentum is not conserved, and the term is not allowed. For second order powers of $Q$, momentum is conserved if one sums over one positive and one negative $q$, and for third order terms, the summation over three positive $q$ conserves momentum:

\[ Q^2(r) = \sum_q Q^2(q)e^{i(r(q_1-q_2))} \]
\[ Q^3(r) = \sum_q Q^3(q)e^{i(r(q_1+q_2+q_3))} \] (C.9)

By combining Eq. C.6 and the allowed terms from Eq. C.7 the final equation becomes:

\[ G(Q, \Phi, P) = bQ^2 + dQ^4 + fQ^6(C + C_6 \cos 6\Phi) \]
\[ +a_1P^2 + b_1P^4 + g_3P^2Q^2 - g_3PQ^3 \cos 3\Phi \] (C.10)

Often, additional terms are included to account for energy cost of order parameter fluctuations, but the derivation of these are not addressed here. The constants in the equation can be obtained from Density Functional theory (DFT) calculations, by calculating how the energy changes with specific distortions. Due to the two-dimensional order parameter and 6-fold symmetry, the free energy for hexagonal manganites will resemble a Mexican hat, as shown in Fig. C.1.
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Figure C.1: (a) Excerpt of the polar $P6_3cm$ structure with arrows showing the tilting of the trigonal bipyramids and its relation to the order parameter amplitude $Q$ and angle $\Phi$.

(b) The Landau free energy including only the $Q$ terms giving the energy landscape the shape of a Mexican hat.

(c) All terms including $Q$, $\Phi$ and their coupling terms breaking the symmetry towards antipolar $P\bar{3}c1$.

(d) All terms including $Q$, $\Phi$, $P$ and a negative coupling term between $P$ and $Q$, reversing the coupling between $Q$ and $\Phi$ to give the polar hettotype $P6_3cm$. If the coupling term between $P$ and $Q$ is positive the symmetry stays antipolar $P\bar{3}c1$, panel (e).

$$G(Q, \Phi, P) = bQ^2 + dQ^4 + fQ^6$$

$$G(Q, \Phi, P) = bQ^2 + dQ^4 + fQ^6 + (C + C_\psi \cos 6\Phi)$$

$$G(Q, \Phi, P) = bQ^2 + dQ^4 + fQ^6 + (C + C_\psi \cos 6\Phi) + a_0 P^2 + g_0 P^2 Q^2 - g_1 P Q^2 \cos 3\Phi$$

$$G(Q, \Phi, P) = bQ^2 + dQ^4 + fQ^6 + (C + C_\psi \cos 6\Phi) + a_0 P^2 + g_0 P^2 Q^2 + g_1 P Q^2 \cos 3\Phi$$