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Abstract

This is a benchmark study, for valence excitation energies in the multilevel coupled cluster (MLCC) framework. The information resulting from lower level of theory is used to generate correlated natural transition orbitals (CNTOs) for the high level calculations by including the information from both the singles and the doubles excitation vectors. The CNTOs are included in the active space according to certain thresholds corresponding to the eigenvalues of the orbitals. The MLCC results for valence excitation energies in the inactive space are calculated using coupled cluster singles and doubles (CCSD), and the active space are calculated using CCSD with perturbative triples (CC3). The errors relative to full CC3 depends on the thresholds. In general to obtain errors less than 10% on needs to include approximately 60-70% of the orbital space for the investigated molecules.
Sammendrag

Dette er en benchmark studie, for valens eksitasjons energier i multilevel coupled cluster (MLCC) rammeverket. Informasjonen som er oppnådd fra lavere grads teori er brukt til å generere correlated natural transition orbitals (CNTOs) for høyere grads beregninger ved å inkludere informasjon fra både de enkle og doble eksitasjons vektorene. CNTO’ene inkluderes i det aktive rommet innenfor et sett av thresholds som korresponderer til egenverdiene til orbitalene. MLCC resultatene for valens eksitasjons energiene i det inaktive rommet beregnes med coupled cluster singles and doubles (CCSD), og det aktive rommet beregnes med CCSD med perturbative tripletter (CC3). Feilene sammenlignet med full CC3 er avhengig av hvilke thresholds som brukes. Generelt for å oppnå feil mindre enn 10% må det inkluderes 60-70% av orbitalrommet for de undersøkte molekylene.
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Abbreviations

AO Atomic Orbital
aug-cc-pVXZ augmented correlation consistent
CBS Complete Basis Set
CC Couple Cluster
correlation consistent
CCSD Couple Cluster Singles and Doubles
CCSDT Couple Cluster Singles, Doubles and Triples
CNTOs Correlated Natural Transition Orbitals
CT Charge Transfer
DZ Double Zeta
FCI Full Configuration Interaction
GTO Gaussian Type Orbitals
HF Hartree -Fock
HOMO Highest energy Occupied Molecular Orbital
LUMO Lowest energy Unoccupied Molecular Orbital
MLCC Multi- Level Couple Cluster
MLCC3 Multi- Level CC3
MO Molecular Orbital
MPPT Möller Plesset Perturbation Theory
MP2 Second Order Möller Plesset Perturbation
NTOs Natural Transition Orbitals
SCF Self Consistent Field
STO Slater Type Orbitals
TZ Triple Zeta
"Do not go were your path may lead, go instead where there is no path and leave a trail”

RALPH WALDO EMERSON
Chapter 1

Introduction

Coupled cluster (CC) has proven to be a successful model of electronic wave function theory in terms of giving an accurate description of the molecular systems and it also gives a systematic framework for calculating molecular properties such as excitation energies accurately. The coupled cluster model where the singles and doubles excitation operators are included is called coupled cluster singles and doubles (CCSD). And the CC model where the singles, doubles and triples excitation operators are included is called coupled cluster singles, doubles and triples (CCSDT) and so on. This constitutes the CC-hierarchy [7]. Furthermore approximative models have been developed for each of these truncated CC models, where the CC2 model is an approximative model of CCSD, and CC3 and CCSD(T) are approximative models of the CCSDT model [30]. However, one of the drawbacks of the CC hierarchy is the computational scaling with system size, and over the years much research has gone into developing CC models with reduced computational scaling [15, 20, 28]. One way of accomplishing reduced computational scaling is exploiting the locality of electron correlation, and a number of steps in this direction has been taken and seen further developments [13, 23, 29]. One of these resulting steps would be the development of the multilevel couple cluster model (MLCC), where a specific area of the molecule is treated with high level of theory and the rest of the molecule is treated with lower level of theory [25, 30].
Pulay and Sæbø laid the foundation of local correlation methods [31], and also an important early contribution were presented by Werner et al. in terms of developing a local coupled cluster method [32]. There are also other ways of attempting to reduce the scaling in correlation methods. Such methods include atomic orbital based CC [11], the natural linear scaling approach [14], local CC using bump functions [34]. These methods use local occupied HF orbitals, but they have not been able to apply local virtual HF orbitals, and as a consequence projected atomic orbitals (PAOs) are used instead. An alternative which have been presented to local correlation methods have been to parallelize the CC method over multiple nodes [9]. This has become a useful tool due to the advancements in supercomputers, but it does not overcome the scaling obstacle.

A number of molecular properties are size-intensive, and size-intensive means that the properties depend only upon a specific area of the molecule. This is the fundamental idea behind multilevel CC methods, where high level computation is carried out on a certain area of the molecule, and the rest of the molecule is computed with lower level of theory. This procedure is done by separating the orbital space into two (or more) subspaces, where each subspace is associated with an excitation manifold [25, 30]. In recent years the orbital space in multilevel CC-theory has been divided in two, where the atoms in the molecule and their corresponding atomic orbitals (AOs) are classified as either active or inactive. And Cholesky decomposition of the diagonal elements of the Hartree Fock (HF) density matrix has been used to determine the active and inactive spaces [30].

Excitation energies are used by experimentalists in spectroscopic techniques such as X-ray absorption spectroscopy and UV-vis absorption spectroscopy [27]. The concept in absorption spectroscopy is that a beam of radiation is focused on a sample and then the absorption of the radiation as a function of the frequency or wavelength is measured due to the interaction with the sample. The intensity varies as a function of the frequency, and this then constitutes the absorption spectrum. An excitation energy refers to the energy required for an electronic
transition from one orbital to another, where each orbital has a specific energy level [27]. We will concentrate on the five lowest valence excitation energies, and each of these energies would correspond to a specific peak in the absorption spectrum. Absorption spectroscopy is essential to identify electronic and molecular properties such as charge transfer, nature of bonding, hybridization, chemical environment and site symmetry [12].

In recent time, CC models using natural transition orbitals (NTOs) have been developed for calculating electronic transitions efficiently. Luzanov et al [24] introduced NTOs as a compact orbital representation for the transition density matrix. Furthermore as an example Baudin and Kristensen [8] use NTOs in combination with local occupied orbitals and local virtual orbitals for the purpose of generating a reduced orbital space specific to a particular transition where a CC calculation is carried out. The orbital space is further optimized to make certain that the excitation energies that are obtained are determined within a predefined precision [8]. We use a black box procedure, as described by Høyvik, Koch and Myhre [15], for obtaining the active space in our multilevel CC calculations by including the information obtained from the double excitation vector. The single and double excitation information are obtained from the lower level of theory and then used to tailor an active orbital space for the high level calculation. These resulting orbitals are referred to as correlated natural transition orbitals (CNTOs). The eigenvalues corresponding to the CNTOs provide a way of determining which orbitals that should be included in the active space through a set of thresholds for the occupied and virtual orbital space. In the limit of the thresholds equal to zero, the full orbital space is included in the active space, which means the entire molecular system is then treated with high level of theory [15].

In this project valence excitation energies are studied, which are particularly used in UV-vis absorption spectroscopy. The CNTOs are used within certain sets of thresholds to calculate these valence excitation energies in the MLCC framework and compared with valence excitation energies calculated with the full CC3 model.
Chapter 2

Theory

2.1 The Schrödinger equation

The Born-Oppenheimer approximation says that because the nucleus is so much heavier than the electrons moving around it, then the nucleus can be treated as stationary with respect to the electrons moving around it. So the non-relativistic time-independent Schrödinger equation, within the Born-Oppenheimer approximation, can be expressed as the following equation [7]

$$H\langle \Psi \rangle = E\langle \Psi \rangle$$  \hspace{1cm} (2.1)

where $\langle \Psi \rangle$ is the exact electronic wavefunction describing the system, $E$ is the energy, and $H$ is the hamilton operator. The hamilton operator (here represented in atomic units) can be expressed as

$$H = \frac{1}{2} \sum_{i}^{N_e} \nabla_i^2 - \sum_{i}^{N_e} \sum_{I}^{N_n} \frac{Z_I}{|r_i - R_I|} + \frac{1}{2} \sum_{i \neq j}^{N_e} \frac{1}{|r_i - r_j|} + \sum_{I \neq J}^{N_n} \frac{Z_I Z_J}{|R_I - R_J|}$$  \hspace{1cm} (2.2)

where $N_e$ is the number of electrons, $N_n$ is the number of nuclei, $Z_I$ is the atomic number of nucleus I, $R_I$ is the coordinates of nucleus I, and $r_i$ is the coordinates of electron i. $\nabla_i^2$ is the Laplace operator which is defined as
\[ \nabla_i^2 = \left( \frac{\partial^2}{\partial x_i^2} + \frac{\partial^2}{\partial y_i^2} + \frac{\partial^2}{\partial z_i^2} \right) \] (2.3)

With regards to the Schrödinger equation, it can only be solved analytically for one-electron systems, but for larger systems approximative methods would have to be used when solving the Schrödinger equation. While approximative methods are unable to solve the problem accurately the solutions given will have a given accuracy. However for larger systems, the exact solution within a given one-electron basis can be obtained by full configuration interaction (FCI), which can be represented as a linear combination of all determinants as expressed by the following equation

\[ |FCI\rangle = \sum_{M=1}^{D} C_M |M\rangle \] (2.4)

The expansion coefficients, \( C_M \), are found by using the variational principle. The variational principle states that by choosing a "trial wavefunction, \( \Psi_{trial} \)" defined as

\[ \Psi_{trial} = \sum_{I=1}^{D} C_I \Phi_I \] (2.5)

that gives an expectation value for the energy that is as low as possible according to the variational theorem that says:

\[ \frac{<\Psi_{trial}|\hat{H}|\Psi_{trial}>}{<\Psi_{trial}|\Psi_{trial}>} \geq E_0 \] (2.6)

Where \( E_0 \) is the exact energy to the groundstate and the equality only holds if the trial wavefunction is identical to the exact wavefunction for the groundstate. The variational principle then states that the approximated energy found, is always larger or equal to the exact energy (\( E_0 \)) [7].
The number of determinants, D, has a factorial dependency with respect to the number of spin orbitals, and the number of coefficients depend on the number of electrons and the number of spin orbitals according to the binomial distribution as follows

\[ NC_n = \frac{N!}{n!(N-n)!} = \binom{N}{n} \] (2.7)

Where \( NC_n \) represents the number of determinants for \( n \)-electrons and \( N \) spin-orbitals, this makes the FCI model practically impossible to use on anything other than small systems [35].

### 2.2 Hartree-Fock Theory

Hartree Fock [7] is based upon the variational principle, and also upon the assumption that every electron moves in an average electrostatic field with respect to the other \( N_e - 1 \) electrons. HF is method in attempting to solve the Schrödinger equation, where the Hamiltonian can be separated into a sum of one-electron hamiltonians \( \hat{h}_i \) for every electron, \( i \), according to the following formula

\[ \hat{H} = \sum_i \hat{h}_i \] (2.8)

But to satisfy the Pauli principle, which states that the total wavefunction must be antisymmetric, it is written as a determinant

\[ \Psi = \frac{1}{\sqrt{N_e!}} det |\varphi_1(1)\varphi_2(2)\ldots\varphi_{N_e}(N_e)| \] (2.9)

Where \( \varphi(i) = \varphi_i(\vec{r}_i)\sigma(m_s) \), and the spatial part is given by a linear combination of atomic orbitals (AOs), \( \varphi_i = \sum_{\mu} C_{\mu i} \chi_{\mu} \).

In order to find the lowest energy, the variational principle and Lagrange multipliers method
is applied on the expectation value for the energy, \( E = \frac{\langle \psi_{\text{trial}} | H | \psi_{\text{trial}} \rangle}{\langle \psi_{\text{trial}} | \psi_{\text{trial}} \rangle} \), and then differentiate with respect to the MO-coefficients. This leads to the following matrix equation

\[
\mathbf{FC} = \varepsilon\mathbf{SC} \tag{2.10}
\]

Where \( C \) is a matrix containing the MO-coefficients, \( S \) is the overlap matrix of AOs, \( \varepsilon \) is a matrix containing all the orbital energies, and \( F \) is the Fock matrix. The \( F \) matrix contains integrals where the fockoperator for every electron acts on the atomic orbital for the respective electron. To illustrate this for electron 1, then the equation that must be solved is

\[
\hat{f}_1 \varphi_a(1) = \varepsilon_a \varphi_a(1) \tag{2.11}
\]

Where \( \hat{f}_1 \) is the fockoperator for electron 1, defined by the Coulumb operator, \( \hat{J}_m \), and the exchange operator, \( \hat{K}_m \), and the Hamiltonian for electron 1, where \( j_0 = \frac{e^2}{4\pi\varepsilon_0} \), according to the following equations

\[
\hat{F} = \sum_{i=1}^{N_e} \hat{f}_i \tag{2.12}
\]

\[
\hat{f}_1 = \hat{h}_1 + \sum_m [2\hat{J}_m(1) - \hat{K}_m(1)] \tag{2.13}
\]

\[
\hat{J}_m(1) \varphi_a(1) = j_0 \int \varphi_m^*(2) \frac{1}{r_{12}} \varphi_a(1) \varphi_m(2) d\tau_2 \tag{2.14}
\]

\[
\hat{K}_m(1) \varphi_a(1) = j_0 \int \varphi_m^*(2) \frac{1}{r_{12}} \varphi_m(1) \varphi_a(2) d\tau_2 \tag{2.15}
\]

So in order to solve eq 2.10 in practice, this is done iteratively, which means a set
of MO-coefficients is guessed through a self consistent field (SCF) procedure, where the MO-coefficients is first guessed and then equation 2.10 is solved iteratively until matrix $C$ converges [7, 35].

### 2.3 Electron correlation

Electron correlation [35] is defined as the difference between the exact energy, i.e., the energy obtained by Full Configuration Interaction (FCI), and the HF energy, as shown in eq 2.16, this energy corresponds to the motion of correlated electrons.

$$E_{\text{corr}} = E_{\text{exact}} - E_{\text{HF}}$$

(2.16)

However practically we can only calculate these energies within a given basis, which is why in a practical manner, the equation for electron correlation becomes:

$$E_{\text{corr}}^{\text{basis}} = E_{\text{exact}}^{\text{basis}} - E_{\text{HF}}^{\text{basis}}$$

(2.17)

Hartree-Fock is a model where the physical interpretation is that every electron moves in an average electrostatic field with respect to the other $N_e - 1$ electrons. But looking at the movement of the electrons in an average way is not good enough. Electron Correlation arises from the desire to describe the detailed correlated motion of electrons as induced by their instantaneous mutual repulsion. Because of the Variational principle that says the HF energy will always be higher then the exact energy, then as a consequence the correlation energy will be negative, $E_{\text{corr}} < 0$. Electron correlation can be divided into two types of correlation, dynamic and static correlation. Dynamic correlation is associated with capturing the effect of instantaneous electron repulsion, such as for those electrons occupying the same spatial orbital and thus have opposite spin. Static correlation is associated with small differences in energy between different states and where more than one determinant is required to cover the electronic structure. To describe static correlation models such as Multi-Configurational
Self Consistent field (MCSCF), or other multi-reference methods, would have to be used. But a model such as Coupled Cluster does a good job of describing dynamic correlation [35].

### 2.4 Møller-Plesset Second Order Correction (MP2)

An important observation is that Møller Plesset with first order correction is equivalent to Hartree Fock because of the following relation

\[
E_{HF} = E^{(0)}_0 + E^{(1)}_0
\]  

(2.18)

However Møller Plesset that also includes second order correction is denoted as MP2, and the energy expression for MP2 will then be

\[
E_{MP2} = E^{(0)}_0 + E^{(1)}_0 + E^{(2)}_0 = E_{HF} + E^{(2)}_0
\]  

(2.19)

Where \( E^{(2)}_0 \) is given as

\[
E^{(2)}_0 = -\frac{1}{4} \sum_{ijab} \frac{|\langle ij||ab\rangle|^2}{\varepsilon_a + \varepsilon_b - \varepsilon_i - \varepsilon_j}
\]  

(2.20)

It is important to point out that the second order correction to the energy will always give a negative contribution to the energy.

MP2 is a very simple model with a very low computational cost which include electron correlation. It is said that MP2 recover as much as 80-90% of the electron correlation [17]. In this thesis the MP2 method was only used for geometry optimization as also stated in section 4.1.
2.5 Coupled Cluster Theory

The fundamental idea in Coupled Cluster theory [7] is that the exact electronic wavefunction ($\Psi$) is related to a reference-wavefunction ($\Phi_0$) through an exponential operator, $e^{\hat{T}}$, where $\hat{T}$ is the Cluster operator, and the reference wavefunction is usually the Hartree-Fock wavefunction ($\Phi_{HF}$). This is shown through the following equations:

$$|\Psi> = e^{\hat{T}}|\Phi_{HF}>$$ (2.21)

$$e^{\hat{T}} = 1 + \hat{T} + \frac{1}{2!}\hat{T}^2 + \frac{1}{3!}\hat{T}^3 + ... = \sum_{n=0}^{\infty} \frac{1}{n!}\hat{T}^n$$ (2.22)

The effect of the operator $\hat{T}$ is the sum of the effect of the one-electron excitation operator $\hat{T}_1$, the two-electron excitation operator $\hat{T}_2$, and all the way up to the N-electron excitation operator $\hat{T}_N$:

$$\hat{T} = \hat{T}_1 + \hat{T}_2 + \hat{T}_3 + .. + \hat{T}_N$$ (2.23)

The effects of the excitation operators are:

$$\hat{T}_1|\Phi_{HF}> = \sum_{ia} t_i^a|\Phi_i^a>$$ (2.24)

$$\hat{T}_2|\Phi_{HF}> = \sum_{ijab} t_{ij}^{ab}|\Phi_{ij}^{ab}>$$ (2.25)

And likewise for $\hat{T}_3$ all the way up to $\hat{T}_N$. Where $t_i^a$ is the single excitation amplitude, and $t_{ij}^{ab}$ is the double excitation amplitude etc. CC is equivalent to FCI when the clusteroperator $\hat{T}$ contains all $\hat{T}_1$ to $\hat{T}_N$ where $n$ is the number of electrons in the system. The clusteroperator is, in the case of FCC, equivalent to that of equation 2.23, but the clusteroperator, in the case
of truncated CC, contains only specific excitation operators. For example the cluster operator for CCSD is \( \hat{T} = \hat{T}_1 + \hat{T}_2 \), and for CCSDT then \( \hat{T} = \hat{T}_1 + \hat{T}_2 + \hat{T}_3 \) etc. The CC wave function for a given orbital basis satisfies the Schrödinger equation

\[
\hat{H} \exp(\hat{T}) |\Phi_{HF}\rangle = E \exp(\hat{T}) |\Phi_{HF}\rangle
\] (2.26)

CC is not a variational method, so the energy and the amplitudes are determined rather by subspace projections than by using the variational theorem. This is done by multiplying eq. 2.26 from the left with \( \exp(-\hat{T}) \). The subspace projections are carried out with respect to the HF state, \( \langle \Phi_{HF} | \), and the excited state determinants, \( \langle \mu | \), which gives the following equations for the energy and the amplitudes

\[
\langle \Phi_{HF} | \exp(-\hat{T}) \hat{H} \exp(\hat{T}) |\Phi_{HF}\rangle = E \] (2.27)

\[
\langle \mu | \exp(-\hat{T}) \hat{H} \exp(\hat{T}) |\Phi_{HF}\rangle = 0 \] (2.28)

CC unlike HF is not variational, but CC is size-consistent. An important point regarding the CC-method is that it is a post HF-method. It relieves some of the problems in the HF-method due to electron correlation as shown in eq. Furthermore the CC-method is only capable of giving a good description of dynamic correlation, but CC does not give a good description of static correlation.

Another point is that CC is a size-extensive method, meaning that energies calculated vary linearly with respect to the number of particles when the system size increases. As mentioned earlier CC, unlike HF, is not a variational method, and as a consequence the resulting
electronic energy may be lower than the true energy.

\[ E_{CC} = E_{HF} + E_{corr} \]  \hspace{1cm} (2.29)

The standard CC models are expressed in terms of delocalized CMO’s, resulting in steep computational scaling, meaning that they can only be used on small molecular systems. However electron correlation is an example of a local effect, and for those effects that are local, the scaling may be bypassed by expressing the correlated wavefunction in terms of a set of local HF orbitals.

### 2.5.1 CC3

The CC3 model [10] and the CCSD(T) model are both approximations to the CCSDT model. The advantage is that both CC3 and CCSD(T) shows a reduction in scaling, \( N^7 \) as opposed to \( N^8 \), compared to CCSDT. The CCSDT state is defined as

\[ |CCSDT\rangle = \exp(\hat{T}_1 + \hat{T}_2 + \hat{T}_3)|HF\rangle \]  \hspace{1cm} (2.30)

The cluster amplitudes are determined by projecting the schrödinger equation onto the space of single, double and triple excitations from the HF reference state, where \( i = 1, 2, 3 \). In order to determine the CCSDT state the following equations must be solved

\[ \langle \mu_i | \exp(-\hat{T}_1 \hat{T}_2 \hat{T}_3) \hat{H} \exp(\hat{T}_1 + \hat{T}_2 + \hat{T}_3) |HF\rangle = 0 \]  \hspace{1cm} (2.31)
Presenting a \( t_1 \)-similarity transformation, \( \tilde{O} = \exp(-\hat{T}_1)\hat{O}\exp(\hat{T}_1) \), and the hamiltonian, \( \hat{H} \) then becomes

\[
\hat{H} = \exp(-\hat{T}_1)\hat{H}\exp(\hat{T}_1)
\]

(2.32)

The singles and doubles equation for both CC3 and CCSDT are as follows

\[
\langle \mu_1 | [\tilde{H}, \hat{T}_2] | HF \rangle + \langle \mu_1 | [\tilde{H}, \hat{T}_3] | HF \rangle = 0
\]

(2.33)

\[
\langle \mu_2 | \tilde{H} + [\tilde{H}, \hat{T}_2] + \frac{1}{2}[[\tilde{H}, \hat{T}_2], \hat{T}_2] | HF \rangle + \langle \mu_2 | [\tilde{H}, \hat{T}_3] | HF \rangle = 0
\]

(2.34)

Without external perturbations the equation determining the triples is

\[
\langle \mu_3 | \hat{F}, \hat{T}_3] | HF \rangle + \langle \mu_3 | [\hat{U}, \hat{T}_3] | HF \rangle = 0
\]

(2.35)

Equations 2.33, 2.34, 2.35 define the CC3 energy in a system where there are no external perturbations. The single and double excitations are included to an infinite order and the triple excitations are determined pertubatively.

The Hamiltonian can be partitioned into two terms, the Fock operator (\( \hat{F} \)) and the fluctuation potential (\( \hat{U} \)).

\[
\hat{H} = \hat{F} + \hat{U}
\]

(2.36)

There are no approximations with regards to the treatment of single excitations, this is because they act as orbital relaxation parameters. This results in the single amplitude being treated to zeroth order in the fluctuation potential, while the triple excitations are treated correctly to the second order. As mentioned before the CC3 model is a good approximation to the CCSDT model as it reduces the computational scaling from \( N^8 \) to \( N^7 \). The CC3
model then scales to the same order as CCSD(T), and CC3 has the same accuracy and robustness as CCSD(T), however CC3 preforms better for calculations of time-independent properties [10, 19].

2.5.2 Multi-level Coupled Cluster

The essential idea in the multi-level Coupled Cluster (MLCC) method is dividing the molecular system into different subspaces, and these subspaces are treated with different levels of the CC hierarchy. For example in the MLCC3 model approach, the CC3 model is used to describe the active part of the molecule and CCSD model is used for the rest of the molecule. This approach then results in reduction in computational cost by treating the most important part of the system with higher level of accuracy. A way of partitioning the system is to divide it into an active and an inactive space, this can be done by assigning the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) to the active space. Other ways of partitioning the system into active and inactive spaces is by using Cholesky decomposition. Since MLCC3 treats only a small part of the molecule with CC3, and the rest with CCSD, the computational scaling will be equal to CCSD, but the accuracy is comparable to CC3 [25, 30]. Which is something that will be investigated in this thesis, where valence excitation energies for different molecules computed by MLCC3 will be compared to the valence excitation energies computed with CC3.

MLCC is not so different from active space CC presented by Olsen and Köhn [21, 26], but the difference is that MLCC can include several levels of theory, making it possible for MLCC to gradually increase accuracy. In MLCC the Cluster operator, $\hat{T}$, is partitioned into $\hat{X} + \hat{S}$, resulting in the following equation

$$|CC\rangle = \exp(\hat{T})|\Phi_{HF}\rangle = \exp(\hat{X} + \hat{S})|\Phi_{HF}\rangle$$ (2.37)
Both of the operators, $\hat{X}$ and $\hat{S}$, are associated with the subspace projections $\mu^{\hat{X}}$ and $\mu^{\hat{S}}$, in the same manner as in eq. 2.28. The subspace projections with respect to $\mu^{\hat{S}}$ are solved perturbatively for the amplitudes in the $\hat{S}$ operator, and the amplitudes for $\hat{X}$ are determined without approximations.

With regard to excitations involving only active orbitals, those excitations are classified as internal (I), and these are included in $\hat{X}$. Excitations involving both active and inactive orbitals are classified as semi-external (SE), and the excitations involving only inactive orbitals are classified as external (E). Both the semi-external and external excitations are included in $\hat{S}$ [25, 30]. An advantage here would be to completely take advantage of the fact that the electron correlation is a local property by combining MLCC with localized orbitals, which would result in a reduction in computational scaling and computational cost, making the calculations more efficient.

### 2.5.3 Theoretical speedup

The most demanding terms in full CC3 scale as $V^4O^3$, where $V$ is the number of virtual orbitals and $O$ is the number of occupied orbitals in a full computation [15]. And this is reduced to $VV_A^3O_A^3$ in MLCC3, where $V_A$ is the number of active virtual orbitals and $O_A$ is the number of active occupied orbitals. Furthermore the theoretical speedup factor is given by

$$\eta_{theo} = \left( \frac{V \times O}{V_A \times O_A} \right)^3$$  \hspace{1cm} (2.38)

In practice, a CCSD/CC3 calculation will rarely come close to the theoretical speedup factor because the CCSD calculation scales as $V^3O^3$ and usually dominates the calculations. And $\eta_{theo}$ are usually on the same level as the contribution from the $\Omega$ vector [15], but in practice there are other factors that would also dominate the calculation such as for example integral transformation [25], making the calculations slower than what the theoretical speedup would suggest [15]. The $\Omega$ vectors refers to the amplitude equations in the MLCC3 model, defined
as [25]:

\[
\Omega_{\mu_1} = \langle \mu_1 | \exp(-X_2) \hat{H} \exp(X_2) | HF \rangle + \langle \mu_1 | [H, T_3] | HF \rangle = \Omega^{CCSD}_1 + \langle \mu_1 | [H, T_3] | HF \rangle = 0 \tag{2.39}
\]

\[
\Omega_{\mu_2} = \langle \mu_2 | \exp(-X_2) \hat{H} \exp(X_2) | HF \rangle + \langle \mu_2 | [H, T_3] | HF \rangle = \Omega^{CCSD}_2 + \langle \mu_2 | [H, T_3] | HF \rangle = 0 \tag{2.40}
\]

\[
\Omega_{\mu_3} = \langle \mu_3^T | [\hat{H}, T_3] + [\hat{H}, X_2] + [[\hat{H}, X_2], X_2] + [[\hat{H}, T_3], X_2] | HF \rangle = 0 \tag{2.41}
\]

### 2.5.4 Correlated natural transition orbitals for MLCC models

Høyvik, Myhre and Koch [15] have presented a procedure for obtaining an automatic selection of the active space in multilevel CC calculations. The procedure for generating these orbitals which is called Correlated natural transition orbitals (CNTOs), is a black box procedure for determining the active space where the high level treatment is carried out. The eigenvalues of the diagonalization provides hierarchical route for which orbitals are to be included in the orbital space. This results in the possibility of, rather than preselecting an active region of the molecule, a threshold is used for which eigenvalues with corresponding orbitals to be included. In the limit where the threshold is zero, the full orbital space is included in the active space and the entire molecular system is treated with high level theory.

The excitation energies, in CC response theory, are usually determined as the eigenvalues of the non-symmetric CC Jacobian. For example for excitation \( \omega \), we have

\[
AR = \omega R \tag{2.42}
\]
where the CC Jacobian is defined as

\[ A_{\mu\nu} = \frac{\partial \Omega_{\mu}}{\partial t_{\nu}} \]  

(2.43)

The right excitation vector \( \mathbf{R} \) of equation 2.42 contains single and double excitation components \( \mathbf{R}_1 \) and \( \mathbf{R}_2 \).

Then by using the excitation vector of equation 2.42 orthogonal transformation matrices for the occupied and virtual orbitals may be generated which gives the CNTOs. The CNTOs are obtained by constructing and diagonalizing an occupied-occupied matrix, \( \mathbf{M} \), and a virtual-virtual matrix, \( \mathbf{N} \), from the excitation vectors.

\[
M_{ij} = \sum_a R_{ai} R_{aj} + \frac{1}{2} \sum_{abk} (1 + \delta_{ai,bb} \delta_{ij}) R_{aibk} R_{ajbk}
\]  

(2.44)

\[
N_{ab} = \sum_i R_{ai} R_{bi} + \frac{1}{2} \sum_{ijc} (1 + \delta_{ai,cj} \delta_{ab}) R_{aicj} R_{bicj}
\]  

(2.45)

Then the matrices \( \mathbf{M} \) and \( \mathbf{N} \) are diagonalized as

\[
\mathbf{M} u_i = \lambda^o_i u_i, \quad i = 1, \ldots, n_{occ}
\]  

(2.46)

\[
\mathbf{N} v_a = \lambda^v_a v_a, \quad a = 1, \ldots, n_{vir}
\]  

(2.47)

Furthermore the normalization of the excitation vector gives
\[ \sum_{i} R_{ai}R_{ai} + \frac{1}{2} \sum_{abj} (1 + \delta_{ai,bj}) R_{abj}R_{abj} = 1 \]  

(2.48)

Such that \( Tr(M) = Tr(N) = 1 \) and \( \sum_{i} \lambda_{i}^{o} = 1.0 \) and \( \sum_{a} \lambda_{a}^{v} = 1.0 \). The eigenvectors of \( M \) and \( N \) make up the transformation matrices for the occupied and virtual space that generate the CNTOs. With respect to which CNTOs to include in the active space of the MLCC calculation, the sum of the eigenvalues is used. Ordering the orbitals with descending \( \lambda_{i}^{o} \) and \( \lambda_{a}^{v} \) to be included in the active space within given thresholds \( \delta_{o} \) and \( \delta_{v} \).

\[
1 - \sum_{i \in \text{act}} \lambda_{i}^{o} < \delta_{o} \]  

(2.49)

\[
1 - \sum_{a \in \text{act}} \lambda_{a}^{v} < \delta_{v} \]  

(2.50)

This thesis project will undertake an investigation of the performance of the CNTOs in MLCC computation of valence excitations.

### 2.6 Basis sets

One way of approximation involving almost all ab initio calculation methods is the use of basis sets. Although it will not be an approximation if the basis set is a complete basis set, because a complete set consists of an infinite number of basis functions, but that is impossible to achieve in practice. So in practice a finite basis set is used. It is common to represent a molecular orbital (MO) as a function in an infinite coordinate system that is spanned by a complete basis. And with respect to a finite basis set, then the only components of the MO that is represented are those along the axis.

There are two types of basis functions that are most commonly used in ab initio calculations, Slater type orbitals (STOs) and Gaussian type orbitals (GTOs) [35]. The STOs have
no radial nodes, radial nodes only occur when linear combinations of STOs are created. An advantage is that they converge fast because of their exponential dependency. The disadvantage regarding STOs is that they cannot be used for calculations on three and four centered or more centered two electron integrals. Because of this they are most often used on atomic or diatomic systems where high accuracy is desired. GTOs have a $r^2$ dependence in the exponent which gives two disadvantages. Problem one is they have a zero slope at the nucleus, where the STOs have a cusp, resulting in a problematic representation of proper behavior near the nucleus. Problem two is the GTOs fall off too rapidly far from the nucleus resulting in a poor representation of the tail. Because of these disadvantages with the GTOs are the reason that more of them are needed to achieve the same level of accuracy as the STOs. However, even if more GTOs are needed to achieve the same level of accuracy, their integrals are fairly easy to compute, and because of that the GTOs are the preferred basis functions in electronic structure calculations [35].

### 2.6.1 Basis set Classification

A minimal basis set contains just enough functions required to describe all the electrons of neutral atoms, meaning one basis function is used to describe each atomic orbital [35]. Basis sets can further be improved, where for example the basis functions can be doubled creating a Double Zeta (DZ) type basis. And for a Triple Zeta basis set, the number of basis functions are tripled and so on. Another possibility is to double the valence functions and keep the core functions minimal, creating a split valence basis set. Higher angular momentum is needed if electron correlation methods are being used. As stated in Section 2.3, there are two types of electron correlation. The basis set needs functions of the same type and different exponents to describe radial correlation. But the basis set needs functions with exponents of the same magnitude for different angular momentum, to describe angular correlation.
2.6.2 Correlation consistent basis sets

The purpose of correlation consistent (cc) basis sets, developed by Dunning et al. [18], is to describe the correlation energy of the valance electrons. These basis sets are known as cc-pVXZ \((X = D, T, Q, 5, ..)\), for a polarized X-Zeta Gaussian basis set. The basis set can be optimized further with one extra function that has a smaller exponent for each angular momentum. And finally it is possible to add functions with large exponents, known as tight functions, if the purpose is to recover the core-core and core-valence correlation energy, and the acronym will then be cc-CVXZ \((X = D, T, Q, 5, ..)\) [18, 35]. Since this thesis will focus on valence excitation energies, then the basis sets that will be used in this thesis are aug-cc-pVXZ \((X = D, T, Q, 5, ..)\), where augmented functions have been added to the basis sets cc-pVXZ. Augmented functions are diffuse functions, who’s purpose is to improve the flexibility in the outer valence region. Specifically in this thesis, the basis set that will be used is aug-cc-pVDZ, when calculating the valence excitation energies.
Chapter 3

Molecules

In this section, a short introduction about each molecule will be presented. In this thesis is a study involving four explosive molecules, NTO, fox-7, butanal which is an ordinary organic molecule and 4-nitroaniline which is also an organic molecule involving charge transfer (CT) excitation energies.
3.1 NTO

3-Nitro-1,2,4-triazole-5-one (NTO), as shown in figure 2.1, was developed at Los Alamos National Laboratory in 1983, and was found to have desirable characteristics such as high energy release on decomposition, high detonation velocity and good thermal stability etc. It has been characterized as a potential candidate for high energy density material (HEDM) which is powerful and yet resistant to accidental and sympathetic initiation. NTO has a lower shock sensitivity than TNT, and just as high explosive performance as RDX and HMX, which are the most effective and widely used explosives today. NTO is unique among military explosives in that it does not fall in traditional classes of explosives i.e. nitrates, nitramine or nitroaromatics. NTO is acidic and could coordinate with metallic ions. Another interesting feature of NTO is that there exist a possibility for inter or intra molecular hydrogen bonding [36].

![Figure 3.1: NTO](image)

Figure 3.1: NTO
3.2 Fox-7

Fox-7 (1,1-diamino-2,2-dinitroethylene, $C_2H_4N_4O_4$) has recently been an attractive molecule for research into developing new energetic materials and explosives. Fox-7 is described as a push-pull molecule with two electron donor amine groups ($-NH_2$) and two electron withdrawing nitro groups ($-NO_2$) as shown in figure 2.4. It’s insensitivity behaviour can be explained by it’s structure, where Fox-7 is stable partially due to the strong intra-molecular hydrogen bonds between the nitro oxygen atoms and the amino hydrogen atoms, which is important for its ground and excited state properties. Furthermore compared to the presently most widely used and powerful explosives RDX and HMX, Fox-7 yields the same number of moles (0.0405) of gaseous product per gram of compound for the complete decomposition reaction to $CO_2$, $N_2$, and $H_2O$ [37].

![Figure 3.2: Fox-7](image-url)

Figure 3.2: Fox-7
3.3 Butanal

Butanal is an organic compound with molecular formula $C_4H_8O$. It is an aldehyde derivative of Butane as shown in figure 2.6. It is flammable, colorless with acrid smell, mostly used as an organic solvent.

Figure 3.3: Butanal
3.4 4-Nitroaniline

4-Nitroaniline is composed of a benzene ring with a nitro group and an amino group bonded to its benzene ring. It is a synthetic precursor to Pharmaceuticals, dyes and pesticides and is a common wastewater contaminant. In high concentrations it can have a detrimental environmental effect as it is a carcinogen [16, 22].

Figure 3.4: 4-Nitroaniline
Chapter 4

Results and discussion

In this section, a description of the procedure used for investigating valence excitation energies for a set of thresholds for CNTOs using the MLCC3 model on six different molecules, and the full CC3 model as a reference on four of the molecules. The results presented in table 4.1-4.4 will be evaluated in terms of the average errors per molecule and the average errors per excitation, and further compared with the percentage of active orbitals and the theoretical speedup factors.

4.1 Computational details

The geometry of the molecules; Butanal, NTO, Fox-7 and 4-nitroaniline [1–4] were optimized using the MP2 model with the cc-pVDZ basis set. The geometry optimizations were performed using the qchem 4.4 program [5, 33] and the valence excitation energies were performed with a local version of the DALTON program package [6]. The valence excitation energies were calculated using with the CCSD, MLCC3 and CC3 methods for the four smallest molecules; Butanal, NTO, Fox-7 and 4-nitroaniline. And for the two largest molecules the energies were calculated using only the CCSD and MLCC3 method, because they were too large for CC3.
For the excitation energies calculated with the MLCC3 model, they were calculated for a set of thresholds for $\delta_o$ and $\delta_v$, in the ranges of $10^{-3}$ to $10^{-4}$ for $\delta_o$ and $10^{-3}$ to $10^{-5}$ for $\delta_v$. The basis set aug-cc-pVDZ was used on all four molecules for calculations involving valence excitation energies. The valence excitation energies obtained using CNTOs and the MLCC3 model is presented in tables 4.1 - 4.4.

Tables 4.1 - 4.4 contain the results for NTO, fox-7, butanal, 4-nitroaniline. $\Delta(eV)$ in table 4.1 - 4.4 is the average error in eV computed according to the formula

$$\Delta(eV) = \frac{1}{5} \sum_{i=1}^{5} |exc(i) - CC3(i)|$$  \hspace{1cm} (4.1)

where $exc(i)$ is the energy in eV for excitation i within a corresponding threshold, and $CC3(i)$ is the CC3 energy of excitation i in eV.

The errors in each table denoted err.i, is the difference between the excitation energy for excitation i ($exc.i$) and the $CC3(i)$ energy, where $i = 1, 2, 3, 4, 5$, within a corresponding threshold. And the values specified in parentheses, are the error in percentage with respect to the CCSD-CC3 difference.
4.2 The effects of $\delta_o$ and $\delta_v$

4.2.1 Considering average errors per molecule

For all of these molecules we have computed the five lowest valence excitation energies. Figure 4.1 shows the average errors per molecule relative to the CCSD-CC3 difference in percentage (%).

![Average errors per molecule for all thresholds](image.png)

Figure 4.1: Average errors per molecule for every thresholds relative to the CCSD-CC3 difference, the $\delta_o = 10^{-3}/\delta_v = 10^{-3}$ for butanal goes up to 99% and the $\delta_o = 10^{-4}/\delta_v = 10^{-3}$ threshold goes up to 86% for butanal.

Considering the results from figure 4.1, we see that both combinations of thresholds containing $\delta_v = 10^{-3}$ give errors with far too high percentage compared to the CCSD-CC3 difference. We see in figure 4.1 that the results for butanal shows an average error of 99% for the $\delta_o = 10^{-3}/\delta_v = 10^{-3}$ threshold and 86% for the $\delta_o = 10^{-4}/\delta_v = 10^{-3}$ threshold. These are significantly large errors compared to the other molecules. There is no good explanation as to why this has occurred, and also taking into account that figure 4.2 does not show any significantly less amount of active orbitals.
From figure 4.2 we see that generally the same percentage of orbitals are included in the active space for NTO, fox-7 and 4-nitroaniline for every threshold. But a little smaller percentage of orbitals are included in the active space for butanal for every thresholds. But this does not explain the significantly large errors observed for butanal. Perhaps some systematic errors occurred when running the calculations for butanal, for example that the system read a wrong file, or that the information in a file is wrong. However we refer to "future work" in chapter 5, with respect to the calculations concerning butanal, where we suggest these calculations be done again and double checked.

Furthermore by looking at table 4.1 we see that excitation number 2 and 4 for butanal has errors over 100% compared to the CCSD-CC3 difference for the $\delta_o = 10^{-3}/\delta_v = 10^{-3}$ threshold, which should never happen. We should normally see an improvement in accuracy as we increase the level of theory, and not a decline in accuracy. We can however conclude that $\delta_v = 10^{-3}$ is generally too high for the virtual space. And because of the fact that
\( \delta_v = 10^{-3} \) gives such poor results generally, we will exclude \( \delta_v = 10^{-3} \) from further discussions of our results, and have presented the same figures of average errors per molecule in figure 4.3 without the \( \delta_v = 10^{-3} \) thresholds.

![Figure 4.3: Average errors per molecule without \( \delta_v = 10^\text{-3} \)](image)

Considering the results from figure 4.3, we see again that butanal has large errors for thresholds containing \( \delta_o = 10^{-3} \) compared to the other molecules, where the \( \delta_o = 10^{-3}/\delta_v = 10^{-4} \) gives 22.3% average error and \( \delta_o = 10^{-3}/\delta_v = 10^{-5} \) gives 18.1% average error for butanal. A reason for this can be that for these thresholds containing \( \delta_o = 10^{-3} \) give somewhat less amount of active orbitals for butanal than the other molecules as shown by figure 4.2. We can then conclude that \( \delta_o = 10^{-3} \) is too high for the occupied space for butanal. However we observe a significant improvement in the errors for butanal as we tighten the threshold for the occupied space from \( \delta_o = 10^{-3} \) to \( \delta_o = 10^{-4} \). For NTO, fox-7 and 4-nitroaniline we observe good results for all the thresholds \( \delta_o = 10^{-3}/\delta_v = 10^{-4}, \delta_o = 10^{-3}/\delta_v = 10^{-5}, \delta_o = 10^{-4}/\delta_v = 10^{-4} \) and \( \delta_o = 10^{-4}/\delta_v = 10^{-5} \), where they give an average error in the
ranges from 1.2% for $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ for NTO to 10.3% for $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ for fox-7.

The results in figure 4.3 show an increase in accuracy as we tighten the thresholds from $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ to $\delta_o = 10^{-4}/\delta_v = 10^{-5}$. This is to be expected as we also increase the percentage of active orbitals from from $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ to $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ as shown in figure 4.2, especially for the occupied space which increases from 55% to 70% for the active occupied orbitals for butanal.

With respect to butanal, we have to tighten the threshold to $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ in order to get an average error in the same percentage level as NTO, fox-7 and 4-nitroaniline. Where $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ gives an average error of 2.4% for butanal, 1.2% for NTO, 1.8% for fox-7 and 2.6% for 4-nitroaniline.

On the other hand $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ gives an average error for NTO, fox-7 and 4-nitroaniline on approximately the same level of percentage. Where the average error is 3.4% for NTO, 3.1% for fox-7 and 3.3% for 4-nitroaniline. The figure 4.3 shows that the average error for butanal deviates from this percentage level, where butanal shows an average error of 6.4% for $\delta_o = 10^{-4}/\delta_v = 10^{-4}$, which is approximately double the value of error compared to the values for NTO, fox-7 and 4-nitroaniline.

The same observation is seen with respect to butanal for the thresholds $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ and $\delta_o = 10^{-3}/\delta_v = 10^{-5}$, where butanal shows approximately either double or triple the value of average error compared to NTO, fox-7 and 4-nitroaniline. And when we also consider the high theoretical speedup factor equal to 30 for $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ for butanal in figure 4.4, indicates the result for $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ for butanal is too unreliable and inaccurate in order to for example be able to support experimentalists.
Figure 4.4: Theoretical speedup for thresholds without $\delta_v = 10^{-3}$ for NTO, fox-7, butanal and 4-nitroaniline

Also by comparing the average errors for the thresholds $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ and $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ for butanal, we see that $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ gives an average error of 18.1% with a theoretical speedup factor equal to 10.2, and $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ gives an average error of 6.6% with a theoretical speedup factor equal to 14.4. So $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ gives a higher theoretical speedup factor with a lower average error compared to $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ which gives a lower theoretical speedup with a higher average error. A reason for this would be the different percentage of active orbitals, especially for the occupied space. Where $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ has 55% active occupied orbitals and 83.8% active virtual orbitals, compared to $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ which gives 70% active occupied orbitals and 58.7% active virtual orbitals. This indicates that the level of accuracy in the average error is highly dependent on the active occupied space. And it also indicates that its more worth looking at $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ threshold then the $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ threshold. This observation can be seen generally in figure 4.3 for NTO, fox-7 and 4-nitroaniline, where we see a good
improvement in the average error when we go from $\delta_o = 10^{-3}$ to $\delta_o = 10^{-4}$.

As stated before we have to approach the $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ threshold before we get average errors per molecule which are accurate, reliable and on the same level of percentage. Because for the other thresholds, the average errors varies more from molecule to molecule and from threshold to threshold. But for $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ the average error is more consistent for each molecule. The theoretical speedup factor (figure 4.4) and the percentage of active orbitals (figure 4.2) are also consistently on the same level for each molecule. But this is not the case for the other thresholds. Which means there is no point in doing calculations with higher theoretical speedup, when the results varies from molecule to molecule and also giving inconsistent and inaccurate average errors, which means those result are too unreliable to for example support experimentalists.
4.2.2 Considering average errors per excitation

![Average error per excitation without δ_ν = 10^(−3)](image)

Figure 4.5: Average errors per excitation for every thresholds relative to the CCSD-CC3 difference in percentage (%), except for thresholds containing δ_ν = 10^{−3}.

Considering the results in figure 4.5, the same trend is observed for each excitation, where the results give more and more accurate errors, the tighter the thresholds become. And this is due to the obvious reason, where the tighter the threshold means a larger amount of the molecule is treated with higher level of theory so we would expect more and more accurate results. However for thresholds containing δ_o = 10^{−3}, we see excitation number 1 has the smallest errors, and the errors increase for excitation 2, and then decrease steadily for excitation 3, 4 and 5. But for thresholds containing δ_o = 10^{−4}, we observe excitation 1 has the highest errors, and the average errors decrease steadily for excitation 2, 3 and 4, and then increase a little for excitation 5. This could be due to the higher excitations being more diffuse. However the errors are much larger for the δ_o = 10^{−3} thresholds compared to the δ_o = 10^{−4} thresholds, so we would consider using δ_o = 10^{−4} to obtain accurate results for the occupied space. We do not observe a significant improvement in the average errors for the virtual space when we go from δ_ν = 10^{−4} to δ_ν = 10^{−5}, but a reasonable improvement is
observed nonetheless. This is related to the higher amount of active orbitals included in the virtual space when we go from $\delta_v = 10^{-4}$ to $\delta_v = 10^{-5}$ as shown by figure 4.2.

We see from figure 4.5 that the average errors per excitation for the threshold $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ are in the ranges from 10.3% for excitation number 1 to 14.5% for excitation number 2, where excitation 2 gives the highest percentage of average error for $\delta_o = 10^{-3}/\delta_v = 10^{-4}$. And for $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ the average error ranges from 7.9% for excitation 1 to 12.2% for excitation 2, where excitation 2 is the highest percentage of error for $\delta_o = 10^{-3}/\delta_v = 10^{-5}$. By considering the fact that from the previous section we observed that butanal have a high average error for these thresholds compared to NTO, fox-7 and 4-nitroaniline, and also by looking at table 4.1-4.4 we see that butanal generally shows higher percentage of errors compared to NTO, fox-7 and 4-nitroaniline. By that reasoning butanal gives a strong contribution to the average error per excitation, and NTO, fox-7 and 4-nitroaniline generally show percentage of errors approximately on the same level with respect to each other. Let us therefore look at a version of figure 4.5 without the contribution from butanal as shown in figure 4.6.
We now observe a significant difference in the average error per excitation from figure 4.5 to figure 4.6. For the threshold $\delta_o = 10^{-3}/\delta_v = 10^{-4}$, we observe a general decrease in average error from 9.1% for excitation 1 to 4.5% for excitation 5, except for a deviation for excitation 2 which has an average error of 14.5% and is approximately unchanged from figure 4.5. The same trend is observed for the $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ threshold in figure 4.6, where excitation 1 has an average error of 8.5% and it decreases to 3.5% for excitation 5, with the exception of excitation 2 which shows an average error of 12.5% and is approximately unchanged from figure 4.5. The reason that the average error is unchanged for excitation 2 for $\delta_o = 10^{-3}/\delta_v = 10^{-4}$ and $\delta_o = 10^{-3}/\delta_v = 10^{-5}$ is because NTO and fox-7 has a couple of high percentage errors for excitation 2, as seen from table 4.2 and table 4.3. However for the $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ threshold, figure 4.5 shows that the average errors approaches a consistent level of percentage for excitation 2-5 in the ranges from 3.5%-3.9%, and a little
higher average error of 5.4% for excitation 1. Comparing figure 4.5 and figure 4.6 we can see that butanal is the one driving up the average error in figure 4.5 for excitation 1 for $\delta_o = 10^{-4}/\delta_v = 10^{-4}$. For the $\delta_o = 10^{-4}/\delta_v = 10^{-4}$ threshold in figure 4.6 the same trend can be observed where for excitation 1-5 are consistently on the same level of average errors in the ranges 2.4% -4.6%, and a little deviation for excitation 2 which shows an average error of 4.6%. The reason for the little increase in error from figure 4.5 to figure 4.6 for excitation 2 is because NTO has a relatively high percentage error as shown in table 4.2.

As for the $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ threshold, it shows consistent average errors approximately on the same level of percentage ranging from 1.5% - 2.78% for figure 4.5 and from 1.0%-2.5% for figure 4.6. We generally see a significant improvement in accuracy when going from the $\delta_o = 10^{-3}$ to $\delta_o = 10^{-4}$ for the occupied space, due to the increase in percentage of active orbitals as stated before. And as mentioned before the average error per excitation converge towards approximately the same level of percentage. This makes $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ accurate and reliable, just like we observed in the previous section.

We also generally observe a decrease in average error, when going from $\delta_v = 10^{-4}$ to $\delta_v = 10^{-5}$, this is because of the increase in active virtual orbitals as shown in figure 4.2. But we observe a much larger improvement when going from $\delta_o = 10^{-3}$ to $\delta_o = 10^{-4}$ for the occupied space. So the increase in active occupied orbitals seems to have the biggest impact on the average errors both for the average errors per molecule and for average errors per excitation.

We also observe that the theoretical speedup factor is around the same level for $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ ranging between 3.8 for NTO to 4.9 for butanal, which results in average errors around the same level, making these results reliable. But for the higher theoretical speedup factors for the other thresholds, results in more inaccurate and inconsistent average errors making those results unreliable, and so we can conclude that $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ is
an acceptable threshold.
Table 4.1: Five lowest MLCC3 valence energies for butanal using aug-cc-pVDZ. They are computed in a combined CNTO basis. All excitation energies and errors are in eV.

<table>
<thead>
<tr>
<th>$log(\delta_o)$</th>
<th>$log(\delta_v)$</th>
<th>exc.1</th>
<th>exc.2</th>
<th>exc.3</th>
<th>exc.4</th>
<th>exc.5</th>
<th>nocc</th>
<th>nvirt</th>
<th>$\Delta$(eV)</th>
<th>err.1</th>
<th>err.2</th>
<th>err.3</th>
<th>err.4</th>
<th>err.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>-3</td>
<td>4.278</td>
<td>6.706</td>
<td>7.414</td>
<td>7.529</td>
<td>7.646</td>
<td>11</td>
<td>47</td>
<td>0.060</td>
<td>0.019</td>
<td>0.058</td>
<td>0.081</td>
<td>0.069</td>
<td>0.075</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(91.6)</td>
<td>(107.3)</td>
<td>(96.8)</td>
<td>(108.4)</td>
<td>(91.0)</td>
</tr>
<tr>
<td>-3</td>
<td>-4</td>
<td>4.262</td>
<td>6.655</td>
<td>7.359</td>
<td>7.475</td>
<td>7.594</td>
<td>11</td>
<td>98</td>
<td>0.015</td>
<td>0.003</td>
<td>0.008</td>
<td>0.026</td>
<td>0.015</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(13.7)</td>
<td>(14.6)</td>
<td>(30.9)</td>
<td>(24.0)</td>
<td>(28.2)</td>
</tr>
<tr>
<td>-3</td>
<td>-5</td>
<td>4.260</td>
<td>6.654</td>
<td>7.356</td>
<td>7.473</td>
<td>7.592</td>
<td>11</td>
<td>140</td>
<td>0.013</td>
<td>0.001</td>
<td>0.006</td>
<td>0.023</td>
<td>0.013</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.2 )</td>
<td>(11.2)</td>
<td>(27.7)</td>
<td>(20.2)</td>
<td>(25.2)</td>
</tr>
<tr>
<td>-4</td>
<td>-3</td>
<td>4.279</td>
<td>6.699</td>
<td>7.400</td>
<td>7.518</td>
<td>7.632</td>
<td>14</td>
<td>47</td>
<td>0.051</td>
<td>0.051</td>
<td>0.066</td>
<td>0.058</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(92.5)</td>
<td>(94.8)</td>
<td>(79.3)</td>
<td>(91.3)</td>
<td>(73.5)</td>
</tr>
<tr>
<td>-4</td>
<td>-4</td>
<td>4.262</td>
<td>6.649</td>
<td>7.340</td>
<td>7.463</td>
<td>7.576</td>
<td>14</td>
<td>98</td>
<td>0.004</td>
<td>0.003</td>
<td>0.001</td>
<td>0.006</td>
<td>0.003</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(13.3)</td>
<td>(1.9)</td>
<td>(7.5 )</td>
<td>(4.6)</td>
<td>(5.9)</td>
</tr>
<tr>
<td>-4</td>
<td>-5</td>
<td>4.260</td>
<td>6.647</td>
<td>7.336</td>
<td>7.460</td>
<td>7.573</td>
<td>14</td>
<td>140</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.003</td>
<td>0.0002</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(5.2 )</td>
<td>(1.3)</td>
<td>(3.2 )</td>
<td>(0.3)</td>
<td>(1.9)</td>
</tr>
</tbody>
</table>

|          | Full  | CC3   | 4.259 | 6.648 | 7.333 | 7.460 | 7.571 | 20   | 167 |
|          | Full  | CCSD  | 4.280 | 6.702 | 7.417 | 7.523 | 7.653 | 20   | 167 |
|          | CCSD- | 0.021 | 0.054 | 0.083 | 0.063 | 0.082 |
|          | CC3   |       |       |       |       |       |       |      |     |
Table 4.2: Five lowest MLCC3 valence energies for NTO using aug-cc-pVDZ. They are computed in a combined CNTO basis. All excitation energies and errors are in eV.

<table>
<thead>
<tr>
<th>log(δ₀)</th>
<th>log(δᵥ)</th>
<th>exc.1</th>
<th>exc.2</th>
<th>exc.3</th>
<th>exc.4</th>
<th>exc.5</th>
<th>nocc</th>
<th>nvirt</th>
<th>Δ(eV)</th>
<th>err.1</th>
<th>err.2</th>
<th>err.3</th>
<th>err.4</th>
<th>err.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>-3</td>
<td>3.871</td>
<td>4.168</td>
<td>4.244</td>
<td>4.761</td>
<td>5.546</td>
<td>22</td>
<td></td>
<td>0.054</td>
<td>0.009</td>
<td>0.068</td>
<td>0.047</td>
<td>0.088</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(13.5)</td>
<td>(29.0)</td>
<td>(17.7)</td>
<td>(23.9)</td>
<td>(18.0)</td>
<td></td>
</tr>
<tr>
<td>-3</td>
<td>-4</td>
<td>3.864</td>
<td>4.134</td>
<td>4.215</td>
<td>4.703</td>
<td>5.511</td>
<td>22</td>
<td></td>
<td>0.021</td>
<td>0.003</td>
<td>0.034</td>
<td>0.018</td>
<td>0.03</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.0 )</td>
<td>(14.5)</td>
<td>(6.6 )</td>
<td>(8.2 )</td>
<td>(7.0 )</td>
<td></td>
</tr>
<tr>
<td>-3</td>
<td>-5</td>
<td>3.863</td>
<td>4.125</td>
<td>4.211</td>
<td>4.697</td>
<td>5.507</td>
<td>22</td>
<td></td>
<td>0.017</td>
<td>0.002</td>
<td>0.025</td>
<td>0.014</td>
<td>0.024</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.9 )</td>
<td>(10.8)</td>
<td>(5.2 )</td>
<td>(6.5 )</td>
<td>(5.7 )</td>
<td></td>
</tr>
<tr>
<td>-4</td>
<td>-3</td>
<td>3.869</td>
<td>4.159</td>
<td>4.235</td>
<td>4.746</td>
<td>5.534</td>
<td>24</td>
<td></td>
<td>0.045</td>
<td>0.008</td>
<td>0.059</td>
<td>0.038</td>
<td>0.073</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(11.9)</td>
<td>(25.2)</td>
<td>(14.2)</td>
<td>(19.9)</td>
<td>(14.3)</td>
<td></td>
</tr>
<tr>
<td>-4</td>
<td>-4</td>
<td>3.863</td>
<td>4.116</td>
<td>4.203</td>
<td>4.684</td>
<td>5.498</td>
<td>24</td>
<td></td>
<td>0.009</td>
<td>0.001</td>
<td>0.016</td>
<td>0.006</td>
<td>0.011</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.9 )</td>
<td>(6.8 )</td>
<td>(2.4 )</td>
<td>(3.0 )</td>
<td>(2.8 )</td>
<td></td>
</tr>
<tr>
<td>-4</td>
<td>-5</td>
<td>3.862</td>
<td>4.103</td>
<td>4.199</td>
<td>4.677</td>
<td>5.495</td>
<td>24</td>
<td></td>
<td>0.003</td>
<td>0.001</td>
<td>0.004</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.8 )</td>
<td>(1.6 )</td>
<td>(1.0 )</td>
<td>(1.0 )</td>
<td>(1.7 )</td>
<td></td>
</tr>
</tbody>
</table>

- Full CC3 3.861 4.100 4.197 4.673 5.489 33 192
- Full CCSD 3.930 4.335 4.465 5.039 5.803 33 192
- CCSD-CC3 0.069 0.235 0.268 0.365 0.314
Table 4.3: Five lowest MLCC3 valence energies for Fox-7 using aug-cc-pVDZ. They are computed in a combined CNTO basis. All excitation energies and errors are in eV.

<table>
<thead>
<tr>
<th>log(δ₀)</th>
<th>log(δᵥ)</th>
<th>exc.1</th>
<th>exc.2</th>
<th>exc.3</th>
<th>exc.4</th>
<th>exc.5</th>
<th>nocc</th>
<th>nvirt</th>
<th>Δ(eV)</th>
<th>err.1</th>
<th>err.2</th>
<th>err.3</th>
<th>err.4</th>
<th>err.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>-3</td>
<td>3.705</td>
<td>4.182</td>
<td>4.530</td>
<td>4.767</td>
<td>4.811</td>
<td>25</td>
<td>85</td>
<td>0.037</td>
<td>0.011</td>
<td>0.03</td>
<td>0.053</td>
<td>0.06</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(10.6)</td>
<td>(30.8)</td>
<td>(13.9)</td>
<td>(22.5)</td>
<td>(12.6)</td>
</tr>
<tr>
<td>-3</td>
<td>-4</td>
<td>3.701</td>
<td>4.171</td>
<td>4.504</td>
<td>4.741</td>
<td>4.795</td>
<td>25</td>
<td>146</td>
<td>0.020</td>
<td>0.007</td>
<td>0.019</td>
<td>0.027</td>
<td>0.034</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.5)</td>
<td>(19.1)</td>
<td>(7.1)</td>
<td>(12.9)</td>
<td>(5.8)</td>
</tr>
<tr>
<td>-3</td>
<td>-5</td>
<td>3.701</td>
<td>4.170</td>
<td>4.498</td>
<td>4.737</td>
<td>4.791</td>
<td>25</td>
<td>191</td>
<td>0.018</td>
<td>0.007</td>
<td>0.019</td>
<td>0.021</td>
<td>0.03</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.7)</td>
<td>(18.9)</td>
<td>(5.5)</td>
<td>(11.3)</td>
<td>(4.4)</td>
</tr>
<tr>
<td>-4</td>
<td>-3</td>
<td>3.702</td>
<td>4.170</td>
<td>4.519</td>
<td>4.745</td>
<td>4.806</td>
<td>28</td>
<td>85</td>
<td>0.026</td>
<td>0.008</td>
<td>0.018</td>
<td>0.042</td>
<td>0.038</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(7.2)</td>
<td>(18.7)</td>
<td>(11.0)</td>
<td>(14.2)</td>
<td>(10.6)</td>
</tr>
<tr>
<td>-4</td>
<td>-4</td>
<td>3.697</td>
<td>4.156</td>
<td>4.488</td>
<td>4.715</td>
<td>4.787</td>
<td>28</td>
<td>146</td>
<td>0.007</td>
<td>0.003</td>
<td>0.004</td>
<td>0.011</td>
<td>0.008</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.4)</td>
<td>(4.2)</td>
<td>(2.9)</td>
<td>(3.0)</td>
<td>(3.0)</td>
</tr>
<tr>
<td>-4</td>
<td>-5</td>
<td>3.697</td>
<td>4.155</td>
<td>4.480</td>
<td>4.710</td>
<td>4.783</td>
<td>28</td>
<td>191</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.5)</td>
<td>(3.1)</td>
<td>(0.8)</td>
<td>(1.3)</td>
<td>(1.3)</td>
</tr>
</tbody>
</table>

|         | Full CC3 | 3.694 | 4.152 | 4.477 | 4.707 | 4.780 | 38   | 228   |
|         | Full CCSD | 3.798 | 4.251 | 4.862 | 4.973 | 5.027 | 38   | 228   |
|         | CCSD-CC3 | 0.104 | 0.099 | 0.385 | 0.266 | 0.247 |     |       |
Table 4.4: Five lowest MLCC3 valence energies for 4-Nitroaniline using aug-cc-pVDZ. They are computed in a combined CNTO basis. All excitation energies and errors are in eV.

<table>
<thead>
<tr>
<th>log($\delta_o$)</th>
<th>log($\delta_v$)</th>
<th>exc.1</th>
<th>exc.2</th>
<th>exc.3</th>
<th>exc.4</th>
<th>exc.5</th>
<th>nocc</th>
<th>nvirt</th>
<th>$\Delta$(eV)</th>
<th>err.1</th>
<th>err.2</th>
<th>err.3</th>
<th>err.4</th>
<th>err.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>-3</td>
<td>4.021</td>
<td>4.341</td>
<td>4.500</td>
<td>5.024</td>
<td>5.815</td>
<td>23</td>
<td>85</td>
<td>0.045</td>
<td>0.029</td>
<td>0.066</td>
<td>0.027</td>
<td>0.052</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(25.9)</td>
<td>(21.8)</td>
<td>(17.8)</td>
<td>(44.0)</td>
<td>(45.9)</td>
</tr>
<tr>
<td>-3</td>
<td>-4</td>
<td>4.011</td>
<td>4.305</td>
<td>4.490</td>
<td>4.972</td>
<td>5.763</td>
<td>23</td>
<td>158</td>
<td>0.013</td>
<td>0.019</td>
<td>0.03</td>
<td>0.016</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(17.0)</td>
<td>(9.9)</td>
<td>(10.8)</td>
<td>(0.5)</td>
<td>(0.6)</td>
</tr>
<tr>
<td>-3</td>
<td>-5</td>
<td>4.009</td>
<td>4.299</td>
<td>4.489</td>
<td>4.972</td>
<td>5.763</td>
<td>23</td>
<td>211</td>
<td>0.012</td>
<td>0.018</td>
<td>0.024</td>
<td>0.016</td>
<td>0.0004</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(15.9)</td>
<td>(8.0)</td>
<td>(10.3)</td>
<td>(0.3)</td>
<td>(0.4)</td>
</tr>
<tr>
<td>-4</td>
<td>-3</td>
<td>4.008</td>
<td>4.326</td>
<td>4.489</td>
<td>5.024</td>
<td>5.814</td>
<td>26</td>
<td>85</td>
<td>0.037</td>
<td>0.017</td>
<td>0.051</td>
<td>0.015</td>
<td>0.051</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(15.1)</td>
<td>(16.9)</td>
<td>(10.1)</td>
<td>(43.8)</td>
<td>(45.6)</td>
</tr>
<tr>
<td>-4</td>
<td>-4</td>
<td>3.996</td>
<td>4.283</td>
<td>4.476</td>
<td>4.969</td>
<td>5.759</td>
<td>26</td>
<td>158</td>
<td>0.005</td>
<td>0.005</td>
<td>0.009</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.0)</td>
<td>(2.9)</td>
<td>(1.8)</td>
<td>(3.4)</td>
<td>(4.2)</td>
</tr>
<tr>
<td>-4</td>
<td>-5</td>
<td>3.994</td>
<td>4.277</td>
<td>4.475</td>
<td>4.968</td>
<td>5.758</td>
<td>26</td>
<td>211</td>
<td>0.003</td>
<td>0.003</td>
<td>0.002</td>
<td>0.002</td>
<td>0.004</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.6)</td>
<td>(0.7)</td>
<td>(1.3)</td>
<td>(3.7)</td>
<td>(4.6)</td>
</tr>
<tr>
<td>Full CCSD-CC3</td>
<td></td>
<td>4.104</td>
<td>4.578</td>
<td>4.625</td>
<td>5.090</td>
<td>5.875</td>
<td>36</td>
<td>248</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion

In this thesis project, valence excitation energies in the multilevel coupled cluster (CC3/CCSD) framework using correlated natural transition orbitals have been computed, and compared to valence excitation energies calculated with the full CC3 model. The correlated natural transition orbitals are included in an active space using a threshold for the eigenvalues corresponding to the orbitals. The calculated valence excitation energies from the MLCC3 model give both high and small errors compared to the full CC3 model. For example the $\delta_o = 10^{-3}/\delta_v = 10^{-3}$ and $\delta_o = 10^{-3}/\delta_v = 10^{-3}$ thresholds give high average errors per molecule of respectively 99% and 86% for butanal, 20% and 17% for NTO, 18% and 12% for fox-7, and finally 31% and 26% for 4-nitroaniline. However using $10^{-4}$ as a threshold for the active occupied orbitals and $10^{-5}$ as a threshold for the active virtual orbitals give accurate results of, 1.2%-2.6% for average error per molecule and 1.5%-2.8% in terms of average error per excitation, for the molecules used in this project. These accurate results are to be expected considering, between 70% and 74% of the occupied orbitals and between 83%-88% of the virtual orbitals are included in the active space. Which means a large percentage of the molecule is included in the active space for the $\delta_o = 10^{-4}/\delta_v = 10^{-5}$ threshold. In general to obtain errors less than 10% on needs to include approximately 60-70% of the orbital space for the investigated molecules. Clearly the correlated natural transition orbitals are appropriately adapted for electron transition in the valence region.
Chapter 6

Future work

The calculations for butanal resulted in significantly large errors as shown by figure 4.1, especially for thresholds containing $\delta_v = 10^{-3}$. There might have been some problems that occurred when running these calculations, for example that the program accidentally have read a wrong file or a file contained wrong information. However these calculations should be done again and double checked to confirm that these are the right or wrong energies.

Valence excitation energy calculations using the MLCC3 framework for the molecules RDX and TNT are still running, and these are to be included in the dataset when finished. Further, it could be of interest to investigate the use of CNTOs for charge-transfer excitations.
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