Local Field Factors and Dielectric Properties of Liquid Benzene
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ABSTRACT: Local electric field factors are calculated for liquid benzene by combining molecular dynamic simulations with a subsequent force-field model based on a combined charge-transfer and point-dipole interaction model for the local field factor. The local field factor is obtained as a linear response of the local field to an external electric field, and the response is calculated at frequencies through the first absorption maximum. It is found that the largest static local field factor is around 2.4, while it is around 6.4 at the absorption frequency. The linear susceptibility, the dielectric constant, and the first absorption maximum of liquid benzene are also studied. The electronic contribution to the dielectric constant is around 2.3 at zero frequency, in good agreement with the experimental value around 2.2, while it increases to 6.3 at the absorption frequency. The $\pi \rightarrow \pi^*$ excitation energy is around 6.0 eV, as compared to the gas-phase value of around 6.3 eV, while the experimental values are 6.5 and 6.9 eV for the liquid and gas phase, respectively, demonstrating that the gas-to-liquid shift is well-described.

INTRODUCTION

In a molecular mechanics approach, the local electric field at an atom, $E_{\text{loc}}^{\text{ext}}$, is the sum of the external electric field, $E_{\text{ext}}$, and the electric field of the permanent and induced multipole moments of the neighboring atoms, here restricted to atomic charges and atomic dipole moments,

$$E_{\text{loc}}^{\text{ext}} = E_{\text{ext}} + \sum_{\beta} \left( \frac{q_{\beta} \hat{R}_{\beta}^2 - q_{\beta} \hat{R}_{\beta} \cdot \hat{R}_I \mu_{I,\beta}}{\hat{R}_{\beta}^3 \mu_{I,\beta}} \right) \, ,$$

where Greek subscripts $\alpha$, $\beta$, and $\gamma$ denote the Cartesian coordinates, and the Einstein summation convention is used for repeated subscripts. $q_I$ is an atomic charge, and $\mu_{I,\beta}$ is an atomic dipole moment. To introduce a damping of the interatomic interactions at short distances, we extended the point-dipole interaction (PDI) model by adding Gaussian charge distributions similar to other approaches for describing short-range electrostatics. In our model, $\hat{R}_{\beta} = \sqrt{ \frac{3}{2} + \frac{\pi}{4} \frac{q_I}{\phi_I} }$, where $\phi_I$ is an atom-type parameter describing the width of a Gaussian charge distribution, and $R_{I,\beta} = R_{I,\alpha} - R_{I,\alpha}$, where $R_{I,\alpha}$ is a component of the coordinate of atom $I$. Local field effects at zero and optical frequencies are important in many applications. In surface-enhanced Raman scattering (SERS), local field enhancement is observed in plasmonic nanoparticles showing very strong scattering of light due to the localized surface plasmon resonances. In addition to metal nanoparticles, the plasmonic character of some aromatic molecules such as linear acenes also enhances the local field factor. In resonance Raman and resonance hyper-Raman spectra, the intermolecular vibronic coupling between solute molecules and neighboring solvent molecules causes enhanced local fields, a phenomenon called the molecular near-field effect.

The local field at a molecule is caused by polarization of the surroundings, and it is a measure of the strength of the interaction between the solute and the solvent molecules and, thus, is used to determine the solvent-induced effects on molecular properties. Orientationally averaged local field factors can be used in calculating the dielectric constant and refractive index of different materials. In electrical breakdown of insulating liquids, finding points where the local field is very high, i.e., hot-spots, is useful. At hot-spots, an electron avalanche may be initiated that can lead to a conductive plasma channel and an electrical breakdown. Because this is the focus of this work, we calculate the full second-rank tensor of the local field response and discuss the largest components in detail.

The response of the local field to the external electric field has been calculated at the Hartree–Fock level of theory in terms of the nuclear electric-shielding factor, which is the effective field seen by the nucleus as the response to an applied...
Molecular dynamics (MD) simulations have also been used to calculate orientationally averaged local field factors essentially by extracting local field factors from simulations of the properties involved in electric-field-induced second-harmonic generation (EFISH) experiments.\textsuperscript{31}

In our recent work on force-field models, a combined charge-transfer and point-dipole interaction (CT−PDI) model is extended to calculate the local field factor, and initial results were presented for the benzene and azobenzene dimers.\textsuperscript{1} Here, we extend the study of local field factors to aggregates of molecules (in this case, liquid benzene due to its application in breakdown experiments).\textsuperscript{32,33} The CT−PDI model\textsuperscript{34−36} is basically a model to calculate the static and frequency-dependent polarizabilities, where the polarizability is partitioned into charge-transfer and dipole terms. In the CT−PDI model, these terms are obtained using the electronegativity equalization model (EEM)\textsuperscript{30,37,38} rephrased in terms of the atom−atom charge-transfer (AACT) model\textsuperscript{39} in combination with the PDI model.\textsuperscript{35−36}

The CT−PDI model has several important features: (i) Atomic charges are replaced by charge-transfer terms using the AACT model, \( q_f = \sum K_{fK} \).\textsuperscript{39} (ii) A Gaussian charge distribution is used for each atom instead of point charges.\textsuperscript{7} (iii) The model can be used for both metallic and nonmetallic systems, i.e., polarizabilities scale correctly with the size of the system.\textsuperscript{34} In a metallic model such as EEM, the charge-transfer between two atoms at infinite distance is not zero. In the CT−PDI model, an energy cost for charge-transfer between atoms is added such that the charge-transfer is zero between atoms at infinite separation.\textsuperscript{34,35} (iv) The partitioning of the polarizability into charge and dipole terms is advantageous because for different types of molecules, the main contribution will vary. For example, in azo dyes, the contribution of the dipole term to the polarizability at the absorption frequency is more significant than the charge term.\textsuperscript{36} Also, the charge and the dipole term may add up to give a relatively large local field factor, or the two terms may to a large extent cancel each other.\textsuperscript{1}
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\caption{A typical cluster with the central benzene molecule marked in blue.}
\end{figure}

In our work, we are interested in the response of the optical properties to the frequency-dependent external field at the absorption frequency. Because these frequencies are in the UV−vis part of the spectrum, only the electronic degrees of freedom couple with the external field; i.e., only the electronic polarization contributes. MD simulations are carried out to generate liquid benzene configurations to be used as input for the calculation of the local field factors by means of the CT−PDI model. The local field factors, independent of the amplitude of the external field, are presented for liquid benzene at zero and the absorption frequency, and the linear susceptibility at the absorption frequency is determined by an approach similar to the Clausius−Mosotti method.\textsuperscript{36} The excitation energy of a benzene molecule in liquid benzene is also calculated by the CT−PDI model.

\section*{Computational Details}

The linear response of the charge-transfer and the dipole terms to a homogeneous frequency-dependent external electric field, \( E_{\text{ext}}(\omega) = E_{\text{dip}}(\omega) \), is determined by finding the derivative of eq 1 with respect to \( E_{\text{dip}}(\omega) \) and solving the Lagrangian involving potential energies and kinetic energies of the atomic charge-transfer terms and the atomic dipole moments oscillating with the same frequency as the external electric field.\textsuperscript{35,40} The details of the model can be found in ref 35.

The parameters of the CT−PDI model are optimized by fitting the full tensor of the complex frequency-dependent polarizabilities against time-dependent density functional theory (TDDFT)\textsuperscript{31−33} polarizabilities through the first absorption maximum adopting finite life-times of the excited state.\textsuperscript{34,45} The parameters are not reoptimized in this work, but the values reported previously for a series of hydrocarbon and azo molecules are adopted here.\textsuperscript{1}

The molecular-dynamics (MD) simulations are performed using the LAMMPS package (June 28, 2014 version)\textsuperscript{36} to generate sample configurations as shown in Figure 1. A system of 216 benzene molecules is generated in a cubic box with a length of 31.8 Å and periodic boundary conditions. The cutoff distance for van der Waals interactions is 15 Å, and the force-
shown in (b) and (e) is $\chi^{(1)}_{\pi}$ and the solid line is $\chi^{(3)}_{\pi}$. Shown in (b) and (e) is $\frac{\partial E_{z}}{\partial \gamma}$ and (c) and (f) are $\frac{\partial E_{z}}{\partial \gamma}$. The blue and green lines are at zero frequency, and the black and red lines are at the absorption frequency, respectively.

Figure 2. Local field factor distribution of the carbon (a, b, and c) and hydrogen (d, e, and f) atoms, respectively. The dashed line in (a) and (d) is $\chi^{(1)}_{\pi}$ and the solid line is $\chi^{(3)}_{\pi}$. Shown in (b) and (e) is $\frac{\partial E_{z}}{\partial \gamma}$ and (c) and (f) are $\frac{\partial E_{z}}{\partial \gamma}$. The blue and green lines are at zero frequency, and the black and red lines are at the absorption frequency, respectively.

field model used is OPLS-AA. The system is equilibrated for 500 ps with a time step of 1 fs, and trajectories are generated in the canonical (NVT) ensemble at 300 K employing the Nosé–Hoover thermostat. The simulation results are in good agreement with those in ref 49. The radial distribution functions (RDFs) are collected over 1500 ps, and the carbon RDF shows a small peak at around 4.3 Å and two large peaks at around 5.3 and 6.2 Å that are in good agreement with experimental data. Snapshots of structures are taken every 2.5 ps, and clusters of 50 benzene molecules are chosen such that one benzene molecule is located at the center of the cluster, and the other molecules are rotated to be aligned to the axes of the moment of inertia of the central molecule. Subsequently, all tensor components of the local field factor are calculated. A total of 100 clusters are chosen, and the local field factor is calculated at carbon atom 1 and hydrogen atom 2 of the central molecule, marked in blue in Figure 1, giving 600 samples in total from the equivalence of carbon and hydrogen atoms in benzene.

The linear susceptibility is calculated using the CT–PDI model by combining molecular dynamic simulations and a modified Clausius–Mossotti equation, where the PDI model is combined with the Clausius–Mossotti equation. Here, the CT–PDI model is used instead of the PDI model, which gives an improvement by including the charge-transfer terms and the complex frequency dependence as compared to the PDI model, which includes only the static dipole term. Assuming the polarization in the $Z$-direction of the external field, the macroscopic polarization, $P_{z}$, is given in terms of the molecular induced dipole moments, where $N_d$ is the number density and $\langle \alpha_{\mu\nu}^{\text{mol}} \rangle = \frac{1}{3}(\alpha_{xx} + \alpha_{yy} + \alpha_{zz})$ is the isotropic molecular polarizability. The linear susceptibility, $\chi^{(1)}_{zz}$, is defined as

$$\chi^{(1)}_{zz} = \frac{\partial P_{z}}{\partial E_{z}} = \frac{N_d \langle \alpha_{\mu\nu}^{\text{mol}} \rangle}{1 - \frac{2}{3} N_d \langle \alpha_{\mu\nu}^{\text{mol}} \rangle}$$

The dielectric constant, $\epsilon$, is obtained as

$$\epsilon = 1 + 4 \pi \chi^{(1)}_{zz}$$

The refractive index is thereby calculated from the square root of the dielectric constant. As shown elsewhere, the Clausius–Mossotti relation can be improved by replacing the gas-phase value of $\langle \alpha_{\mu\nu}^{\text{mol}} \rangle$ by the value obtained for a molecule in a cluster using a classical force-field model, which is the model used here, using the CT–PDI model for the cluster.

The local field factor in a homogeneous external field is determined by

$$\frac{\partial E_{z}}{E_{z}} = \delta_{\mu\nu} + \sum_{j \neq i} \left( \frac{R_{ij}}{R_{ij}^3} \frac{\partial q_j}{\partial E_{z}} + \frac{3R_{ij}R_{iJ} - \delta_{iJ}R_{iJ}^2}{R_{ij}^5} \frac{\partial H_{iJ}}{\partial E_{z}} \right)$$

The contribution of the macroscopic medium to the local field factor is calculated by the term $4\pi \chi^{(1)}_{zz}$ in the Lorentz approach, which is an orientationally averaged contribution to the local field factor and can therefore not be directly added to eq 6.

## RESULTS AND DISCUSSION

Figure 2 shows the local field factor distribution of the carbon and hydrogen atoms in the static limit and at the absorption frequency around 0.22 a.u. (6.0 eV). The local field factors are presented using eq 6, and the contribution from the linear susceptibility is discussed separately in Table 1.
To investigate the dependence on the size of the benzene configuration, we calculated the local field factors at the carbon atom 1 and hydrogen atom 2 (see Figure 1 for labels) of the configuration, with the largest local field factor at 0 and the absorption frequency. The configuration is divided into smaller parts (clusters) where the number of molecules surrounding the central molecule is increased from \( n = 2 \) to 50. The results are presented in Table S1. Increasing the number of molecules leads to small changes in the local field factors. The number of molecules are a function of \( R \) scales by the volume \( R^3 \), whereas, e.g., the dipole–dipole interactions scale by \( R^{-3} \), where \( R \) is the distance between molecules. At large distances, the individual intermolecular interactions become less important, and the effect of the surrounding molecules can be determined by the macroscopic polarization as discussed below. Table S1 shows that the local field factors at zero frequency converge more rapidly than at the absorption frequency.

In Figure 4a,b, the average of \( \partial E^y_{loc}/\partial E^y_{ext} \) and its variance at the hydrogen atom are shown as a function of the number of samples, respectively. Both quantities achieve reasonable convergence after 100 samples, indicating that the chosen number of samples is sufficient for the local field factor calculations. The convergence of the other components of the local field factor is also obtained after around 100 samples and is therefore not shown.

Figure 5a shows the distribution of the linear susceptibility at zero and the absorption frequency, respectively, and Figure 5b shows the dielectric constant as a function of frequency. The linear susceptibility is distributed around 0.1 at zero frequency, while it is around 0.4 at the absorption frequency. The real part of the dielectric constant is 2.3 at zero frequency, in good agreement with the experimental value of 2.2.\(^5\) and it increases to 6.3 at the absorption frequency. The calculated refractive index at zero frequency is 1.51, in reasonable agreement with a linear susceptibility is distributed around 0.1 at zero frequency, in reasonable agreement with the Lorentz–Lorentz equation,\(^5\) giving a value of 1.48 compared to the experimental value of around 1.50.\(^5\) The experimental values at the frequencies of 0.08 and 0.1 a.u. at 298.4 K are around 1.50 and 1.52, respectively.\(^5\)
reasonable agreement with the calculated ones at 300 K, around 1.53 and 1.55, respectively. The imaginary part of the dielectric constant is around 6.6 at the absorption frequency. From the imaginary part, one can find the dielectric loss of the liquid, which is an important factor in, for example, insulation applications in high-voltage devices.

The contribution of the linear susceptibility, $\frac{4\pi}{\varepsilon_0} \chi^{(1)}$, to the local field factor is presented in Table 1 for the cluster sizes from $n = 10$ to $n = 50$ at zero and the absorption frequency. For $n \geq 30$, the polarization response converges to the value 0.424 and 1.767 at 0 and the absorption frequency, respectively, indicating that the long-distance interactions can be replaced by a macroscopic polarization model.

It has been demonstrated that the CT–PDI model is capable of predicting the shift in excitation energies in good agreement with TDDFT for systems with different chain lengths (for example, alkanes and polyenes) and also for aromatic molecules and azo dyes with different substituents. The $\pi \rightarrow \pi^*$ excitation energy of benzene in liquid phase is calculated to be around 6.0 eV, while it is around 6.3 eV in the gas phase. The experimental liquid-phase excitation energy is around 6.5 eV, while it is around 6.9 eV in the gas phase. Thus, the CT–PDI shift in excitation energy when comparing the gas and liquid phases is in good agreement with the experimental shift.

**CONCLUSIONS**

To summarize, we have applied a model for the calculation of the local field factor that can be used for relatively large systems such as molecular clusters and macromolecules. For liquid benzene, the decomposition of the local field factor into charge and dipole terms indicates that the static local field is dominated by the dipole term, while at the absorption frequency, they contribute almost equally. At the carbon atom, the difference between the average local field factor at zero and the absorption frequency is around 0 for $\partial E_{loc}^{tot}/\partial E_{ext}$, $\partial E_{loc}^{tot}/\partial E_{ext}$, and $\partial E_{loc}^{tot}/\partial E_{ext}$, respectively, while it is around 1.6 for $\partial E_{loc}^{tot}/\partial E_{ext}$. At the hydrogen atom, the differences are around 3, 0, 0, and 3.3 for $\partial E_{loc}^{tot}/\partial E_{ext}$, $\partial E_{loc}^{tot}/\partial E_{ext}$, $\partial E_{loc}^{tot}/\partial E_{ext}$, and $\partial E_{loc}^{tot}/\partial E_{ext}$, respectively. The smaller difference at the carbon atom compared to the difference at the hydrogen atom is related to the cancellation of charge and dipole terms at the absorption frequency, which leads to a local field factor comparable to the static one. An advantage of a force-field model is the division into different contributions (in this case, a charge and a dipole contribution). Therefore, we can classify the local field factors in two groups: either the charge and dipole terms add up to a substantial contribution, or they do to a large extent cancel each other.

In addition to the local field factor, the model gives other static and optical properties at both the microscopic and the macroscopic scales such as the polarizability, susceptibility, dielectric constant, and absorption spectrum.

Developing the model further by including higher-order terms such as hyperpolarizabilities, nonlinear susceptibilities, and quadrupole moments can substantially improve the physics of the model and provide a useful tool for the calculation of numerous optical properties used in different applications.
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