Two-terminal reliability analysis for multi-phase communication networks

1. Introduction

Network has become a common and effective description for many engineering systems such as transportation, communications, and gas-pipeline systems. In graph theory, the network is usually denoted as \( G=(V,E) \), where \( V \) is the vertex set representing terminals (bus stop, switchboard, etc.), and \( E \) is the edge set representing links (road, cable, etc.). Graph theory further classifies edges into directed and undirected edges. Communication networks, as well as transportation systems, are typical examples of undirected networks. In literature, networks structures normally remain unchanged during the entire mission. However, changing network structures and varying stress on components have become increasingly common in many engineering applications. This kind of systems can be termed as the multi-phase network systems (MPNS) in comparison to traditional single-phase applications. This kind of systems can be termed as the multi-phase network systems (MPNS) in comparison to traditional single-phase applications.

Most researches of network reliability generally assume that the system structures do not change with time. This paper presents the concept of multi-phase network systems (MPNS) to consider dynamic characteristics of networks, and analyze the reliability of MPNS. MPNS reliability is evaluated through a cross-phase binary decision diagram (BDD). The BDD-based algorithm can act as a platform to consider various components behaviors such as repair and growing pressure. Case study shows that the proposed MPNS concept is an effective description of some practical communication networks, and the cross-phase BDD model is efficient in analyzing MPNS reliability.
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Methods for network reliability analysis are normally based on Boolean algebra [36], fault tree [40], digraph [4, 5, 18, 19], and BDD [37, 45, 49]. Kelly and Bartlett [4, 5, 18, 19] compare the digraph methods with the fault-tree methods in system fault diagnostics. In the 1990s, binary decision diagrams (BDD) based approaches [11, 14, 15, 19, 22, 33, 47] became increasingly popular for network analysis. A strength of BDD-based methods is that the BDD provides a succinct and disjoint description of system success/failure. Another strength is that BDD can act as a platform to consider various engineering problems such as common cause failure (CCF) [47], imperfect vertices [22], k-terminal network reliability [15], etc. The efficiency of BDD methods are measured by the BDD size which depends heavily on the chosen orderings of BDD variables. Hence, a big challenge facing BDD-based methods is the determination of the optimal orderings strategy and the automatic generation of BDD for large systems. Although literature [6] shows that improving the variable ordering of BDD is NP-complete, Friedman [11] proposes an algorithm (of time complexity O(n^2 3^n)) to find the optimal variable ordering. For small networks, existing ordering algorithms (such as breadth-first searching [19, 44]) can usually generate a BDD which is succinct enough for reliability computation.

From literature it can be seen that extensive efforts have been expended to evaluate the reliability of single-phase network. Nevertheless, we can hardly find the solution to analyze MPNS reliability. Some approaches [10] may consider changes in network connectivity, but they seldom make allowance for multi-phase characteristics such as the varying system configuration, changing failure rates, and repair activities of network components, etc. Based on the BDD merging technique, this paper proposes a non-simulation approach to analyze the MPNS reliability. Additionally, the proposed method uses “o analyze the ration, changing component-behavior model” to consider phenomena such as the components repair, changes in failure rates, and multi-state components. Our method can be extended to consider unreliable vertices by minor modification to the algorithm.

The remainder of the paper is organized as follows. In Section 2, readers are briefed on the basics of phased-mission-systems and BDD. In Section 3, the proposed BDD-based algorithm is presented as the mean to evaluate MPNS reliability. In Section 4, we insert the component-behavior model into the BDD-based method to analyze MPNS with repairable edges/vertices. Section 5 depicts two cases to show that MPNS is effective in analyzing the reliability of communication systems. Finally, we draw the conclusions in Section 6.

2. Preliminary knowledge

2.1. Brief of phased-mission-system reliability

The phased-mission systems (PMS), or multi-phase mission systems, describe the systems in which the components stress and system structure may change from phase to phase. An example of PMS is the rocket launching mission where the boosters, engines, and solar panels are used at different time, resulting in different system structures in different phases. A challenge facing the reliability evaluation of PMS is the dependency problem which means a single component may appear repeatedly across phases. As consequence, the reliability of PMS is not the same multiplication of the reliability of each phase. Such challenge does not appear in single-phase systems.

Researches in the field of PMS reliability are prevalent. Existing non-simulation approaches are normally based on Boolean algebra [36], fault tree (FT) [40], BDD [37, 45, 49] and Markov chains [3, 18, 34, 35, 50], etc. Markov-chains based approaches are mainly used to analyze PMS with repairable components. In contrast, the BDD, FT, and Boolean-algebra based algorithms are relatively more efficient in analyzing non-repairable components. A significant challenge facing most existing PMS researches is that they cannot be applied to large PMS (contain up to 100 components & phases). For large systems, most PMS approaches will encounter various explosion problems, such as the state-space explosion for Markov-chain models and the BDD-size explosion for BDD models.

Fortunately, methods analyzing small-scale PMS reliability are relatively mature (especially the BDD and Markov-chain based methods). These methods have been expanded to consider various engineering problems, such as the imperfect coverage [46], combinatorial phase requirements [24], and CCF [45, 46] etc. For PMS reliability, a remarkable algorithm is the BDD-Markov combined method [41] which builds a separate Markov chain for each component. The separate Markov chain and associated matrices manipulation can be termed as the “component behavior model” [24] which is able to depict various components’ failure and repair activities in a given phase. One strength of the component-behavior model lies in its efficiency in analyzing PMS with many repairable components, while traditional Markov-chain models are difficult to deal with such PMS. This paper uses the component-behavior model to allow for various component activities (such as repair and idle) and their effects on network reliability.

A noticeable difference between PMS and MPNS is that some PMS approaches cannot be applied to MPNS. For instance, the reliability block diagram (RBD) based methods and the FT methods are inapplicable to MPNS. This paper uses the BDD-based method to analysis MPNS reliability.

2.2. BDD method for reliability evaluation

BDD or ordered BDD (OBDD) based methods [14, 15, 19, 22, 33, 47] have been widely used in analyzing network reliability since 1990s. BDD is a directed graph based on Shannon decomposition. The Shannon decomposition for a Boolean function \( f \) is defined as:

\[
 f = x \cdot f_{x=1} + \overline{x} \cdot f_{x=0}
\]  

where \( x \) is one of the decision variables, and \( f_{x=1} \) is the expression of \( f \) at \( x = 1 \) (i.e. \( x \) is true). By choosing an ordering over all variables, a given Boolean expression (such as Eq. ) can be expressed as a binary tree by recursively applying the Shannon decomposition. Such decomposition may result in a space-consuming BDD if no proper variable ordering is chosen. Basically, reliability evaluation based on BDD contains the following two steps.

Step (1) – Choose an ordering strategy for network components, and generate BDD according to the chosen ordering. The chosen ordering strategy should ensure the resulting BDD as succinct as possible as the size of BDD depends heavily on the ordering. Readers may refer to [7, 17, 29] for an overview about the existing ordering methods.

Step (2) – Calculate the network reliability based on the BDD.

In general, reliability evaluation based on BDD can be categorized into two types: one is the bottom-up algorithm which traverses all BDD nodes; the other one is the top-down algorithm which enumerates all BDD paths. In the bottom-up algorithm, we calculate the probability associated with each node, from the bottom node to the top node using a recursive method based on the Shannon Decomposition of Eq. . The probability of the top node equals to the system reliability. For instance, assume the reliability of each edge (\( a \cdot b, j \)) is 0.9 (independent of time). The bottom-up evaluation of BDD is illustrated in Fig. 1.
On the other hand, the top-down algorithm calculates the probability of each BDD path which connects the top node with the bottom node $j$. And then it sums up the probabilities of these paths to obtain the system reliability. For the system in Fig. 2, there are two paths from $j$ to $1$ (see Fig. 2), therefore the system reliability is $R = P_r[j] + P_r[j \ a \ b]$ where $j$ represents that $j$ fails during the mission.

Compared with the top-down algorithm, the bottom-up algorithm may be more efficient to traditional (single-phase) systems as the number of BDD nodes is normally smaller than the number of BDD paths. However, for PMS, just the opposite is true. That is because the bottom-up algorithm is applicable only to BDD where nodes of the latter phase are placed higher than (or in front of) nodes of the former phase. For PMS, such BDD are almost too complex to generate. Hence the algorithm in the next section uses the top-down algorithm which is applicable to a variety of BDD.

### 3. BDD analysis for MPNS

In this section, a BDD-based method is proposed to analyze MPNS reliability. Generally it contains two steps: the first step is to produce the cross-phase BDD of MPNS; the second step is to calculate MPNS reliability based on the cross-phase BDD.

#### Step 1: BDD generation for the entire MPNS

The algorithm begins with the separate generation of BDD for every phase with classical methodologies [44]. And then these BDD are integrated together to form the final BDD of the entire MPNS. To illustrate the algorithm, consider a 3-phase MPNS which is illustrated in Fig. 3. There are plentiful methods of generating BDD for networks in Fig. 3. Here we use the generation algorithm in [44].

Next, we integrate above BDD one-by-one to form a large BDD of the entire MPNS. To do this, we combine the top node in the next-phase BDD with the bottom node $j$ in the former-phase BDD (see Fig. 5), based on the assumption of AND logic between phases (i.e., the system can progress into the task of the next phase only when it successfully finishes the previous-phase task.). In case studies readers will find this assumption common in practical MPNS. The new cross-phase BDD represents the system behavior (success/failure) from phase 1 to phase 2. In this section, the assumption that all network vertices are perfectly reliable excludes network vertices from BDD.

In Eq. (2), let $L(x)$ be the length of Boolean variable $x$. $L(x)$ is defined as the length of the shortest minimal path containing $x$. For instance, the length of Boolean variable $a$ is $L(a) = 2$ because the shortest minimal path containing $a$ is $ab$ (not $ae$); similarly $L(b) = L(c) = 2$, and $L(d) = 3$. And then $F_{phase1}$ is decomposed by the Boolean variable whose length is shortest, meaning that $a$ is chosen ($b$, $c$, and $d$ are also appropriate here), i.e.:

$$F_{a=0} = b + cd + ceb$$

When there are more than one Boolean variables whose lengths are shortest, we choose the variable which appears most frequently in Eq. (2). Above decomposition process (Eq. (3)) will repeat to form the BDD of each phase, as shown in Fig. 4. In Fig. 4, BDD node $x_i$ represents the behavior of edge $x_i$ during phase $i$. For instance, $j_2$ represents the behavior of edge $j$ during phase 2. In this section, the assumption that all network vertices are perfectly reliable excludes network vertices from BDD.
be found in [41], it is applied to network systems for the first time. After the last-phase BDD is merged, we obtain the final BDD of the entire MPNS, which is shown in Fig. 6.

After the last-phase BDD is merged, we obtain the final BDD of the entire MPNS, which is shown in Fig. 6.

**Step 2: Reliability evaluation after the cross-phase BDD is generated**

As mentioned in section 2, there are two algorithms available to the BDD-based evaluation. One is the bottom-up algorithm which traverses all BDD nodes, while the other one is the top-down algorithm which enumerates all BDD paths. Here, we use the top-down algorithm because it is applicable to a wide range of BDD (i.e., it does not require that latter-phase nodes are placed higher than former-phase nodes.).

In order to evaluate the MPNS reliability, we first find 20 paths from node $a_1$ to $b_1$ ($20 = 5 \times 2 \times 2$; 5 paths for phase 1; and 2 paths for phase 2-3). And then the system reliability is the sum of probabilities of these 20 paths, i.e.:

$$R_{MPNS} = \sum_{m=1}^{20} Pr(path_m)$$

(4)

In Eq. (4), $Pr(path_m)$ is the probability of the $m^{th}$ BDD path. For instance, the path $\{a_1b_1j_2a_2b_2j_3\}$ indicates that edges $a$ and $b$ should keep operational during phase 1 and phase 2; meanwhile $j$ fails and is repaired during phase 2, and then functions successfully during phase 3. By assuming edges are independent we have:

$$Pr(path_2) = Pr(a_1a_2) \cdot Pr(b_1b_2) \cdot Pr(j_2j_3)$$

(5)

Eq. (5) is easy to calculate when specific probability distribution functions of edges are provided. However, calculation based on Eq. will be complex when the number of phases increases and edges become repairable. In the next section we present the component-behavior model to solve this problem.

4. Method Expansion

In this section, we show that some new techniques can be inserted into the proposed method to consider various engineering problems. The first challenge presented in this section is the multi-phase repair...
of network components. The second challenge is the failure occurred in network vertices. Both problems are common in engineering applications.

### 4.1. Challenge 1: repair in MPNS components

Here, we present a component-behavior model [24] to allow for the complex multi-phase repair/failure activities of components, based on the following assumptions:

1. Repaired components are reused only in the next phase. (i.e., repaired components cannot be reused immediately until the next phase begins.)
2. Components’ life and repair time are independent variables of exponential distributions.

The component-behavior model is valuable because the traditional approach is too complicated to analyze multi-phase repair. For instance, consider the BDD path \( \overline{J_1J_2J_3J_4} \) which indicates that the state of \( j \) is down sometime during phase 1 (the same happens in phase 2 and 3), but the state of \( j \) is always up during phase 4. Traditional methods usually need to discuss \( \Pr(\overline{J_1J_2J_3J_4}) \) in a way like Eq. (6).

\[
\Pr(\overline{J_1J_2J_3J_4}kklk) = \Pr(X)\Pr(Y)\Pr(Z)\Pr(\overline{J_1J_2J_3J_4})\Pr(YZ)\Pr(X)\Pr(\overline{J_1J_2J_3J_4})\Pr(YZ) + \Pr(X)\Pr(\overline{Y})\Pr(Z)\Pr(\overline{J_1J_2J_3J_4})\Pr(YZ) + \Pr(X)\Pr(\overline{Y})\Pr(\overline{Z})\Pr(\overline{J_1J_2J_3J_4})\Pr(YZ) + \Pr(X)\Pr(\overline{Y})\Pr(\overline{Z})\Pr(J_1J_2J_3J_4)\Pr(YZ)
\]  

where events \( X, Y, Z \) represent that \( j \) is repaired during phase 1, 2, respectively. Events \( \overline{X}, \overline{Y}, \overline{Z} \) represent that \( j \) is not repaired (after failure) during phase 1, 2, 3, respectively. The event \( \overline{J_1J_2J_3J_4}XYZ \) represents that the state of \( j \) is never repaired during phase 1 and 2; in phase 3 \( j \) is repaired sometime but fails again; finally \( j \) stays operational in phase 4. Apparently such decomposition is too cumbersome to implement.

In order to provide a concise approach, we propose the “component-behavior model” [24] which is effective in analyzing various behavior of components. Take the system in Fig. 2 for instance, matrices \( U_i^{(k)} \) and \( D_i^{(k)} \) (represent \( k \) is up and down in phase \( i \), respectively) replace the constant edge reliability (0.9), as shown in Fig. 8.

\[
U_i^{(k)} = \begin{cases} \lfloor E_i^{(k)} \rfloor, & \text{if the state of } k \text{ is either operational or down in phase } i \\ U_i^{(k)}, & \text{if component } k \text{ stays operational during phase } i \\ \end{cases}
\]

\[
D_i^{(k)} = \begin{cases} \lfloor E_i^{(k)} \rfloor, & \text{if component } k \text{ is down sometime in phase } i \\ R_i^{(k)}, & \text{if component } k \text{ continues repairs in phase } i \\ I, & \text{if the state of } k \text{ remains unchanged in phase } i \\ \end{cases}
\]

In Eq. (7), the expression of \( E_i^{(k)}, \ldots, R_i^{(k)} \) can be found in [24]. For instance, \( U_i^{(k)}, E_i^{(k)}, \) and \( D_i^{(k)} \) are of the form:

\[
U_i^{(k)} = \exp\left[-\lambda_i^k / \mu_i^k \cdot T_i\right], \quad E_i^{(k)} = \exp\left[-\lambda_i^k / \mu_i^k \cdot T_i\right], \quad D_i^{(k)} = E_i^{(k)} - U_i^{(k)}
\]

where \( \lambda_i^k \) is the failure rate of \( k \) during phase \( i \) (\( \mu_i^k \) is the repair rate); \( T_i \) is the duration of phase \( i \). By applying the evaluation algorithm (Fig. 8) to the cross-phase BDD of MPNS, we can evaluate the reliability of MPNS with repairable edges easily. It should be noted that the method in this section is effective even when components becomes non-repairable (At this case let \( \mu_i^k = 0 \)).

For instance, reconsider the BDD path \( a_1a_2\overline{J_1J_2J_3J_4} \) which is mentioned in Eq. (see Section 3). We have:

\[
\Pr(a_1a_2) = v_0^{(a)} \cdot U_1^{(a)} \cdot \overline{E_3^{(a)}} \cdot I^T
\]

\[
\Pr(J_1J_2J_3J_4) = v_0^{(b)} \cdot U_1^{(b)} \cdot \overline{E_3^{(b)}} \cdot I^T
\]

The probability of \( a_1a_2\overline{J_1J_2J_3J_4} \) can be expressed as:

\[
\Pr(a_1a_2\overline{J_1J_2J_3J_4}) = (v_0^{(a)} U_1^{(a)} \overline{E_3^{(a)}} I^T) - (v_0^{(b)} U_1^{(b)} \overline{E_3^{(b)}} I^T) + (v_0^{(a)} U_1^{(a)} D_3^{(a)} U_3^{(a)} I^T)
\]

In fact, \( a_1a_2\overline{J_1J_2J_3J_4} \) does not clarify the behavior of the edge \( j \) during the first phase. Hence in Eq. the matrix \( E_i^{(j)} \) is used to represent that \( j \) may fail even if it is not used during phase 1. Conversely we can replace \( E_i^{(j)} \) with the identity matrix \( I \) based on the assumption that \( j \) will maintain its initial state (operational) during phase 1.

In this case Eq. (11) becomes:

\[
\Pr(a_1a_2\overline{J_1J_2J_3J_4}) = (v_0^{(a)} U_1^{(a)} \overline{E_3^{(a)}} I^T) - (v_0^{(b)} U_1^{(b)} \overline{E_3^{(b)}} I^T) + (v_0^{(j)} I \cdot D_3^{(j)} U_3^{(j)} I^T)
\]

From Fig. 9 we can see it is easy to interpret BDD paths into corresponding matrices, making it practical to implement in computer.
languages. By summing the probabilities of all BDD paths we can obtain the reliability of MPNS, i.e.:

\[
R_{MPNS} = \sum_{m=1}^{s} \Pr\{path_m\}
\]

where \( s \) is the number of paths linking the top node with the bottom node in the cross-phase BDD. In summary, the algorithm proposed in this section can be illustrated by Fig. 10.

4.2. Challenge 2: unreliable vertices

In many realistic engineering applications, network vertices may fail as well as edges. These vertices are termed as unreliable vertices (or imperfect vertices). In literature we can find some researches [22, 26, 40, 39] allowing for unreliable vertices. Kuo et al. [22] replace edges with the entities which combines both edges and vertices, and use the entities to build BDD. This approach is called “Incident edge substitution”. In factoring-theorem algorithms, unreliable vertices are taken into consideration by factoring on vertices as well as on edges. In our approach, both vertices and edges are considered as BDD variables, and meanwhile the BDD generation algorithm [44] is applied to both of them.

Consider the MPNS in Fig. 3, the BDD generation technique [22] is applied to both networks edges and vertices, resulting in BDD of Fig. 11. Next, three BDD are combined one-by-one as we did in Section 3.1 to generate a final cross-phase BDD of MPNS. Based on the cross-phase BDD we can evaluate the reliability of MPNS. In the next section we propose two practical cases which consider repairable components and unreliable vertices, respectively.

5. Case study

5.1. Satellite telemetry, tracking & control (TT&C) mission

In the satellite telemetry, tracking & control (TT&C) mission, high reliability is one of the top concern for communication-system designers. To ensure reliable communications, some on-orbit satellites usually act as the repeater between the source ground station and the target satellite. For instance in Fig. 12, a relay satellite \( Sat_1 \) may retransmit signals when the target \( Sat_2 \) is not directly visible to the ground-station facility \( Fac_1 \).

For practical satellite navigation systems, there exist several data-relay alternatives. By considering relay satellites as vertices, the communication scheme can be interpret as a network which is shown in Fig. 13.

As different non-geostationary satellites fly over the source ground station. Data links in the previous phase may become invalid as the original relay satellites are no longer invisible to the ground facility. Hence it leads to the changing communication structures in different phases, as shown in Fig. 14. This changing system structure can be extracted as a MPNS model (see Fig. 15).
In order to verify the above algorithm, we compare results of the method and that of the simulation method under two scenarios. For instance, the probability of \( p \) \( \text{path} \ (a_1 \xrightarrow{1} h_1 \xrightarrow{1} f_1) \) is:

\[
\Pr\{p\} = E_k^{(c)} \times U_1^{(a)} \times U_2^{(b)} \times U_3^{(b)}
\]

where \( U_1^{(a)} \) indicates that edge \( a \) keeps operational during phase 1. \( E_k^{(c)} \) indicates that the behavior of \( c \) in phase 1 is either up or down. \( U_2^{(b)} \times U_3^{(b)} \) indicates that the state of \( h \) remains unchanged during phase 1, and keeps operational during phase 2 and phase 3. The MPNS reliability is the sum of all \( \Pr\{p\} \), i.e.:

\[
R_{MPNS} = \sum_{p} \Pr\{p\}
\]  

In order to verify the above algorithm, we compare results of our method and that of the simulation method under two scenarios. The first scenario considers all communication links as nonrepairable and their life are independent variables of exponential distributions, failure rates \( \lambda_0, \lambda_4, \ldots, \lambda_6 \) = [0.2, 0.22, 0.24, ..., 0.34] (unit: probability per hour), and failure rates do not change across phases. Let \([T_1, T_2, T_3] = [1, 1, 1]\) (hour) be the duration of phase 1-3. System reliability calculated by our approach and the simulation approach are shown in Table 1.

Figures in Table 1 show that our result is very close to the simulation result. The Monte Carlo simulation is carried out with the software of Windchill Quality Solutions (formerly Relex) [42]. The number of simulation iteration is \( 10^8 \). Additionally, results of Monte Carlo simulation is very close to the Petri-net simulation results of the GRIF software [13]. From the 5th row data of Table 1, we can see that the proposed method is able to detect the sudden reliability drop at the phase-transition moment.

### Table 1. Reliability of MPNS with nonrepairable links

<table>
<thead>
<tr>
<th>Time</th>
<th>Proposed method</th>
<th>Monte Carlo simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Start of phase 1)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 (End of phase 1)</td>
<td>0.85400</td>
<td>0.85394</td>
</tr>
<tr>
<td>1.001 (Start of phase 2)</td>
<td>0.85399</td>
<td>0.85390</td>
</tr>
<tr>
<td>2 (End of phase 2)</td>
<td>0.71389</td>
<td>0.71386</td>
</tr>
<tr>
<td>2.001 (Start of phase 3)</td>
<td>0.69466</td>
<td>0.69458</td>
</tr>
<tr>
<td>3 (End of phase 3)</td>
<td>0.57323</td>
<td>0.57334</td>
</tr>
</tbody>
</table>

In the second scenario, we suppose all communication links are repairable (exponential distributed repair time) and their repair rates \([\mu_1, \mu_2, \ldots, \mu_6] = [0.4, 0.42, 0.44, \ldots, 0.54] \) (\( \mu_6 \) do not change across phases, and other parameters equals to that in the scenario 1.). Figures in Table 2 show that results of our method (1st column data) are slightly different from that of the simulation method (3rd column data).

### Table 2. Reliability of MPNS with repairable links

<table>
<thead>
<tr>
<th>Time</th>
<th>Proposed method (Original system)</th>
<th>Proposed method (more accurate) (Divide 1 phase into 4 phases)</th>
<th>Monte Carlo simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (Start of phase 1)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 (End of phase 1)</td>
<td>0.85400</td>
<td>0.86566</td>
<td>0.8715</td>
</tr>
<tr>
<td>2 (End of phase 2)</td>
<td>0.7213</td>
<td>0.7415</td>
<td>0.7510</td>
</tr>
<tr>
<td>3 (End of phase 3)</td>
<td>0.5905</td>
<td>0.6164</td>
<td>0.6231</td>
</tr>
</tbody>
</table>

When the system contains repairable components, the proposed method generates accurate results only on the assumption that repaired units can be reused only in the next phase (cannot be reused immediately until next phase). Without this assumption our method only provides an approximate result (i.e., data differences between 1st column and 3rd column in Table 2). In Monte Carlo simulation, no such assumption exists and thus simulation approach generates a more accurate (higher) result than our method. Fortunately the impact of our assumption can be diminished by dividing one mission phase into multiple ones. We divide one phase into four phases and obtain more accurate results which is shown in the 2nd column of Table 2. Figures in the 2nd column are close to the simulation results, partly demonstrating the effectiveness of the proposed method in analyzing repairable components.
5.2. Speed-monitoring mission

In railway systems, speed detection has become an indispensable security measure to avoid clashes and delay. A common speed-monitoring equipment is the radar speedometer which uses the Doppler effect to analyze the speed of trains. In addition, laser speedometers are normally installed near railway stations as an alternative to supervise the incoming train. Consider a train \( P \) scheduled to move across \( \text{Station} \alpha, \beta, \text{and } \gamma \), as shown in Fig. 17. Radar speedometers \( M \) and \( N \) measure the speed of the train and directly transmit data to the control center \( Q \). In addition, laser sensors \( A \sim F \) measure the speed when \( P \) approaches railway stations. Data from \( A \sim F \) can be directly transmitted to \( Q \), or gathered at specific sensors to be transmitted together.

Our aim is to analyze the reliability of the speed-monitoring system when the train approaches stations. Apparently MPNS is an effective description for the system. We decompose the mission into three phases to obtain a MPNS which is shown in Fig. 18. Suppose both edges and vertices are prone to failure (except \( P \) and \( Q \)), the proposed algorithm generates the BDD for each phase (Fig. 19 considers \( uMv \) or \( sNt \) as an entity) and combines them together to form a cross-phase BDD. The system reliability is the sum of probabilities of all BDD paths. (There are \( 392 = 7 \times 8 \times 7 \) paths in the cross-phase BDD; 7 paths for phase 1; 8 path for phase 2; and 7 paths for phase 3).

![Fig. 17. Train-speed monitoring mission.](image)

![Fig. 18. MPNS model for the train-speed monitoring system.](image)

By setting the following parameters we can compare our results with simulation results (generated by Windchill [42] and GRIF software [13]), as shown in Table 3.

1. Failure rates of all components \( \lambda = 0.1 \) (failure rates remain unchanged across phases; life of components are exponentially distributed independent variables.);
2. All components are non-repairable;
3. Phase duration \( [T_1,T_2,T_3]= [1,1,1] \) hour.

From cases in this section it can be seen that MPNS is a useful tool to model some communication projects. Figures in Table 3 show that the proposed evaluation method can calculate an accurate reliability of multi-phase networks.

6. Conclusion

The paper proposes an BDD-based algorithm to evaluate the reliability of MPNS. From literatures we find existing methods do not take dynamic characteristics of networks into consideration. Hence this paper introduces the concept of MPNS to consider some dynamic characteristics which include the varying system configuration, changing components’ failure rates, and repair activities during the mission. From case study it can be seen that MPNS is the effective description of many communication systems.

The reliability of MPNS is evaluated with the cross-phase BDD which is generated by merging BDD of different phases. When the number of phase in MPNS increases, the merging step is easier to implement in computers compared to the backward ordering in [49].

Another strength of the BDD-based approach is that it can be further expanded to consider repairable edges and failure in vertices.

Future efforts will focus on the k-terminal reliability analysis of MPNS, and the reliability analysis of directed MPNS with CCF. Additionally, truncation of the cross-phase BDD can also be taken into consideration to make our approach applicable to large MPNS.
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### Table 3. Reliability of the speed-monitoring system

<table>
<thead>
<tr>
<th>Time</th>
<th>Proposed method</th>
<th>Monte Carlo simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.98543</td>
<td>0.98544</td>
</tr>
<tr>
<td>2</td>
<td>0.97908</td>
<td>0.97909</td>
</tr>
<tr>
<td>3</td>
<td>0.95445</td>
<td>0.95449</td>
</tr>
</tbody>
</table>
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