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Abstract

The central question of this thesis is how and to what extent the representation of ambient heat transfer in the calculation models contributes to observed deviations between modelled and measured flow parameters in natural gas transmission. The focus is on the heat transfer occurring with buried pipelines. The research approach was a combination of model studies with a large experimental component.

The first 12 km of an export gas pipeline was instrumented and used for the experimental investigation of heat transfer behaviour and result verification. This pipeline section contains both onshore and offshore sections. A high accuracy model was made. Real data of the gas flow instrumentation present on the pipeline define the fluid conditions at the model boundaries. At an onshore location, the pipeline and surrounding soil was instrumented. Measurements included pipe wall and soil temperatures, soil humidity and meteorological quantities.

A one-dimensional flow model was used to model the gas flow inside the pipe. This model is coupled to three different external heat transfer models of the ambient domain (pipe wall layers and soil) for comparison. These heat transfer models are 1D steady state, 1D radial unsteady and 2D unsteady description of pipe wall layer and soil. Both conduction and convection heat transfer in the soil layers were investigated. The effect of transient boundary conditions on heat transfer rates and flow parameter calculations were quantified. The developed models were used to analyse and understand the experimental data, to study the effect of different external heat transfer models, the relevant importance of different heat transfer modes, and the boundary condition assumptions on the pipe flow calculations.

The thesis addresses the following research objectives:

- The spatial and temporal formulation of the heat transfer problem: how does the choice of external heat transfer model influence the calculation accuracy of the flow parameters during transient flow? To what degree do the different models capture the physics around the pipeline
- Sensitivities for governing parameters: how do key governing ambient parameters like air/seawater temperature, and the thermal properties of the soil affect the calculation accuracy of the flow parameters?
- The effect of ground water convection and ambient boundary conditions on calculating the flow parameters

The model verification, carried out over an extended period, and the sensitivity studies show that including the heat storage term in the ambient model has the biggest impact on the accuracy of the calculated gas temperatures. The accuracy of gas pressures is much less sensitive for the choice of heat transfer model. A large improvement in the calculation accuracy of gas temperatures is obtained when using an unsteady heat conduction model representing the pipe and soil in radial coordinates. This confirm findings from earlier published work that using such a so called 1D radial unsteady
model of the pipe wall and soil, i.e. including the time dependent heat storage term in the governing heat conduction equation, leads to a major improvement of the calculation of gas temperatures during transient flow. This model was compared to the 2D unsteady model, based on coupling a FLUENT model to the flow model. The heat transfer response obtained with the 1D radial unsteady model was found very similar to the geometrically more accurate 2D unsteady model during transient flow conditions. The 1D radial unsteady model does lead to a gas temperature error in response to the annual periodic ambient temperature. This error was found to be small for a typical export gas pipeline, but can be significant for other configurations. The error introduced by the definition of the ambient soil surface boundary condition was also found to be small compared to the choice of heat transfer model.

The results show that the gas temperature is sensitive to the values of soil thermal conductivity, inner film coefficient and seawater temperature during transient flow. The soil surface boundary conditions have a smaller influence. The sensitivity for the governing parameters of the heat transfer model is strongly dependent on the flow conditions; the resulting deviations in gas temperature are larger during transient flow conditions resulting in large gas temperature fluctuations.

The results also show that the effect of natural convection upon the heat transfer is small for the studied case but that at higher intrinsic permeability of the soil, the role of natural convection will play a significant role. The role of forced convection was found to have a negligible effect.

Soil thermal properties were determined using different methods. The resulting values for thermal conductivity and thermal diffusivity are in agreement with each other to within the measurement accuracy. The measurements in the soil surrounding the pipe show that the thermal properties are mostly constant in time. Some temporal variations were found, but these were not found to make a significant difference on the resulting calculated heat transfer rates and gas temperatures. The experimental results show that the temporal development of soil temperature profiles around the pipe is asymmetrical when comparing the left and right direction. The soil temperatures under the pipe close to the pipe wall were found to be lower than those above the pipe wall, which is opposite of the expectation with a heat conduction model. Both the use of forced and natural convection heat transfer in the model could not explain this difference, but the asymmetry was found not to affect the heat transfer rates significantly within the accuracy of the measurements and calculations.

Comparison to experimental results during a longer time period, showed that using a 1D radial unsteady model leads to good overall agreement in gas temperature, pressure and pipe wall heat transfer. However, incidental, significant, gas temperature and pressure deviations still occur in connection with transient flow conditions. A 1D radial unsteady heat conduction model with constant thermal properties, using air temperature as soil surface boundary condition, will for most practical purposes satisfactorily approximate the more complex physics of the heat and mass transfer in the soil in response to the gas temperature fluctuations and the ambient parameters.
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## Nomenclature

- $A$: cross section $[m^2]$
- $A_p$: pipe cross section $[m^2]$
- $Bi$: Biot number
- $c_v$: constant volume heat capacity $[J/kg\cdot K]$
- $c_p$: constant pressure heat capacity $[J/kg\cdot K]$
- $c_{pw}$: constant pressure heat capacity of water $[J/kg\cdot K]$
- $C_{fc}$: scaling coefficient forced convection
- $C_{nc}$: scaling coefficient natural convection
- $C_{pn}$: heat capacity of soil constituent $n [J/kg\cdot K]$
- $d_o$: pipe outer diameter $[m]$
- $D$: pipe inner diameter $[m]$
- $f$: friction factor
- $f_n$: weight factor for DeVries method
- $Fo$: Fourier number
- $g$: gravitational acceleration $[m/s^2]$
- $h$: hydraulic head $[m]$
- $h_i$: inner film coefficient $[W/m^2\cdot K]$
- $h_o$: outer film coefficient $[W/m^2\cdot K]$
- $h_s$: soil surface heat transfer coefficient $[W/m^2\cdot K]$
- $H$: distance from centerline of pipe to soil surface $[m]$
- $K$: hydraulic conductivity $[m/s]$
- $KP$: kilometer post; distance from pipeline inlet (km)
- $L$: length $[m]$
- $m$: mass flow rate $[kg/s]$
- $M$: molar mass $[kg/mol]$
- $Nu$: Nusselt number
- $p$: pressure $[N/m^2]$
- $P$: period of ambient temperature cycle $[s]$
- $Pe$: Peclet number
- $Pr$: Prandtl number
- $q$: heat flux $[W/m^2]$
- $q_w$: wall heat flux $[W/m^2]$
- $Q$: Darcian flow $[m^3/s]$
- $Q_m$: heat transfer rate per unit length pipe $(W/m)$
- $q_{kg}$: energy exchanged from the ambient to gas per mass unit $[W/kg]$
- $q'$: net surface radiation $[W/m^2]$
- $q_G$: soil conduction of thermal energy $[W/m^2]$
- $q_H$: soil surface convective heat flux $[W/m^2]$
- $q_{LE}$: soil surface latent heat flux $[W/m^2]$
- $r_a$: air humidity saturation level
- $r_e$: equivalent wall radius $[m]$
- $r_i$: pipe inner radius $[m]$
- $r_n$: inner radius of pipe wall layer $n [m]$
- $r_o$: pipe outer radius $[m]$
\( r_{n+1} \) outer radius of pipe wall layer \( n \) [m]
\( r_{sat} \) soil humidity saturation level
\( R \) ideal gas constant
\( Ra \) Darcy-Rayleigh number
\( Re \) Reynolds number
\( s \) saturation ratio
\( S \) shape factor
\( SG \) specific gravity
\( t \) time [s]
\( T \) temperature [K]
\( T_a \) air temperature [K]
\( T_{amb} \) ambient temperature [K]
\( T_{gas} \) ambient temperature [K]
\( T_m \) average annual temperature cycle [K]
\( T_s \) soil surface temperature [K]
\( T_v \) virtual temperature [K]
\( T_{wall} \) pipe inner wall temperature [K]
\( \Delta T \) amplitude annual temperature cycle [K]
\( u \) velocity [m/s]
\( U \) overall heat transfer coefficient [W/m\(^2\)-K]
\( U_{wall} \) overall heat transfer coefficient [W/m\(^2\)-K]
\( u_s \) ground level velocity [m/s]
\( v_d \) Darcy velocity [m/s]
\( V_a \) volume of air [m\(^3\)]
\( V_s \) volume of soil [m\(^3\)]
\( V_w \) volume of water [m\(^3\)]
\( x \) spatial coordinate [m]
\( y \) spatial coordinate [m]
\( z \) spatial coordinate [m]
\( Z \) compressibility factor

\( \alpha \) thermal diffusivity [m\(^2\)/s]
\( \alpha_{eq} \) equivalent thermal diffusivity of saturated soil [m\(^2\)/s]
\( \alpha_0 \) transformed pipe surface coordinate
\( \beta \) coefficient of thermal expansion [K\(^{-1}\)]
\( \beta_{aw} \) transition parameter Devries method
\( \varepsilon \) pipe roughness
\( \kappa \) intrinsic permeability [m\(^2\)]
\( \lambda \) thermal conductivity [W/m-K]
\( \lambda_{gas} \) thermal conductivity of gas [W/m-K]
\( \lambda_i \) thermal conductivity of pipe wall layer \( i \) [W/m-K]
\( \lambda_n \) thermal conductivity of soil constituent \( n \) [W/m-K]
\( \lambda_{seawater} \) thermal conductivity of seawater [W/m-K]
\( \lambda_{soil} \) thermal conductivity soil [W/m-K]
\( \mu \) dynamic viscosity [N-s/m\(^2\)]
\( \nu \) kinematic viscosity [m\(^2\)/s]
$\rho$ density [kg/m$^3$]
$\rho_{\text{air}}$ density of air [kg/m$^3$]
$\rho_n$ density of soil constituent $n$ [kg/m$^3$]
$\rho_w$ density of water [kg/m$^3$]
$\sigma$ dimensionless burial depth
$\omega$ angular velocity [rad/s]
$\phi$ porosity
$\phi_n$ porosity of soil constituent $n$
$\phi_L$ part of pore space taken up by fluid
1 Introduction

1.1 Background and Motivation

Gassco AS is the operator of 8000 km of gas pipelines owned by Gassled. The majority of these are offshore and are located on the Norwegian Continental Shelf (NCS). These include 600-1000 km long gas export pipelines to Great Britain, Germany, France, and Belgium. Real time calculation models are used to monitor and control the flow of the gas in the pipeline network. Experience shows that under transient flow conditions the calculation results provided by the standard models are less accurate than desired. Even though modelling results are generally accurate enough to warrant safe and reliable gas transport throughout the network, more accurate fluid flow models are still desired.

The export pipelines for gas from the NCS are ranging from 500 to 1200 km length with approximate diameters of 1 meter. Only at the inlet and outlet, there are pressure, flow, and temperature measurements. The state of the fluid in between inlet and outlet is calculated using ‘real time’ computer models. The fluid flow in a pipeline is fully described by the three conservation laws, supplied with an equation of state (EoS) and physical parameters:

- Conservation of mass (continuity)
- Conservation of momentum (Newton’s second law)
- Conservation of energy (first law of thermodynamics)

These three equations, called the Navier Stokes (NS) set of equations, are used to calculate three unknowns; pressure, velocity and temperature of the fluid (Navier [1], Stokes [2]). The equations are known for at least 100 years, but an exact, analytical solution for turbulent flow in three dimensions has not been found so far (Devlin [3]). Within the field of computational fluid dynamics, computer codes have been formulated that for certain problems can resolve the entire turbulent case through so called Direct Numerical Simulation (DNS) of the NS set of equations (Orszag [4]). A rule of thumb is that in order to resolve the flow problem with DNS, the size of the calculation elements must be in order of the smallest Kolmogorov turbulence length scale (Kolmogorov [5]), and the total number of calculation elements necessary to resolve the domain being in order of Re$^{9/4}$ (Zienkiwicz et al. [6]). The Reynolds numbers achieved during pipeline transmission of natural gas are $10^6$-$10^7$, rendering the use of DNS out of reach of the computational capabilities of even the largest computer clusters. Alternatively, the flow in the pipe can be calculated using the three equations with an appropriate turbulence model for closure. However, if representing the flow in three dimensions (3D), a several hundred km long pipeline is still outside the practical limits of computational capacity. In order to calculate the flow field for such a long pipeline, the NS set of equations are reduced to their one-dimensional (1D) form, by assuming constant diameter for each calculation element and representing turbulence through a friction factor formulation (Abbaspour and Chapman [7]).

The PhD work described here is part of a larger Gassco AS project. Through a coordinated research effort, Gassco AS has started a systematic evaluation program to
Introduction

quantify the uncertainty each model simplification and empirical formulation introduces to the calculated pressure, temperature, and velocity fields. Good progress has been made with respect to the steady state flow problem, amongst other through the PhD work of Leif Idar Langelandsvik (Langelandsvik [8]), as well as internally reported research. Apart from the remaining uncertainties about the causes of the deviations in the temperature calculation during steady state ([9]), much larger, and currently not well understood deviations with the models have been identified for transient flow in the network. Investigation into different numerical and modelling related causes of deviation during transient flow were carried out in the PhD work of Jan Fredrik Helgaker (Helgaker [10]). Two types of transient flow regimes can be distinguished in a natural gas network: slow and rapid transients. Rapid transients are associated with upsets in production, major leaks, compressor failure, rapid shut down, or quick flow rate change of the system. Slow transients are the changes in flow, pressure, and temperature due to the packing and unpacking phenomena of gas in the network originating from fluctuations in demand. In this study, we will focus mainly on the rapid transients with a time span from one minute to several hours.

1.2 Objective of the thesis

The objective of this PhD thesis is to study transient flow occurring in long natural gas pipelines. The central question is how and to what extent the representation of ambient heat transfer in the calculation models contributes to the observed deviations between modelled and measured flow parameters. This includes:

- The spatial and temporal formulation of the heat transfer problem: how does the choice of heat transfer model influence the calculation accuracy of the flow parameters during transient flow? To what degree do the different models capture the physics around the pipeline?
- Sensitivities for governing parameters: how do key governing ambient parameters like air and seawater temperature, the thermal properties of the soil affect the calculation accuracy of the flow parameters?
- The effect of ground water convection and ambient boundary conditions on calculating the flow parameters.

In order to do this, the 1D viscous, compressible flow model developed by Helgaker, [10] is used together with different model strategies for ambient heat transfer and compared to experimental results.

1.3 Problem Outline

The research presented here consists of a combination of model studies and field measurements of heat transfer from an actual natural gas pipeline. The research is motivated from actual deviations encountered with the flow modelling of the offshore gas export network for control purposes at Gassco AS. The real time thermo-hydraulic modelling of the gas in the network is highly accurate, granted steady and near steady conditions prevail throughout the pipelines. A reduction in the model’s predictive ability for fluid pressures and temperatures is observed when the pipeline inlet flow is
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fluctuating, thus introducing a high level of transient behaviour. Due to the extent of the pipeline network and the need for real time calculation, the models representing heat transfer to the ambient need to be as simple as possible. It is therefore of interest to gain more knowledge about the effect of these simplifications upon the accuracy of flow parameter calculation during transient flow. There are uncertainties related to governing parameters of the heat transfer problem, i.e. soil thermal properties, pipe burial depth, ambient temperatures, and mode of heat transfer. The effect of these uncertainties on the flow calculation also warrants further investigation.

1.4 Research Context

Understanding the origins of the temperature deviations occurring when calculating transient flow is significant given the network flow is generally transient, the steady state being the exception.

1.5 Research Questions

The following research questions were formulated to cover the objectives:

1. What are the characteristics of transient flow in a real pipeline system? What characterizes the inlet and outlet conditions? How are mass rates, temperatures, and pressures interrelated? What are the rates and extent of inlet flow parameter changes?
2. How does the thermal model affect the accuracy of calculated gas pressure and temperature during transient flow conditions, and, what are the magnitudes of error originating from the heat transfer model compared to the effect of the other governing parameters?
3. To what degree do the different models capture the physical effects around the pipeline?
4. How well does a solely conductive heat transfer model capture the soil temperature profiles around the pipeline? Does ground water convection play a significant role?
5. How do the physical effects at the soil to atmosphere boundary affect the heat transfer between the gas and ambient? Which of these are important?

1.6 Research Method/Research Design

The thesis addresses the aspects of pipeline heat transfer to the ambient and its effect upon calculation accuracy of pipe flow parameters. The study combines computational modelling and field measurements of an actual pipeline case, Europipe 2. Field measurements of soil heat transfer, soil thermal properties, and ambient parameters were carried out. Operational pipe flow data was collected from Gassco AS Supervisor Control and Data Acquisition (SCADA) system. The gathered data was used to study the problem and verify model results.

1.7 Contributions

The following main contributions follow from the results presented in this thesis.
1. An experimental setup to study gas to ambient heat transfer of a gas export pipeline was designed, installed, and commissioned. Long-term measurements of weather data, soil temperatures, soil humidity and soil thermal properties were conducted at this experimental site (during 3 years). Different methods were used to obtain a good estimate of the soil thermal properties at the experimental site for use in the models. The setup allowed to collect experimental values for soil temperatures, pipe wall heat transfer rates, and gas temperatures. Seawater bottom temperatures were measured and used to verify the seawater temperatures provided by oceanographic model (Norkyst800) used in the models.

2. A method was designed to couple the pipe flow model to a ‘quasi’ 3D external heat transfer model. The external heat transfer model was implemented in the commercial finite volume code ANSYS FLUENT. Scripts were made to use the two models simultaneously in a transient simulation with coupling between the energy equation of each model during each time step. The performance of such coupled model was compared to the use of two standard external heat transfer models; one based upon solving the transient 1D radial heat conduction equation, and one 1D steady state model.

3. The results confirm findings from earlier publications that the 1D radial unsteady model leads to more accurate prediction of gas temperatures compared to the standard 1D steady model. An explanation for the improvement occurring with the 1D radial unsteady model is forwarded in this thesis. The limits of use of the 1D steady and 1D radial unsteady model under transient flow conditions have been determined and compared to the use of a geometrically more accurate 2D model. This is validated against measurements. It is demonstrated that in most cases using a 2D unsteady ambient model leads to the same response on a transient as with the 1D radial model. The error introduced due to heat storage from the annual ambient air temperature cycle was quantified for relevant cases, using the 1D steady and 1D radial unsteady external heat transfer models.

4. The sensitivity of the gas- to ambient heat transfer for the choice of heat transfer model and the other governing parameters have been determined for a real pipeline case. The results were verified against experimental data.

5. The sensitivities of the heat transfer rates for the other governing parameters like soil thermal conductivity, soil thermal diffusivity, temperature of the lower soil domain boundary, and ambient boundary condition have been determined using both models and measurements from the experimental setup.

6. The results show that the choice of external heat transfer model influences mainly the accuracy of gas temperatures and not the gas pressures in response to an inlet transient. The relative contributions of heat storage in the pipe wall and surrounding soil layers on the heat transfer response during gas temperature fluctuations have been determined. The findings confirm earlier results from literature.

7. The extent to which the ambient boundary condition can be simplified without losing accuracy of heat exchange calculation have been established through modelling and experimental measurements of atmosphere-pipeline-soil thermal interaction.
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8. The validity of the heat conduction external heat transfer model has been investigated by comparing modelled and measured soil temperatures at the experimental site. The accuracy of heat transfer rates between the ambient and the gas inside the pipeline were determined.

9. An estimation of the contribution from groundwater convection in the soil on the heat transfer between gas and ambient was established for the pipeline case at the experimental site.

10. The ability of the external heat transfer models to correctly calculate heat transfer with annual periodic surface temperature boundary conditions was assessed.

1.8 Outline of Thesis

The thesis has the following organization.

Chapter 2 contains the problem description and the relevant state-of-the art from the literature review. This chapter concludes with a short reflective summary. Chapter 3 describes the Europipe 2 case and measurement site, experimental setup as devised and the experimental methods used. Chapter 4 describes the different numerical models as used for the investigations are documented. Chapter 5 presents the results. First, the flow transients are described. This is followed by results from the model study that includes the effects of choice of heat transfer model and parameter sensitivity. Subsequently the results of experimental determination of soil properties at the measurement site are given, followed by investigation of the seawater temperature development over time. The observations made at the measurement site are presented. Further the verification of results and sensitivity for heat exchange model and parameters obtained with the Europipe2 experimental model are presented. Finally, the results of modelling the measurement site are presented. This includes the sensitivities for boundary condition assumptions and the effect of convective heat transfer.

Chapter 6 provides a discussion on the results. Chapter 7 presents the conclusions and outlook are given. Chapter 8 gives a summary of research articles, which are included in the Appendix A.
2 Problem Description and State of the Art review

In this Chapter, the theory and models used in non-isothermal pipe flow hydraulic calculations are described. Emphasis is put on the formulation of the heat exchange between the gas inside the pipeline and the ambient soil and atmosphere.

2.1 Problem Description

Natural gas from gas fields on the NCS is transported by pipeline or ship to processing facilities. At the process facilities, the gas is processed into heavier fractions (light oils) and sales quality natural gas. A minor portion is liquefied into LNG (Liquefied Natural Gas) and brought to market by ship. Export pipelines to terminals in the United Kingdom, Germany, France, and Belgium transport the majority of the sales gas. At the terminals, the gas is further conditioned for distribution into the national grids. Gassco AS operates the Norwegian pipeline infrastructure and processing facilities. Gassco AS is 100% owned by the Norwegian state. The operator role includes the safe operation of the 7975 km long network of gas pipelines. Gassco AS is responsible for system operation and capacity administration. To facilitate these tasks, a control system of the whole infrastructure is modelled in real time using process monitoring signals as input. The pipe flow is modelled as a 1D system. A wide arrangement of pipeline transport aspects are subject to control with this online model. This includes arrival estimation of gas quality batches, avoidance of over pressurization and leak detection. The individual pipeline and network models are also used offline. An example of this is to determine available transport capacity. Another example is the design of solutions for enlarging the network through tie-in of e.g. new fields.

A typical transport pipeline on the NCS has a compressor station at the inlet. Measurement of gas transport properties like pressure, temperature, and flow rate is conducted primarily at the pipeline inlet and outlet. The hydraulic flow properties in between these points can only be estimated by calculation. During the winter months, the pipelines are often utilized to maximum capacity. Capacity increase offers a potential for increased sale of gas from shippers to end customers. For operation and control of the network, accurate calculation of pressure and temperature profiles are, amongst others, important for real time leak detection. Another important aspect is that inventory control and knowing at what time a batch with a specific gas quality will arrive at the receiving terminal. This all depends on accurate calculations of pressures and temperatures, as these determine the volume taken by a mass quantity of gas.

Experience shows that under transient conditions the model calculations are less accurate than desired. Flow transients are the changes in flow, pressure, and temperature resulting in packing and unpacking of the gas inventory in the network. The transients originate from fluctuations in demand. Understanding the causes of deviations during transient flow is highly significant because the gas is more likely to be in a transient state, steady state rather being the exception. The transients are occurring on a time scale of minutes, and the period of interest to follow a single transient to the system ranges from several hours to several days.
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This thesis discusses the effect of the ambient heat transfer model upon the accuracy of pipe flow calculation. The focus is on buried pipelines. For a long gas pipeline, the ambient heat transfer problem is a 3D temporal problem. The thermal gradients in the soil along the flow direction are several orders of magnitude smaller than in the cross-sectional plane. A succession of two-dimensional, alternatively 1D domains, each representative for a section of the pipeline, may therefore represent the ambient heat transfer domain. As the pipelines are long, and the networks extensive, there is a pressure to keep the ambient models as simple as possible. This often results in the use of a steady state 1D conduction model for real-time calculations. For off-line calculations, a 1D radial unsteady heat conduction model may be used. Only for short pipeline sections, it is practical to use a two-dimensional (2D) model. Heat conduction is normally the only mode of heat transfer that is modelled. In special cases, the effect of soil moisture is included, often in connection with the phase transition of freezing/thawing of the soil layers around the pipe.

Minimum two thermal boundary conditions need to be employed; the soil surface temperature and pipe wall temperature. When defining the buried pipeline and ambient as a two dimensional problem, the thermal boundary conditions at lower and side edges of the domain need to be defined as well. Pipe inner wall temperatures are depending on the heat transfer between the turbulent gas stream and the inner wall; this needs to be described as part of the inner boundary condition. The soil surface temperature is normally not known and approximated from the air temperature. This is either measured or based upon meteorological statistics. The effects of the soil surface radiation balance, including soil moisture migration (evaporation, condensation, and precipitation), are usually ignored. The soil surface temperature has two distinct cycles in time, diurnal and annual. The diurnal cycle attenuates to practically constant temperatures a few decimetres into the soil. The effect of the annual cycle is noticed with a time delay up to several meters into the soil. Gas temperature transients attenuate at varying distances into the soil depending on their rate of change.

2.2 Modelling of 1D pipe flow of natural gas

Pipe flow of natural gas is governed by the Navier Stokes equations. The governing equations for 1D compressible flow are found by averaging the 3D equations across the pipe cross section. The basic equations and methods of solution can be found in Thorley and Tiley [11]. Langelandsvik [8], Helgaker [10] and Chaczykowsky [12] provides the equations in a more elaborate fashion. The derivation of the one dimensional equations to the form shown here is included in Appendix B. The equations that are used have the following form:

Conservation of mass:

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0$$  \hspace{1cm} (2.1)
Conservation of momentum:

\[ \frac{\partial(\rho u)}{\partial t} + \frac{\partial(\rho u^2 + p)}{\partial x} = -f \rho u \frac{u}{2D} - \rho g \sin \theta \]  \hspace{1cm} (2.2)

Energy:

\[ \rho c_v \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) + T \left( \frac{\partial p}{\partial T} \right)_\rho \frac{\partial u}{\partial x} = f \rho u^3 \frac{3}{2D} - \frac{4q_w}{D} \]  \hspace{1cm} (2.3)

The energy equation (Equation (2.3)) is expressed in the non-conserved, internal energy form. The second term on the left hand side is related to the Joule-Thomson effect, which is the change in temperature due to the pressure change of the gas. The second term on the right hand side is the dissipation term, which is the breakdown of mechanical energy to thermal energy. The last term represents the heat exchange between the gas and the surrounding environment. When using a steady state external heat transfer model, combining the thermal resistances of the pipe wall and soil layers in an overall heat transfer coefficient \( U \), we can use:

\[ q_w = U \left( T_{gas} - T_{amb} \right) \]  \hspace{1cm} (2.4)

In the momentum and energy equation, \( f \) is the friction factor which can be determined from the Colebrook-White friction formula, Colebrook [13].

\[ \frac{1}{\sqrt{f}} = -2 \log \left( \frac{\varepsilon}{3.7D} + \frac{2.51}{\text{Re} \sqrt{f}} \right) \]  \hspace{1cm} (2.5)

The governing Equations (2.1) to (2.3) form a system of hyperbolic partial differential equations that have to be solved numerically. This can be done by implicit finite difference method, as shown in Abbaspour and Chapman [7]. The governing equations are transformed into algebraic expressions in discrete time and space and solved for the mass flow rate \( \dot{m} \), pressure \( P \) and temperature \( T \).

### 2.3 Fluid properties of natural gas

The values of the compressibility factor \( Z \) are obtained using the Benedict-Webb-Rubin-Starling (BWRS) equation of state (EOS). This viral equation of state is described in Starling [14]. The derivatives of \( Z \), as used in the discretized modified Navier Stokes equations are also obtained from this equation of state. Fluid viscosity is calculated by the Lee Gonzales Eakin correlation as describe by Lee et al. [15] but using the extended coefficients of Whitson and Brule [16]. This provides the most accurate predictions of viscosity from a range of selected viscosity models when evaluated against measurements of Kårstø gas, as reported in Langelandsvik [8]:
Here $M$ is the molar mass of the fluid. Both the isobaric and isochoric heat capacity of the gas is used in the models. The isobaric heat capacity of the gas is taken from Katz et al. ([17]) and used in the calculation of the inner wall heat transfer coefficient:

\[
 c_p = 1.432 \cdot 10^4 - 1.045 \cdot 10^4 \cdot SG + (5.859 + 18.018 \cdot SG) \cdot T + \frac{15.69 \cdot 10^{-2} \cdot p^{1.106} \cdot e^{-6.203 \cdot 10^{-1} \cdot T}}{SG}
\]

Here $SG$ is the specific gravity of the gas.

The isochoric heat capacity, used in the energy equation, is approximated as:

\[
 c_v = -3.1 \times 10^{-16} \cdot p^2 + 1.46 \times 10^{-8} \cdot p + 1.6826 \times 1000
\]

### 2.4 Gas to ambient heat transfer-models

For pipeline systems, we have typical four different thermal configurations, as shown in Figure 2.1. These configurations represent full and partial burial on land and offshore.

![Figure 2.1: Configurations for heat transfer between the gas inside a pipeline and the ambient.](image-url)
The heat transfer between the turbulent gas flow and the pipeline inner wall is predominantly convective. Radiative heat transfer plays a negligible role due to the low temperatures involved (<330 K).

To define the heat transfer at the inner wall, a film coefficient is used, defined through the Nusselt number. The Nusselt number is the ratio between convective and conductive heat transfer inside the fluid as it occurs at the boundary, and is defined as:

\[
Nu = \frac{q_w D}{\lambda_{\text{gas}} (T_{\text{wall}} - T_{\text{gas}})} = \frac{h_i D}{\lambda_{\text{gas}}}
\]  

(2.9)

Where \(h_i\) is the film coefficient:

\[
h_i = \frac{q_w}{T_{\text{wall}} - T_{\text{gas}}}
\]  

(2.10)

The correlation used by Gassco is the well-known Dittus-Boelter correlation (Dittus and Boelter [18]) with the coefficient value as introduced by McAdams [19] (Winterton [20]). The correlation expresses the Nusselt number \(Nu\) in the Reynolds \((Re)\) and Prandtl \((Pr)\) numbers of the internal flow.

\[
h_i = Nu \frac{\lambda_{\text{gas}}}{2r_i} = 0.023 \text{Re}^{0.8} \text{Pr}^{n} \frac{\lambda_{\text{gas}}}{2r_i}
\]  

(2.11)

The power \(n\) is set to 0.4 in case the fluid is heated through the wall and at 0.3 in case the fluid is cooled. \(\lambda_{\text{gas}}\) is the thermal conductivity of the gas. The normal flow condition for natural gas inside a pipeline is the rough turbulent flow regime, occurring at high Reynolds numbers \(10^7\). The resulting high Nusselt number implies that convective heat transfer in the gas is dominating, and that gas temperature over the pipeline cross-section may be considered constant.

The heat transfer through the pipe wall layers is conductive and governed by the Fourier heat conduction equation:

\[
\frac{\partial T}{\partial t} = \alpha \nabla^2 T
\]  

(2.12)

The heat transfer problem in the soil domain can both have a conductive and convective component. The conductive component is described through the heat conduction equation (Equation 2.12).

In the steady state, the heat transfer configuration of a fully buried pipe can be reduced to a single overall heat transfer coefficient \(U\). This overall heat transfer coefficient combines the inner wall film coefficient, \(h_i\), derived from the Nusselt number (Equation
(2.11)), the thermal resistance of the pipe wall layers, and the thermal resistance of the soil domain.

For a non-buried pipeline, convective heat transfer will occur between the pipe outer wall layer and the ambient fluid (air or seawater). The outer film coefficient, $h_o$, is derived from the Nusselt number of the heat transfer to the seawater:

$$Nu = \frac{h_o d_o}{\lambda_{\text{seawater}}} = 0.26Re^{0.6}Pr^{0.3}$$

(2.13)

The slightly modified form as presented in Zukauskas and Ziugzda [21] is used. The correlation is under the assumption that the pipe is subjected to a cross flow current.

Convective heat transfer can play a role in case ground water is present in the soil pores. Three additional elements to the heat transfer problem may play a role:

- Forced convection.
- Natural convection; the thermal gradient induced liquid mass flux in a porous media.
- Vapour mass flux inside the pores of a porous media.

The Darcy law governs forced convection in saturated porous media. We can consider the soil as a porous media, containing packed grains. In between the grains are interstitial spaces. The ratio of interstitial space volume in relation to the total volume of a porous media is the porosity, $\phi$. For a hydraulic gradient $dp/dL$ the Darcy law gives a Darcy flow $Q$ (Bejan [22]):

$$Q = v_d A_d = -K \frac{dp}{dL} \cdot A = -K \frac{dh}{dL} \cdot A$$

(2.14)

In this correlation, $v_d$ is the Darcy velocity, $K$ is the intrinsic permeability, $\mu$ the fluid dynamic viscosity, $\kappa$ is the hydraulic conductivity, $\rho$ is the fluid density, $A$ is the cross-sectional area, $A_d$ is the pore area, $h$ is the hydraulic head and $g$ is the gravitational acceleration.

In the case of convective heat transfer, the heat conduction equation is extended to (Nield and Bejan [22]) :

$$\rho c_p \frac{\partial T}{\partial t} + \rho c_{pw} \bar{v}_d \nabla T = \lambda \nabla^2 T$$

(2.15)

Where $c_p$ is the combined heat capacity, $\rho$ the combined density and $\lambda$ the combined thermal conductivity of the porous media and the fluid, $c_{pw}$ and $\rho_w$ are the heat capacity and the density of the fluid, respectively.
With unsaturated, moist soil, phase changes of water and vapor transport will contribute to the heat transfer. The flow through the porous media is now a two-phase problem.

Two phase flow and heat transfer in porous media is described in Kaviany [23] and is briefly reviewed below. The fluid medium can be considered to containing a wetting (liquid) phase and a gaseous phase. The ratio between the wetting and gaseous phase is the saturation $s$, defined as (Kaviany [23]):

$$s = \frac{\phi_L}{\phi}$$

Here $\phi_L$ is the pore space taken up by the fluid phase, and $\phi$ is the total pore space of the porous medium.

The dynamics of the flow are influenced by:

**Surface tension**: the magnitudes of the gas-liquid interfacial tension and the liquid-solid interfacial tension.

**Wettability**: the extent the liquid phase spreads over the solid surface. This is governed by the contact angle and influenced by surface roughness, adsorption, and surfactants.

**Matrix of the porous medium**: topology of the matrix and the size, shape and distribution of the pores influence the distribution of the phases.

**Viscosity ratio**: the viscosity difference between the fluid and gas phase influences the flow patterns. Both through the interfacial shear stress and the displacement front behavior.

**Density ratio**: influences the buoyancy, body, and inertial forces affecting the flow.

**Saturation**: the extent the liquid phase fills the pores. At low saturation rates, the liquid phase becomes immobile, vice versa for the gas phase.

**Temperature and concentration gradients**: these result in interfacial tension gradients influencing the flow rates and phase distributions.

The two-phase flow through the porous media can be described in idealized terms as a funicular flow regime. The gaseous and fluid phase move simultaneously, the gaseous phase on the inside and liquid phase on the outside. In a disordered porous media, like soil, the flow pattern will mostly be unlike that. Observations indicate that each phase moves through its own separate network inside the matrix. With decreasing saturation, the gaseous phase flows through a larger part of the matrix at the expense of the liquid phase resulting in a so-called channel flow regime. Porous medium flow is thus inherently complex; within the context of this thesis, only saturated flow is considered.
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The heat exchange between the soil surface and the atmosphere is dependent on the full description of the surface energy balance. In Williams [24], the surface energy balance is defined as:

$$ q^* = q_H + q_{LE} + q_G $$  \hspace{1cm} (2.17)

Here $q^*$ is the net exchange of radiation between the atmosphere and the soil surface. The transfer of sensible heat between soil surface and the air is denominated as $q_H$, while $q_{LE}$ is the transfer of latent heat between the soil surface and the air is $q_{LE}$ and $q_G$ is the conduction of heat into the ground. The energy balance is such that during the day more radiation energy is absorbed than reflected/emitted. Heat is conducted into the ground and at the surface transferred away through convection and evaporation. During the night, there is a net loss due to long wave radiation from the surface, and a net transfer from the sum of $q_H$, $q_{LE}$, and $q_G$. Proper estimation of the term $q_{LE}$ depends on accurate measurement of moisture loss due to evaporation at the surface during dry periods and moisture transfer to the surface during conditions of high air humidity and precipitation. This implies measurement of the moisture profile in the air boundary layer right above the soil. Alternatively, the term $q_{LE}$ can be determined from the air temperature profile just above the surface. The sensible heat depends upon estimating a convective heat transfer coefficient.

An approach to estimate $q_H$ is discussed in Mihalakakou et al. [25]. The boundary condition for the heat conduction equation at the ground surface can be defined as:

$$ -\lambda \frac{dT}{dz} \bigg|_{z=0} = q^* - q_{LE} - q_H $$  \hspace{1cm} (2.18)

The sensible heat $q_H$ is expressed through a convection heat transfer coefficient between air and soil temperature:

$$ q_H = h_s(T_s - T_a) $$  \hspace{1cm} (2.19)

This heat transfer coefficient $h_s$ at the soil surface consists of a natural and a forced convection term. The first is defined through the soil top layer humidity; the latter is a function of the wind velocity at the surface. Herb et al. [26] gives the following correlations:

$$ h_s = \rho_{air} c_{p,water} \left(C_{fc} u_s + C_{nc} \Delta T_v^{1/3} \right) $$  \hspace{1cm} (2.20)

Constants $C_{fc}$ and $C_{nc}$ scale the forced and natural convection contributions. Herb et al. [26] suggest a value of 0.0015 for both. The difference between virtual air temperature and soil surface temperature is $\Delta T_v$. The wind velocity at ground level is $u_s$. The form of the equations shown here are for bare soil surfaces. In Herb et al. [26], these correlations are scaled to vegetation coverage conditions by employing a scaling factor less than one. This scaling factor can include both the extent and type of vegetation cover.
In the same work, the correlation provided for the latent heat $Q_{LH}$ is:

$$q_{LE} = \rho_{air}c_{p,\text{water}}(C_{fc}u_s + C_{nc}\Delta T_v^{1/3}) \ast (r_{sat} - r_a)$$  \hspace{1cm} (2.21)

Here, $r_{sat}$ and $r_a$ are saturation and ambient specific humidity [kg water/kg air].

Other, similar type of correlations as shown in Equations 2.20 and 2.21 can be found in the literature.

The combined effects of convection, latent heat, and radiation heat transfer at the soil surface results in a time varying temperature of the soil surface. At the soil surface, both daily and annual temperature cycles can be distinguished. These temperature cycles attenuate downwards into the soil. It is well known from the literature how the amplitude of these temperature cycles decay and phase delay with depth. This is described in for example Williams [24]. Langelandsvik [8] discusses the delayed soil surface temperature change at burial depth for subsea pipelines and notes that this effect is not accounted for in the commonly used external heat transfer models based upon steady state heat transfer.

In transient heat conduction, the dimensionless Biot and Fourier number are often used to compare thermal system behaviour. The Fourier number is the dimensionless time for a temperature change to propagate through a system. The Biot number is the ratio between the heat transfer at the surface boundary (convection) and the internal heat conduction. The convection heat transfer between the turbulent gas flow and the pipe inner wall during flow is described with the film heat transfer coefficient from Equation (2.11). This inner film coefficient has typical values from 1000-2000 W/m$^2$K in natural gas transmission. For a cylindrical heat transfer system, the Biot number is defined as:

$$Bi_{cylinder} = \frac{R_{conduction}}{R_{convection}} = \frac{h_f L_s}{\lambda_s} = \frac{h_f r_i}{\lambda_s}$$  \hspace{1cm} (2.22)

The Fourier number shows if the heat transfer of a system in response to a change in thermal boundary conditions is dominated by heat conduction or heat storage. It is also the dimensionless time of a temperature change of a system.

$$F_0 = \frac{\alpha \tau}{L_c^2}$$  \hspace{1cm} (2.23)

Here $\alpha$ is thermal diffusivity, $\tau$ is the time scale, and $L_c$ is the characteristic length of a system, for example the external radius in case of a cylinder. According to [27], the Fourier number can be interpreted in each of the following manners. A larger Fourier number indicates that more heat is conducted in the system than stored. Over a given period, the heat penetration is deeper with a larger Fourier number, as well as the rate of the temperature change at a certain distance from the boundary.
2.5 Review of relevant literature

This literature review on the thermal modelling of pipe flow is divided in four sections:

- Steady state conduction heat transfer models.
- Unsteady heat transfer conduction models and effect on transient flow.
- Including convective heat transfer.
- Modelling of heat transfer related to the annual ambient cycle.

2.5.1 Steady state conduction heat transfer models

Models for steady conduction heat transfer of a buried pipe are based on defining the overall heat transfer coefficient of the thermal domain. In the literature, some variations how to calculate the overall heat transfer coefficient can be found. In Bau [28], transformation into bi-cylindrical coordinates is used to derive the shape factor for the case of laminar pipe flow. With laminar pipe flow, the assumption of a uniform heat transfer coefficient at the pipe inner wall is not valid. For the resulting conduction shape factor, the differences are shown to stay within 10% between the laminar and turbulent case for a range of fluid-soil thermal conductivity ratios. The conclusion is that the following expression for shape factor is within 2% accurate for turbulent pipe flow and within 10% for laminar pipe flow:

\[
S = \frac{Bi}{\sqrt{1 + Bi^2 \alpha_0^2 + 2 * Bi * \alpha_0 * \coth \alpha_0}} \]  

(2.24)

In the equation, the Biot number \( Bi \) is containing the inner wall heat transfer coefficient, the pipe inner radius, and the soil thermal conductivity. For the pipe surface \( \alpha_0 \) follows:

\[
\sigma = \cosh \alpha_0 \Rightarrow \alpha_0 = \ln \left( \sigma + \sqrt{\sigma^2 - 1} \right) 
\]

(2.25)

In Ovuworie [29], bipolar transformation is carried out for the cases of both partial and fully buried pipelines. Assumed are convective boundary conditions at the pipe wall and the soil surface. The shape factor equations are based on an isothermal soil surface boundary condition. These become inaccurate if the pipe is buried close to the surface. To improve upon this, two Biot numbers are introduced: \( B_g \) for the atmosphere to soil and \( B_p \) from the pipe to soil. The corresponding shape factor for the buried pipe configuration becomes:

\[
S = \frac{B_p a_{bur}}{\sqrt{\cosh \alpha_0 - B_p a_{bur} \alpha_0 + \frac{B_p}{B_g}} - \left( 1 + \frac{B_p}{B_g} \right)^2} \]  

(2.26)
The coefficient $a_{bar}$ is:

$$a_{bar} = \sqrt{\left(\sigma^2 - 1\right)}$$  \hspace{1cm} (2.27)

Similar correlations are provided for the case the pipe is touching the ground and for the case of partial buried pipes. The basic derivation for these correlations for partial buried pipes are also provided in Morud and Simonsen [30]. The reported accuracy of prediction is in such case within 10%.

In Archer and O’Sullivan [31] the soil domain is considered as a homogeneous annular layer around the pipe. This is extended to the case of a trenched pipeline with backfilled material of different thermal conductivity. The equivalent cylinder radius is determined in order to match the resulting steady heat transfer rate with that of the bipolar transformed domain. For a pipe with a convective heat transfer condition at the inner surface the equivalent cylinder radius is:

$$r_e = \frac{r}{e^{\left(\frac{1}{\left(1 - B_i\right)}\right)}}$$  \hspace{1cm} (2.28)

For the non-uniform thermal domain, an equation for an effective thermal conductivity is introduced.

An alternative way to calculate the equivalent cylinder radius is given in OLGA [32]:

$$re = r_i\left(\sigma + \sqrt{\sigma^2 - 1}\right)$$  \hspace{1cm} (2.29)

In Ramsen et al. [33] the effect of heat transfer modelling on the calculated gas temperatures is described for offshore gas export pipeline cases. The conclusions from this work are that for exposed and partially buried pipelines the flow velocity plays an important role during steady flow. At low flow rates, the gas temperature will quickly approach the ambient (seawater) temperature and is thus more dependent on ambient temperature than the $U$ values. For short pipelines, this effect is more pronounced, as well as with overall low $U$ values (high degree of burial). In this work, the importance of correct estimation of gas temperature is discussed. The density of the gas will decrease with increasing temperature. This will in turn decrease the maximum possible flow rate.

In Langelandsvik [8], the sensitivity for the overall heat transfer coefficient $U$ is determined for an gas export pipeline case. The offshore pipeline is fully exposed to seawater over its entire length, with resulting high $U$ values. Steady state flow simulation showed low sensitivity of flow rate and gas outlet temperature for the $U$ values along the pipeline route. Instead, the sensitivity was found to be high for the seawater temperature and current velocity.
In Modisette [34] an overview of strategies for modelling of the ambient in pipe flow calculation is provided. A distinction is made between steady state and transient conditions. This publication notes that the temperature conditions at the outside of the thermal domain ‘are relatively unimportant’ compared to the correct setting of thermal conductivities of pipe wall and soil layers for steady state calculations.

### 2.5.2 Unsteady heat transfer models and effect on transient flow

In Modisette [34] it is noted that for transient simulations the time scale of the thermal diffusion in the soil is much larger than that of the fluid inside the pipe. In case a 1D radial unsteady model is used, the grid size near the pipe wall needs to be small. Grid size and details of the outermost cells have relatively minor effect on the calculation.

In Chaczykowski [12], an unsteady heat transfer model for gas pipe flow is introduced. Fourier heat conduction through the pipe wall and soil domain is modelled for each pipe calculation element. For this purpose the wall and soil is modelled as a circular domain over which the 1D radial unsteady heat conduction equation is discretized. The heat exchange between the gas inside the pipeline and the ambient is calculated at the pipe inner wall and the resulting heat transfer rate used in the energy equation when calculating the pipe hydraulic flow. As the ambient model is unsteady, the effect of heat storage in the pipe wall and soil during transient flow is included in this model, but its consequences on the flow are not investigated in this work.

In Chaczykowski [35], the effect of the thermal model on flow parameters during transient flow is studied. The 1D radial unsteady model from Chaczykowsky [12] is used. A stepwise inlet temperature and outlet flow transient is employed in the study. A noticeable difference of the inlet flow rate between steady and unsteady heat transfer model occurred as a result. A real pipeline case was used, showing that a steady state heat transfer model gives large deviations in gas temperatures in response to outlet flow transients (inlet temperature and pressure kept constant). The inlet flow rate and outlet pressure showed much smaller behavioural difference.

In Nicholas [36] the effect of the thermal model on the flow parameters during transient flow is investigated. Only fully buried pipelines are considered. Both inlet temperature and inlet pressure ramp up scenarios are studied. The ambient soil was modelled as a circular domain over which the 1D radial unsteady heat conduction equation is discretized. The results show significant differences in the response of the pipe flow to the inlet transients when comparing ambient heat exchange models with (unsteady) and without (steady) the ground heat storage term. It takes several days for the temperature transient to dissipate through the soil domain until a new steady state is reached. Initially the temperature difference between the steady and unsteady model is highest at the pipeline entrance, reducing in the downstream direction of the pipeline with time. For the pressure transient it is noted that the initial response leads to a sudden temperature increase in the first part of the pipeline. This increase is larger for the steady heat transfer model. The effect on packing rates is discussed: for the temperature ramp up scenario the packing rate, using a steady state heat transfer model is
overestimated by almost 1% for several hours after the temperature ramp up. For the pressure transient a similar pipeline packing error is found. Initially the differences in packing rate between the two models are very large. Nicholas [36] concludes that the transient thermal behaviour of the ground should be included for transient flow calculation. The use of an overall heat transfer coefficient is inadequate for such purpose. The heat transfer through the pipe wall can be ignored for transient time scales over 30 seconds, but not the heat capacity of the pipe wall. Thermal time scales of the soil are noted to be several weeks to months.

In Helgaker et al. [37], the steady heat transfer model as used at Gassco is compared to the 1D radial unsteady heat transfer model of Chaczykowski [12]. The results are compared with real pipeline data. The findings of this work are that the steady state heat transfer model over-predicts the amplitude of the temperature response in the flow calculation. Using an unsteady thermal model, the accuracy of modeled inlet pressure and outlet mass flow rate increased. The calculated outlet temperature is also improved but there are still discrepancies with actual measurements. The work underlines the importance of the thermal properties of the pipe wall layers and soil for calculating the outlet gas temperature. Lack of accurate data for soil thermal conductivity is emphasized as a significant factor of uncertainty. It is realized that while the heat transfer models used are 1D, the configuration of a buried pipe is at least a 2D problem. It is uncertain how this simplification affects the accuracy of the flow calculation. For the configuration of a partially buried pipe that is exposed to ambient air or seawater, it remains unclear how heat storage can be included in a 1D model.

In Barletta et al. [38], 2D unsteady heat transfer from completely buried pipelines is studied numerically. Both step-rise (rapid transient) and smooth rising fluid temperature cases (slow transient) are studied and compared to an unsteady 1D radial model. In the model, only the soil heat transfer is modelled, not the flow of the gas inside the pipe. The problem investigated is that of pipeline start-up; i.e. initially, the flow is at standstill and the thermal domain at equilibrium. The start-up of the flow through the pipeline is modelled by changing the pipe inner wall temperature accordingly for a single 2D-plane (soil slice). The response of the soil domain upon the temperature change at the pipe inner wall is evaluated through the dimensionless thermal power exchange at the wall per unit length. The conclusion from Barletta et al. [38] is that for engineering purposes the 1D radial unsteady model is accurate enough to follow the transients.

### 2.5.3 Analytical solutions

Exact solutions for unsteady heat transfer from a buried pipe can be found in the literature for 1D radial configuration. In Lu [39] an exact solution is provided for a 1D multilayered hollow cylinder with a general formulation for the boundary conditions at the inner and outer surface as Fourier series of temperatures. The time-varying temperature is coupled to the wall by a constant heat transfer coefficient. The method uses Laplace transformation to obtain the approximated analytical solution. Comparisons to numerical simulations demonstrate high accuracy of the analytical
solution. The accuracy is dependent on how well the boundary conditions can be matched with Fourier series.

Exact solutions of the two dimensional transient problem of heat transfer from a buried pipe are limited in the literature. In Martin and Sadhal [40] upper and lower bounds for the temperature distribution surrounding a cylinder are given.

2.5.4 Including convective heat transfer

Soil is commonly considered a porous media and the presence of moisture between soil grains can play a role in the overall heat transfer.

The effect of ground water convection upon the heat transfer from a hot buried pipe is investigated in Bau [41]. An analytical solution is provided for the steady state configuration with both (moisture) impermeable and permeable soil surfaces. The solution considers low Reynolds number convection in saturated soil. The Darcy-Oberbeck-Boussinesq equation is formulated using bi-cylindrical coordinates. The additional heat transfer rate from natural convection is established by the Nusselt number, obtained through perturbation expansion of the Raleigh-Darcy number $Ra$ (Bau [41]):

$$ Nu = \sum_{i=0}^{\infty} \left( \sinh(\alpha_i) Ra \right)^{3/2} N_i, $$

(2.30)

where $N_i$ are expansion coefficients, provided in Bau [41]. The configuration of a buried hot pipe shows different convection and temperature patterns for permeable and impermeable top surfaces. $Ra$ is defined as (Bau [41]):

$$ Ra = \frac{\beta g \kappa r (T_1 - T_2)}{\alpha_{eq} V} $$

(2.31)

In Himasekhar and Bau [42], the theoretical approach of Bau [41] is further developed. The Biot number of the pipe is included in the expression for the Nusselt number. The developed formulas allow estimation of the conductive and convective contributions to the heat transfer rate at the pipe wall for a larger range of $Ra$ and $Bi$ numbers.

2.5.5 Annual ambient temperature cycle

Published work in which a 2D approach to soil conduction is used are mostly limited to the steady state case. In Barletta et al. [43], steady periodic heat transfer for buried offshore pipelines is studied in 2D. The case considered is that of the annual temperature variation in the seabed in shallow water. In this work, the periodical unsteady heat 2D heat conduction problem is transformed and solved numerically as a
steady problem. The analytical solution yields the following expression for the heat transfer across the pipe outer wall per unit length (Barletta et al. [43]), in rewritten form:

\[
\dot{Q}_m = (T_{\text{gas}} - T_m) * \frac{2\pi \lambda_{\text{soil}}}{\arccos h(\sigma)} + \frac{2\pi \lambda_{\text{soil}} \Delta T}{\arccos h(\sigma)} * (A \sin(\omega t) + B \cos(\omega t)) \tag{2.32}
\]

\(\Delta T\) and \(T_m\) are the amplitude and average of the ambient fluid. The constants \(A\) and \(B\) are functions of \(\sigma, \alpha, \omega\) and \(R\). The constants \(A\) and \(B\) can be obtained by numerically solving a set of two Poisson equations for the boundary conditions given in the paper. From the equation, it is clear that the phase delay of the ambient temperature profile penetrating down in the soil is captured in the final term to the right. For scenarios with significant transient behavior of the gas temperature, it is questionable if this approach will be applicable, as a basic assumption of the derived correlation is that \(T_{\text{gas}}\) is constant.

2.6 Discussion and summary

Using a 1D steady state ambient heat transfer model in flow modelling of natural gas pipelines is common practice and well understood. From both the literature and the experience at Gassco AS, it is clear that a steady state formulation of the ambient heat transfer can be a source of error in the calculation of flow parameters. Uncertainties are related to both the transient development of ambient temperature cycles in the soil and the propagation of the gas temperature fluctuations in the pipe wall and surrounding soil (Nicolas [36], Chaczykowski [35], Helgaker et al [37], Barletta et al [43] [38]).

The heat transfer between the gas inside a buried pipeline and the ambient is in essence a 3D problem. The soil thermal gradients in the direction of the pipe axis are small compared to those in the perpendicular plane. Therefore, this 3D heat transfer problem can be simplified as heat transfer in a succession of 2D planes. For the pipe flow calculations, the pipe is divided into sequential pipe elements. On the nodes, or grid points, of these pipe elements, the one dimensional flow equations are discretized. Each pipe element has a corresponding 2D external heat transfer model, with the plane perpendicular to the pipe element axis. For large pipeline networks, such an approach would still be computationally expensive. This is particularly the case when the flow parameters have to be calculated in ‘real-time’ for control purposes of a pipeline network. A more common formulation of unsteady ambient heat transfer is through a 1D unsteady radial heat conduction model. This provides a cylindrical representation of the pipe wall and surrounding soil layers. Although this presents a correct geometry for the pipe wall layers and the surrounding soil close to the pipe wall, the boundary condition at the outer edge of the domain is less correct. A common solution to this is to dimension the radius of the soil layer surrounding the pipe in order for the steady state shape factor of the circular domain to be equal to that of the 2D shape factor of the buried pipe (OLGA [32]).
Neither of these approaches allows for the two-dimensionality of the heat transfer problem of a buried pipe; this problem has essentially three main boundary conditions:

1. Pipe wall temperature.
2. Soil top layer temperature.
3. The temperature deep down in the soil.

The first boundary condition can be correctly represented in the 1D unsteady radial heat conduction models at the inner boundary. It is not straightforward to set the outer boundary condition if soil surface temperatures are not actually measured. A common assumption is that the soil surface temperature follows the bulk temperature of the surrounding fluid, air for land-based, and seawater for offshore pipelines. Due to the high convective heat transfer coefficient with seawater, the assumption is reasonable for an offshore-buried pipeline. For a land-based buried pipeline, this is more uncertain, because effects of solar radiation and latent heat transfer play a significant role in the temporal development of the soil surface temperature. The third boundary condition is ignored in the 1D radial unsteady heat conduction models. It is unclear what effect omitting this boundary condition present in terms of transient heat transfer calculation. The models do not capture the effects of convective heat transfer due to moisture movement in porous soil either. Particularly for pipelines that are trenched and buried in the seabed, ignoring convective heat transfer could be a source of error. Another common assumption is that the soil thermal properties are constant in time. With soil moisture content changing over time this may not always be the case. To what extent this variation is a source of error is also a viable question.
3 Experimental setup

This Chapter describes the experimental installation used to study the heat transfer between the gas inside a buried pipeline and the ambient

3.1 Description of pipeline case-Europipe 2

The case study used the first 12 km of Europipe 2. The same pipeline has been previously investigated by Langelandsvik [8] and Helgaker [10]. Europipe 2 is a 642 km long gas export pipeline from Kårstø in Norway to Dornum in Germany. The pipeline inner diameter is 0.508 m and the transport capacity is 24.000 Msm$^3$/yr. The ‘onshore’ pipeline route from Kårstø to the landfall at Trøsnavåg on Vestre Bokn is shown in Figure 3.1.

Figure 3.1: Pipeline route from Kårstø to the offshore landfall at Vestre Bokn (courtesy Gassco AS).
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Onshore the pipeline is buried to a depth varying between 1.5 m to 2.5 m t.o.p. (top of pipe). In the first 12 km, the pipeline passes through two short sea-sections where it alternatingly lies on the seabed, is covered with silt or rock dump material, or trenched.

The instrumentation at the pipeline inlet consists of gas pressure, gas temperature, gas volumetric flow rate, density, and compositional measurement of the gas. This equipment is described in detail in Langelandsvik [8]. At the end of the route over Vestre Bokn, there is a landfall valve station (Trosnavåg) where gas pressure and pipeline skin temperature (outer wall surface temperature) are measured. Figure 3.2 shows the pipeline elevation profile and measurement equipment for the first 12 km of the route.

Figure 3.2: Pipeline elevation profile 'onshore' (Kårstø to Trosnavåg).

3.2 Measurement site at Bokn-experimental installation

The experimental installation is approximately 7 km from the pipeline inlet. Here the pipeline and soil were instrumented. Figure 3.3 shows a detailed satellite image of the measurement site in relation to the position of the buried pipeline. Figure 3.4 shows how the pipeline is installed.
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Figure 3.3: Google Earth picture of the measurement location. The red line indicates the approximate route of the pipeline.

Figure 3.4: Ditch design from original design documentation (Snamprogetti [44]).

Figure 3.5 shows the experimental installation. To install the sensors around the pipe, the backfill consisting of medium grain fill sand was excavated with a suction excavator. With the pipe fully excavated, the sensors near and around the pipe were installed. On the pipeline outer wall, film type PT100 temperature sensors were mounted (top, side and bottom position). The sensors were fitted using a pipeline epoxy repair compound and secured with elastic rubber tape around the entire circumference.
Experimental setup

of the pipe. This is in accordance with a normal repair solution for the coating of this type of pipeline.

Figure 3.5: Location of measurement sensors around the pipe and in the soil. The direction of view is the same as the flow direction of the gas inside the pipeline.

Figure 3.6: Sensor boom shown during its installation at right hand side of the pipe.
In the soil around the pipe, temperature sensors were distributed in a radial array at regular distances along the lines O-A, O-B, O-C, and O-D. The sensors were mounted collectively on booms at a distance of 2, 5, 10, 20, 50, and 100 mm from the pipe wall, as shown in Figure 3.6. At the top, one extra temperature sensor is included measuring at 2 mm distance from the pipe wall. First, the measurement boom (O-C) was installed below the pipe. Subsequently the ditch was refilled with sand until pipe axis level. The horizontal measurement booms (O-B and O-D) were put in place and the ditch filled with sand until the top of the pipe just remained visible. The top measurement boom was subsequently secured in position. Care was taken that the sensor boom maintained at right angles in relation to the pipe surface during refilling of the remainder of the ditch. The exposed pipe and some of the installed wall sensors are shown in Figure 3.7.

Figure 3.7: Excavated pipeline. The thin film sensors are beneath the black tape. The epoxy compound is there to keep the wiring in place during installation (Oosterkamp [45]). The thin film sensors at the left and right hands side failed in their function after a short time of operation.
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The soil temperature depth profiles were measured with similar PT100 sensors. To install these sensors, a drill rig made 10 cm diameter holes at 1 m, 3 m, and 10 m lateral distance from the pipe outer wall, shown in Figure 3.8. For each hole, the sensors were mounted together on a PVC pipe in order to secure their relative distance during and after installation.

![Drill rig used for installation of vertical soil temperature sensors.](image)

A total station theodolite was used to map the relative pipeline position, sensor boom positions, and contour of the terrain after refilling the ditch. This allowed the determination of all sensors positions in relation to each other, the soil surface, and the pipeline axis. The accuracy of this equipment is approximately ±1.5 mm.

The temperature sensors (PT100) are mounted in a 4 mm diameter stainless steel sheath. They were connected to the data-logger (ALMEMO 5690-1M with UA10 cards) in a full bridge configuration with four 20 m long leads. The resolution of the system is 0.01 K (using the ALMEMO ZA9030-FS2 connectors).

For each measurement point, the sensor, leads, measurement bridge and data-logger channel are calibrated as an integrated system. The calibration procedure comprised of a series of multiple comparative measurements in the temperature interval from 0-30 °C. The sensors were tested in a hot bath calibrator (Hart 7103 Microbath) against a calibrated reference PT100 temperature measurement probe (ASL250 MK2).

The measurement system further contains a four component net radiometer, ambient temperature, and humidity measurement. Ambient temperature and air humidity instruments are located in a Stevenson box. Wind velocity was measured for a significant part of the duration of the measurement campaign (premature breakage...
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during a storm). At five locations, soil volumetric water content sensors are installed (tagged as H1-H5 in Figure 3.5). These are of type EC-5 from Decagon and measure dielectric permittivity (Campbell [46]) and connected to a Decagon data logger with factory calibration and settings. Calibration curves were made using soil samples, taken at the site during installation.

At two locations, TP01 thermal property sensors from Hukseflux were installed (H2 and H4 in Figure 3.5) (Huskeflux [47]). The TP01 is a thin film sensor containing a central heating wire with two sets of thermopiles parallel (one at each side) to the heating wire. At both side the thermocouple hot junctions are one millimetre from the heating wire and the hot col junctions 5 mm at the other side. Both sets of thermopiles are connected in series. The differential voltage over the thermopiles is closely related to the radial temperature gradient around the heating wire. By heating the central wire for a known period with a known voltage, and subsequently measuring the temperature decay, the soil heat storage term can determined.

The method is explained in detail in Huskeflux [47]. After an initial transient heating period, the soil around the wire assumes a more or less steady state and the temperature rise depends only on the thermal conductivity. Thermal diffusivity can be determined if the current to the heating wire is interrupted; the decay time of the radial temperature profile to the level prior to heating is used to determine the thermal diffusivity (this is valid in case the thermal mass of the sensor is negligible).

The net radiometer Huskeflux NR01 is described in Huskeflux [48]. It measures incoming hemispherical solar radiation and reflected solar radiation, incoming long wave radiation and upward long wave radiation. Twin pyrgeor meters measure the incoming atmospheric and returning soil radiation in the 4500 to 50000 nm range. The meters are mounted back to back, containing a black coated thermopile sensor.

This sensor potentially absorbs all LW and SW radiation in a flat spectrum in the 300 to 50000 nanometer range. The sensor is covered by a silicon window: This window has a solar blocking and limits the spectral response from 4500 to 50000 nanometers (cutting off the part below 4500 nm). The field of view is 150 degrees. The black coating on the sensor transforms the long wave radiation into heat, resulting into a signal from the thermopile proportional to the LW radiation. The sensor emits also some LW radiation; the amount of this can be calculated by additional measurement of the sensor temperature with an incorporated PT100 sensor.

A pair of pyrano meters measures the incoming atmospheric and returning soil short wave radiation in the spectrum from 300 to 2800 nm. The sensors are similar thermopiles with a black coating. The domed housing cuts off incoming radiation above 2800 nm.

Figure 3.9 shows the experimental site. The yellow sign in the right hand corner indicates the location of the buried gas pipeline. The left hand side shows the container housing the data-loggers, power supply, and environmental instrumentation.
3.3 Measurement of soil properties at the experimental location

The measurement data collected at the experimental site is used to verify the validity of the assumptions of the external heat transfer models under study. In these models, the values of the soil thermal properties are a source of uncertainty. A more detailed knowledge about the thermal properties of the different soil layers at the experimental site reduces this uncertainty. This is also of key importance for interpreting the temperature measurements, the estimation of gas temperature, and the pipe wall heat flux at the experimental location. The latter can only be estimated using the soil temperature profiles around the pipe. The accuracy of these estimations is highly dependent upon accurate knowledge of the local soil thermal properties. Gas temperature and pipe wall heat flux are needed for the verification of the different heat transfer models and to assess the validity of the underlying assumptions.

3.3.1 Modelling of soil thermal properties

The literature provides correlations that relate soil thermal properties to their basic mineral constituents, and as a function of water content. One method to determine thermal conductivity is the De Vries method [49]. The soil is considered to consist of
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water, air, and solid fractions. Thermal conductivity \( \lambda \) is considered a function of volume fraction \( \phi_n \), using the soil constituent thermal conductivity \( \lambda_n \):

\[
\lambda = \frac{\sum f_n \phi_n \lambda_n}{\sum f_n \phi_n}
\]  

(3.1)

In Equation (3.1), \( f_n \) is a weight factor for constituent \( n \) determined by:

\[
f_n = \left[ 1 + \frac{1}{3} \left( \frac{\lambda_{h,n}}{\lambda_{h,air}} + \beta_{aw} (\lambda_{h,\text{water}} - \lambda_{h,air}) - 1 \right) \right]^{-1}
\]  

(3.2)

The parameter \( \beta_{aw} \) is a transition parameter (Campbell [50], Westermann [51]):

\[
\beta_{aw} = \left[ 1 + \left( \frac{\phi_{w}}{\phi_{wc}} \right)^{-s} \right]^{-1}
\]  

(3.3)

The cut-off value \( \phi_{wc} \) for the transition of dominance of the water phase in the pore space is set to 0.15. The smoothing factor \( s \) is set to 4 in a possible range of 2-6 as proposed by Campbell [50].

The soil heat capacity can be expressed as the volume fraction weighed average of each constituent leading to this expression for thermal diffusivity (Huang et al. [52]):

\[
\alpha = \frac{\lambda}{\sum \phi_n \rho_n C_{pn}}
\]  

(3.4)

The basic thermal properties of the constituents used in the calculation of the soil thermal properties are shown in Table 1.

**Table 1: Thermal properties of soil constituents (Campbell [50]).**

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Density (kg/m³)</th>
<th>Heat capacity (J/kg-K)</th>
<th>Thermal conductivity (W/m-K)</th>
<th>Thermal diffusivity (m²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>2660</td>
<td>750</td>
<td>8.8</td>
<td>4.4-10⁻⁶</td>
</tr>
<tr>
<td>Clay</td>
<td>2650</td>
<td>755</td>
<td>2.9</td>
<td>1.44-10⁻⁶</td>
</tr>
<tr>
<td>Organic</td>
<td>1300</td>
<td>1925</td>
<td>0.25</td>
<td>1-10⁻⁷</td>
</tr>
<tr>
<td>Water</td>
<td>1000</td>
<td>4200</td>
<td>0.57</td>
<td>1.36-10⁻⁷</td>
</tr>
<tr>
<td>Air</td>
<td>1.25</td>
<td>1000</td>
<td>0.025</td>
<td>2-10⁻⁵</td>
</tr>
</tbody>
</table>
3.3.2 Measurement of soil thermal properties

The collected soil samples were analyzed for their thermal and porous flow properties. The KD-2 thermal properties analyzer from Decagon was used for measurement of thermal diffusivity, heat capacity, and thermal conductivity. This instrument uses the line heat source method. The instrument has a specified accuracy of ± 5 to ± 10% on thermal conductivity, ± 10% on specific heat and ± 10% on thermal diffusivity. For the measurements, a dual probe is used. This probe has two parallel needles, one for heating, and one for measuring temperature. The measurement method is as follows (Decagon [53]): an electric current is applied to the heating needle for a set period of time. During the heating and subsequent cooling time, the temperature is continuously measured in the parallel needle (at 6 mm radial distance). The measured temperature data is regression fitted to two correlations in order to obtain thermal conductivity and diffusivity as shown in (Decagon [53]).

Samples were collected from three different locations during installation of the measurement equipment at Bokn:

1- sample from fill sand around the exposed pipe
2- mass excavated with drilling rig 10 meter from the pipe
3- top soil

The measurement procedure contains the following steps:

- The soil samples were dried overnight in a drying cupboard at 60 °C and left to cool to room temperature. The volumetric water content was measured with two EC-5 probes to verify that the soil samples were suitably dry.
- A total of 500 ml of each dry soil sample was compacted and weighed to determine the dry density.
- The KD-2 thermal needle was lubricated with arctic silver thermal conduction paste before placement into the dry soil sample. Thermal measurements were conducted using the default settings of the KD2 pro and the SH-1 dual probe thermal needle. Three or more parallel readings were conducted with relocation of the probe in between measurements. Thermal conductivity, diffusivity, and volumetric heat capacity were recorded.
- The soil sample was weighed again, and 50 grams of water added. After thorough mixing and compacting, the volumetric water content and thermal property measurements were repeated.
- These measurement cycles, each time with incremental addition of 50 grams of water were repeated until the sample was water saturated.

The volumetric water content is calculated in the following way (Ward and Trimble [54]):

$$\phi = \frac{V_w}{V_w + V_s + V_o}$$

(3.5)
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Here $V_w$ is the volume of water, $V_a$ the volume of enclosed air and $V_s$ the volume of soil. These assumptions are made:

- The resulting volume of water, $V_w$, is the same as the water added (measured by weight: division obtains the volume with the density of water).
- The sum of $V_a$ and $V_s$ remains constant after adding and mixing water.

To ensure that conditions are close to that in the field, the soil/water mixture was re-compacted on a shaking tray during each measurement cycle (each time for the same duration). This ensures that the grains settle with a minimum amount of trapped air. A possible error introduced in this way is water absorbed or taken up by soil compounds as crystalline water leading to a lower $V_w$ value. The samples collected in the field had high volumetric water content and were dried at a relative low temperature. It is fair to assume that most of the absorbed water would not have been released during the drying process. Therefore, the introduced error can be expected to be minimal.

### 3.3.3 Determination of thermal diffusivity from temperature profiles

Thermal diffusivity can be derived from the soil vertical temperature profile using the propagation and attenuation of diurnal temperature cycles in the upper soil layer, assuming that thermal conduction is the prevailing mode of soil heat transfer. To estimate the bulk thermal diffusivity of the clay soil outside the pipeline installation ditch, the propagation and attenuation of the annual temperature cycles may be used. The temperature measurements at 10 m distance from the pipe are most suitable for this purpose. This distance is sufficiently far for the thermal influence from the pipeline to be small. 1D heat conduction in vertical direction is assumed. The ambient temperature can be considered as a sinus signal with two distinct periods, the diurnal, and the annual. The exact solution for the 1D heat equation with a temperature wave as boundary condition at one end can be used to find the soil thermal diffusivity (Carslaw & Jaeger [55]). Both the amplitude damping and phase shift between temperature responses at different depths are valid approaches. For a sine shaped temperature at the soil surface propagating deeper into the soil, the resulting temperature profile at time $t$ and distance $z$ from the soil surface follows from an elementary separated variable solution of Equation (2.12) in one dimension:

$$T(z,t) = \Delta T e^{-\sqrt{(\omega / 2\alpha)}z} \cos(\omega t - \sqrt{(\omega / 2\alpha)}z)$$  \hspace{1cm} (3.6)

Here $\Delta T$ is the amplitude of the oscillating surface temperature and $\omega$ is the angular velocity.

With two temperature measurements, having amplitude $\Delta T_1$ at depth $y_1$ and $\Delta T_2$ at depth $y_2$, the thermal diffusivity can be calculated from the amplitude dampening ($P$ is length of wave period (Williams [24])):
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\[ \alpha = \frac{\pi}{P} \left( \frac{(z_2 - z_1)}{\ln(\Delta T_1 / \Delta T_2)} \right)^2 \]  

(3.7)

The progressive phase lag with depth can also be used. With two temperature measurements, having phase delay \( t_1 \) at depth \( y_1 \) and \( t_2 \) at depth \( y_2 \), the thermal diffusivity can be calculated from the amplitude dampening (Williams [24]):

\[ \alpha = \frac{(z_2 - z_1)^2 \cdot P}{(t_2 - t_1)^2 \cdot 4\pi} \]  

(3.8)

These two methods are applied to the four measurement locations in the clay layer. These are located at 10 m lateral distance from the pipe.

### 3.3.4 Use of TP01 sensors to measure soil thermal properties

The analysis of thermal properties with the Hukseflux TP01 sensor is described in Huskeflux, [56]. The TP01 is a sensor for measuring soil thermal conductivity, thermal diffusivity, and heat capacity. The sensor contains a differential temperature sensor, consisting of two thermopiles measuring the radial temperature difference around a heating wire. The thermopiles consist of 20 copper-constantan series connected thermocouples each. The hot junctions are at 1 mm lateral distance from the heating wire, the cold junctions at 5 mm lateral distance. The total thermal diffusivity of the sensor is low as it is foil printed system. To perform a measurement, the following cycle is followed: the heating wire is first given a low, fixed supply voltage, of 180-second duration. During these 180 seconds, the supply voltage to the heating wire is logged as well as the resulting voltage signal given by the thermopile. Measurement of the thermopile signal is continued for another 180 seconds after the heating wire voltage is switched off. As the resistance of the heating wire is known, the logged heating wire voltage can be used to calculate the thermal energy input into the soil during the first 180 seconds of the measurement cycle. The measuring principles are described in Huskeflux, [56].

### 3.3.5 Grain size measurement and porous media parameters

In the literature, several correlations are provided to link hydraulic conductivity, \( K \) to porosity \( \phi \) and soil grain parameters. The grain parameters can be obtained from the grain size distribution of the soil samples. The grain size distribution can be measured with a sieve analysis (ASTM [57]). In sieve analysis, the granular soil sample is passed through a column of sieves mounted on a shaker. The dry sample is placed in the top sieve. The top sieve has the largest mesh with mesh sizes progressively being finer for the lower sieves. The arrangement is left to shake for a predetermined amount of time; after this, the mass collected in each individual sieve is measured.
An often used empirical correlation for hydraulic conductivity is that of Carman-Kozeny (Carman [58]). This correlation may be used successfully when the soil does not contain clay-like fine particles, the particles are not excessively coarse, the particles are close to round shape, the particle distribution is such that the there is no bias towards the finer grain sizes, and anisotropy is absent (Carrier [59]).

The form of the Carman-Kozeny equation used here is the one that includes the specific surface area of the particles \( a_s = 6/D_m \), shown for example in Nield and Bejan [22]:

\[
K = \frac{\rho g \phi_c^3}{\mu 180(1-\phi_c)^2} D_m^2
\]  (3.9)

In Uromović [60], the choice of the mean particle diameter \( D_m \) is discussed. It is suggested to use the geometric particle size diameter \( D_{mg} \) instead of the mean particle \( D_m \). The following correlation may be used (Uromović [60]):

\[
D_{mg} = e^{0.01 \sum_i P_i \ln(d_{i,g})}
\]  (3.10)

Here \( P_i \) represents the fraction of sieve residue \( i \).

The correlation uses the effective porosity \( \phi_e \) of the sample. This is the porosity of the soil available for the flow of water. This value is always smaller than the volumetric water content \( \phi \) obtained with Equation (3.5). This excludes the water bound by adsorption to grain surfaces and water trapped in un-connected pores within the matrix.

The effective porosity can be obtained by comparing the density of the water-saturated sample to that of the fully drained.

The permeability value obtained with the Carman-Kozeny correlation is highly influenced by the choice of geometric particle size. In Yadzchi et al. [61], creeping flow through a porous medium has been investigated numerically. The conclusion is that the Carman-Kozeny correlation does not capture the permeability accurately as a function of porosity. This is especially the case with low porosity levels (<0.4). The tortuosity needs to be included, which is shown to be achievable with a correction coefficient. This correction coefficient is defined as a function of the flow path tortuosity and the shape factor of the pores.

The accuracy of the Carman-Kozeny correlation is also discussed in Chapuis and Aubertin [62]. The accuracy was evaluated against laboratory tests. Their conclusion is that vertical hydraulic conductivity can be predicted within experimental uncertainty using the Carman-Kozeny correlation. This is within 1/3 to 3 times the measured value for sandy soils.

A comparative study of often used correlations for intrinsic permeability is shown in Aquilar [63]. The study shows that the Carman-Kozeny is one of the better performing
correlations along the larger range of sediment conditions, indicating similar spread against measurement data as found by Chapuis and Aubertin [62].

### 3.4 Estimation of gas temperature and wall heat flux

It was not possible to measure the gas temperature directly at the experimental site. The only possibility is to make an estimate based on the temperature measurements at the outer wall and in the surrounding soil layers. A drawback of this approach is that the heating/cooling of the steel pipe wall will mask some of the quick gas temperature fluctuation when measuring beyond the pipe outer wall. Information is lost by measuring the temperatures beyond the outer wall.

By choosing the measurement interval longer than the thermal time constant of the pipe wall this problem can to some extent be overcome, leading to a smoothened estimate of the gas temperature over time. Within a measurement interval, there can be additional gas temperature fluctuations that remain undetected by the measurements. Similarly, the heat flux can only be assessed from the soil temperature measurements.

The thermal energy that is stored or released in the pipe-wall in response to the gas temperature fluctuations occurring at smaller time scale than the measurement interval cannot be estimated in this manner. Over a sufficiently long period, these differences will average out. The time scales of the flow boundary transients are expected to be sufficiently long for this not be a major issue.

To estimate the gas temperature and inner pipe-wall heat flux, the convective heat transfer coefficient between gas and pipe wall also need to be estimated. The gas inside the pipeline is subject to turbulent flow conditions with high Reynolds numbers ($10^6$-$10^7$). A consequence of the high turbulence is that the cross-sectional thermal gradient of the gas inside the pipeline is very small. We may assume gas temperatures constant throughout the cross-section. Due to the high turbulence level, heat transfer from the gas and the pipe inner wall will be mainly convection driven. Due to the low temperatures of the gas, radiation heat transfer will not play a significant role. The convective heat transfer coefficient can be estimated by the Dittus-Boelter correlation (Equation (2.14)).

To approximate the gas temperature, the soil measurements close to the pipe wall are used. A coarse estimate of the gas temperature can be made from the measurements at 2 and 5 cm from the pipe wall. The radius of curvature of the pipe wall is large compared to the distance from the pipe inner wall to the soil measurement sensor at 5 cm distance from the pipe outer wall (9.7 cm). Therefore, the 1D heat conduction equation can be employed with minimal error instead of the 1D radial variant. To approximate the gas temperature from the measurements, the thermal energy balance of a linear 1D-calculation cell surrounding these measurement points was used, as shown in Figure 3.10.
Figure 3.10: Schematic of the system used for calculating gas temperatures from the soil measurements close to the pipe wall.

The calculation cell stretches 3 cm in radial direction from the pipe wall, with the temperature measurement point in the centre. The change in thermal energy from time step \( n-1 \) to \( n \) (\( \Delta t = 300 \) s) is balanced with the energy flux over the cell boundaries in time step \( n \). Thermal energy storage in the pipe wall is neglected so that the thermal energy flux over the inner cell boundary can be expressed as:

\[
q = U(T_{gas}^n - T_{002}^n)
\]  

(3.11)

Here \( U \) is the overall heat transfer coefficient combining the thermal resistances of the inner wall film coefficient obtained with Equation (2.11), the pipe wall layer and the first 2 cm of soil. \( T_{gas}^n \) is the unknown gas temperature and \( T_{002}^n \) the measurement at the cell centre at time step \( t \). By using the temperature measurement \( T_{005}^n \) at 5 cm distance from the pipe wall, the thermal energy flux over the outer cell boundary can be calculated. \( T_{gas}^n \) will follow from:

\[
T_{gas}^n = T_{002}^n + \frac{0.03 \rho C_p}{U \Delta t} (T_{002}^n - T_{002}^{n-1}) - \frac{\lambda}{0.03U} (T_{005}^n - T_{002}^n)
\]  

(3.12)

A more systematic way to approximate the gas temperature is by using a discretization of the unsteady heat conduction equation in cylindrical coordinates. At the top location, we have measurements at 2 mm, 20 mm, 50 mm, and 100 mm from the pipe wall.
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The following assumptions are made:

- The thermal properties of the soil around the pipe are known and constant in time.
- The thermal gradient in the pipe wall achieves steady state within each measurement interval.
- Radial heat conduction is the only form of heat transfer present.

A numerical domain according to Figure 3.11 may be used.

![Diagram of domain](image)

**Figure 3.11: Domain for finite difference scheme used to estimate gas temperatures.**

On the domain, the radial heat conduction equation is discretized using an implicit finite difference scheme.

The measurement points at 2 mm, 20 mm, and 50 mm from the pipe wall are used. The domain boundaries are provided with Dirichlet boundary conditions using the measured temperature at 2 mm and 50 mm distance from the pipe wall. A set of equations of the general form is obtained when backward differencing in time as shown in for example Gutierrez-Miravette [64]:

\[
T_i^n = -c_1 T_{i-1}^{n+1} + (1 + c_1 + c_2) T_i^{n+1} - c_2 T_{i+1}^{n+1}
\]  
(3.13)

The definitions of \(c_1\) and \(c_2\) are:

\[
c_1 = \frac{\alpha r_{i+1/2} \Delta t}{r_i \Delta r^2} \quad c_2 = \frac{\alpha r_{i+1/2} \Delta t}{r_i \Delta r^2}
\]  
(3.14)

The heat transfer rate into the soil domain from the pipe wall (per unit length) is evaluated as:
The problem is subsequently set up in matrix form as:

\[
\begin{bmatrix}
1 & -c_1 & 1 + c_1 + c_2 & -c_2 \\
& & & \\
& & & \\
& & & \\
-1 & -c_1 & 1 + c_1 + c_2 & -c_2 & 1
\end{bmatrix}
\begin{bmatrix}
T_1^n \\
T_2^n \\
T_1^{n+1} \\
T_2^{n+1}
\end{bmatrix}
= 
\begin{bmatrix}
T_1^n \\
T_2^n \\
T_1^{n+1} \\
T_2^{n+1}
\end{bmatrix}
\]

(3.16)

This set of equations is solved using the left array division function in MATLAB, inverting the matrix. The boundary temperatures \( T_1^n \) and \( T_2^n \) are set to the measured value of the new time step \( n+1 \), as well as the node corresponding to \( T_{002}^n \). To estimate the heat transfer rate between gas and the pipe, the following relationship holds (based on correlations provided in Incropera and DeWitt [65]):

\[
\dot{Q}^{n+1} = \frac{T_{gas}^{n+1} - T_1^{n+1}}{2\pi r_{\text{pipe \_in}} h_f} + \frac{\ln(r_{\text{pipe \_out}}/r_{\text{pipe \_in}})}{2\pi \lambda_{\text{steel}}} + \frac{\ln(r_{\text{plastic \_out}}/r_{\text{plastic \_in}})}{2\pi \lambda_{\text{plastic}}} + \frac{\ln(r_{\text{out}}/r_{\text{plastic \_out}})}{2\pi \lambda_{\text{sand}}}
\]

(3.17)

The unknown gas temperature follows from equalizing Equation (3.15) and (3.17).

### 3.5 Seawater temperatures-model values and measurements

The seawater temperatures used in the numerical models of the pipeline case are obtained with the Norkyst 800 model. As described in Albretsone [66], the Norkyst 800 model is a numerical model of the coastal areas in Norway. It can reproduce sea level, temperature, salinity, and sea currents for the coastal waters of Norway. The model is a so-called ROMS model (Regional Ocean Modelling System) as described in Shchepetkin and McWilliams [67]. The model has a 2600×900 grid cell size. Each cell has a size of 800×800 m. In vertical direction there can be up to 35 cells. The model uses local bathymetry data and boundary condition inputs from the operational model ROMS model (Regional Ocean Modelling System) Nordic-4 (Norwegian Meteorological Institute [68]). Nordic-4 covers the surrounding sea areas (North Sea,
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Nordic seas, part of the Barents Sea and the Arctic Ocean). The grid size of ROMS is 4×4 km. The seawater temperature boundary conditions are obtained from satellite data. Atmospheric forcing is supplied from the HIRLAM12km weather prediction model described in Haugen et al. [69]. The Norkyst 800 model includes tidal forcing and river run-off. The model can simulate the entire Norwegian coastal waters in one simulation. Normally smaller areas are defined due to the calculation effort that is involved. For the actual pipeline case, there is only one Norkyst 800 grid point coinciding with the subsea section. The actual grid point is at 75 m depth. Figure 3.12 shows the modelled seabed temperature data retrieved for this point during the period from the 1st of January 2012 until the 1st of November 2014. The time resolution of the data was 24 hours. Ole Henrik Segtnan from Uni-Research Polytec in Haugesund provided the data.

![Graph showing the development of daily seawater temperature representative for subsea parts of Europipe 2 pipeline case. The data has been generated with the Norkyst 800 model for the period from June 2012 to November 2014.](image)

Figure 3.12: Development of daily seawater temperature representative for subsea parts of Europipe 2 pipeline case. The data has been generated with the Norkyst 800 model for the period from June 2012 to November 2014

To increase confidence in the use of the Norkyst 800 data for our models, seabed water temperatures along the pipeline route were measured. For this purpose, a measurement system was constructed to measure and record the seawater temperature on the seabed. The measurement system consists of a thermocouple mounted in a stainless steel sheet connected to a singular channel data-logger. The data-logger is a LASCAR EL-USB-1. The thermocouple and data-logger were calibrated in a hot bath calibrator (Hart 7103 Microbath). The resolution of the measurement was 0.25 °C. The data-logger and thermocouple are mounted in a waterproof polymer container leaving only the tip of the thermocouple protruding and in contact with the seawater. The bottle is filled with vegetable oil in order to protect the electronics from direct contact with seawater and to even out the hydrostatic pressure. Six of these measurement systems were deployed along the pipeline route. Prior to deployment, the USM-coordinates of the measurement locations were determined from the pipeline as laid route. Deployment commenced on the 22nd of June 2014. With the vessel S/Y Sirene, the deployment locations were visited using GPS-navigation and the measurement devices lowered to the sea bottom.
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Each measurement device was connected to a drop anchor with sufficient length of mooring cable, ending in a visible floating mooring buoy. Deployment locations are shown in Figure 3.13. The coordinates and deployment depths of the six measurement points are given in Table 3.

Figure 3.13: Location of sea bottom temperature measurement devices along the pipeline route (M1-M6) (Lothe and Oosterkamp [70]).

Table 2: Locations sea bottom temperature measurements (Lothe and Oosterkamp) [70].

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude</th>
<th>longitude</th>
<th>depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>N59°15.9’</td>
<td>E5°30.32’</td>
<td>40</td>
</tr>
<tr>
<td>M2</td>
<td>N59°15.63’</td>
<td>E5°30.07’</td>
<td>80</td>
</tr>
<tr>
<td>M3</td>
<td>N59°15.47’</td>
<td>E5°29.95’</td>
<td>76</td>
</tr>
<tr>
<td>M4</td>
<td>N59°14.62’</td>
<td>E5°29.32’</td>
<td>80</td>
</tr>
<tr>
<td>M5</td>
<td>N59°13.67’</td>
<td>E5°27.6’</td>
<td>25</td>
</tr>
<tr>
<td>M6</td>
<td>N59°13.7’</td>
<td>E5°27.5’</td>
<td>40</td>
</tr>
</tbody>
</table>

On September 7, 2014, a retrieval expedition was undertaken with S/Y Sirene. Measurement devices M2, M4, and M5 could be relocated and successfully retrieved. All three mooring buoys showed extensive signs of contact with ship hulls and ship propeller damage. This is according to expectation as the equipment was deployed in areas of intensive ship traffic. M1, M3, and M6 could not be relocated and are considered lost at sea.
3.6  Experimental uncertainty

Care was taken to limit the measurement uncertainty in the experimental set up. The uncertainty levels of the different measurements is discussed in this sub chapter

3.6.1  Assessment of uncertainty with soil temperature sensors

The following sources of errors are identified for the soil temperature measurements:

- calibration accuracy
- drift
- scale resolution
- positional accuracy

Each PT100 temperature sensor was calibrated. The sensors and data loggers installed below the soil surface layer were calibrated in a hot bath calibrator against a calibrated reference probe. The temperature sensors in the soil surface layer were installed on a later date. These eight sensors have a factory calibration. The assessment of the measurement error for these sensors is therefore different compared to that of the initially installed set.

The calibration procedure of the PT100 sensors resulted in the determination of a third degree polynomial calibration curve, fitted for the combination of each sensor, cable, bridge and data-logger channel (ALMEMO 5690-1M with U-A10 modules, ZA-FS9030 plugs and 1/5 DIN PT100 with double 20 m leads) . The calibration curves and the accuracy of the fit are documented in Appendix C. The scale resolution error during both calibration and measurement is ± 0.005 K. The thermal drift of the data logger channel (U-A10) and measurement bridge (ZA9030FS2) is at most 0.003%/K, according to the manufacturer. The linearization accuracy of the bridge electronics and the DAC (data acquisition system) is quoted ± 0.05 K. Each probe and channel is calibrated against the same calibrated PT100 reference probe (ASL F250 MK 2) with a read out accuracy of 0.001 K and the measured value corrected with a third order polynomial correction curve. The linearization error is assumed to be compensated when adjusting the measured values with the correction curve following from the calibration procedure. The temperature measurement error is therefore composed of the accuracy of the calibration curve, the drift, and the scale resolution. The accuracy of the calibration curve is depending on the scale resolution of the measurement system (±0.005 K), the scale resolution of the reference probe (± 0.0005 K) and the thermal gradients in the oil bath of the bath calibrator (Hart Microbath 7102). The uniformity of the bath temperature is specified by the manufacturer as ± 0.02 K. For the soil measurements, accurate values for the thermal gradients in the soil are desired.

The relative differences between the measurements are therefore more important than the absolute values. The reference probe has been calibrated both prior to and after calibration at Scalibra AS. It is thus possible to express the temperature measurement error for each measurement point in relative and absolute values. The deviation of the
reference probe in both calibrations at Scalibra AS was found to be within 0.02 K from the measured values within a measurement uncertainty of ± 0.1 K.

**List of error sources:**

- temperature drift ALMEMO: 0.003%/K -> 0.009 K @ 30 ºC
- scale resolution ALMEMO: ± 0.005 K
- calibrator bath uniformity (HART): ± 0.02 K
- scale resolution (ASL): ± 0.0005 K
- temperature drift (ASL): 0.0005 K/K temperature change
- repeatability (ASL): ± 0.002 K
- accuracy of fit of calibration curve: ± 0.01-0.03 K, different for each sensor
- absolute accuracy of reference probe: ± 0.1 K

The errors are estimated according to the methods presented in Wheeler and Ganji [71]. The measurement errors are grouped in systematic and random errors. First, the errors are assessed for the calibration process. At each calibration point, 40 temperature measurements were made at 10 s intervals. The mean value of these 40 measurements is used in the calibration procedure. The random errors affecting this measurement are:

- temperature drift ALMEMO
- scale resolution ALMEMO
- calibrator bath uniformity (HART)
- scale resolution (ASL)
- temperature drift (ASL):
- repeatability (ASL).

With these values the sum of random errors $S_r = 0.02$ K. Using a student distribution and a 95% confidence interval, the random uncertainty $P_r = tS_r/\sqrt{M} = 0.007$ K with $t=1.96$ and $M=40$.

The following systematic uncertainties were identified:

- accuracy of fit of calibration curve
- absolute accuracy of reference probe

The sum of the systematic errors, $B_s = 0.104$ K in absolute terms. For the purpose of comparative measurements, the sum of the systematic errors, $B_s = 0.03$ K.

The overall uncertainty from the calibration in absolute terms is $\sqrt{(B_s^2+S_r^2)} = 0.1$ K. In relative terms, the overall uncertainty reduces to ± 0.03 K.
For a single measurement of the installed system, the random uncertainty is composed of the temperature drift and scale resolution of the data-logger. The overall uncertainty of the calibration is considered as a systematic error. The random uncertainty is $P_r = tS_x = 0.02$ K ($t = 1.96$). The absolute uncertainty of a single measurement is then estimated to be $\sqrt{(0.02^2 + 0.104^2)} = \pm 0.105$ K and the relative uncertainty between the individual measurement points is $\sqrt{(0.02^2 + 0.03^2)} = \pm 0.04$ K.

### 3.6.2 Assessment of uncertainty with the soil surface temperature sensors.

The measurement error in this case includes the temperature drift, thermal resolution, linearization error, and calibration error. The calibration was carried out at the Deutscher Kalibrierdienst. The claimed uncertainty of this calibration is ±0.1 K.

The following error sources were identified:

- temperature drift: 0.009 K (with 30 K temperature variation)
- scale resolution: 0.005 K
- calibration: 0.1 K

The random uncertainty for a single measurement is the same as previously calculated: $P_r = tS_x = 0.02$ K. With the systematic error being the calibration inaccuracy of 0.1 K, the overall uncertainty of these measurements in relation to each other, and the other measurement points is ±0.105 K.

### 3.6.3 Positional accuracy of the sensors

The sensors surrounding the pipe are mounted on a pvc sensor boom. Mounting holes of 4.3 mm diameter were drilled at predetermined distances in the boom in the following manner: first, the positions were marked using a millimetre graded steel ruler and pilot holes drilled using a 1 mm diameter drill bit. The drilling was carried out in a bench drill with the boom fixed in a screw clamp, ensuring a ninety degrees angle between drill bit and pipe surface. Subsequently, the pilot holes were used to guide a 4.3 mm drill bit. The PT100 is fit tight in the holes, resulting in a permanent interference fit between the outer protective sheath of the PT100 and the hole. Using the clamp, the angular position of the centre-lines of the drilled holes could be kept uniform, resulting in the same angular deviation for each hole. The estimated accuracy of the drilling operation is ± 0.5 mm, giving a maximum distance variation between two neighbouring sensor tips of ± 1 mm. Prior to installation, the sensor tips for all sensors were checked to verify that they are all within 1 mm of the specified distance. The booms and sensors risk bending during or after installation and refilling of the sand. The risk of bending for the horizontally placed sensor booms and top sensor boom is minimal; these sensors have not been under strain during refilling of the sand inside the ditch. The error in the thermal gradient $dT/dx$ between two consecutive sensor positions is the largest for the sensors with the smallest (30 mm) spacing interval. Using the calculated value of the
relative uncertainty for each measurement points of 0.04 K, the maximum error in the gradient is ± 0.003 K/mm.

The vertical sensors at 1m, 3m and 10 m from the pipe were installed on booms to maintain their vertical position in relation to each other after installation. The positional error of the vertical sensors is estimated at ± 5 mm for those installed at depths exceeding 0.5 meter. The positional accuracy of the sensors in the soil surface layer (at 0.01, .05 and 0.25 depth) is ± 1 mm. The position in relation to the central axis is calculated from the measurements done with the total station theodolite. This results in a total vertical positional error of ± 8 mm. The horizontal position of the sensors is determined by the accuracy of the position and angle of the drilled installation hole. The positional accuracy in horizontal direction cannot be better than the diameter of the installation hole. The horizontal positioning and vertical alignment of the drill hole is controlled by a satellite navigation based control system. The horizontal estimated accuracy is ± 10 cm for the centreline of the hole.

### 3.6.4 Dual wavelength radiometer

The dual wavelength radiometers contain a double set of pyrano and pyrgeo meters. For the incoming radiation, the measurement errors are caused by the directional change of the sun and the imperfect optical properties of the protective dome of the instrument. According to Huskeflux [48], the errors and uncertainties for the pyrano- and pyrgeo meters are:

- drift: 1% per year
- non-linearity: ± 2.5%
- spectral selectivity: ± 5%
- expected overall accuracy on a daily basis: ± 10%

The scale error, drift and inaccuracy of the instrumentation (ALMEMO 5690-1M with U-A10 modules, ZA-FS9030 plugs) logging the voltage outputs of the radiometer is very small compared to the quoted instrument accuracy. The measurement error of the dual wavelength radiometer is therefore assumed ± 10%.

### 3.6.5 Soil volumetric water content measurements

The soil volumetric water content probes use the factory calibration and factory settings in the data-logger. The accuracy is specified by the manufacturer as ± 3% VWC. The scale resolution is 0.1%. For a maximum measurement level of 0.5 VWC, the measurement uncertainty is ± 0.015 VWC. The collected measurement values are adjusted using the calibration values obtained with the soil samples.
3.6.6 Uncertainty in ambient weather data measurements.

The air temperature measurements are done with a PT100 sensor that is calibrated together with the soil surface temperature sensors. The measurement uncertainty is thus the same, at ± 0.104 K.

The seawater temperature measurements have a scale resolution of 0.2 K. They are calibrated, using in the Hart Microbath 7102. Without the use of a reference probe, the calibration accuracy of the Hart Microbath 7102, ± 0.1 K, is a systematic error. The drift of the Lascar data-loggers is not specified. The overall measurement uncertainty is at least ± 0.22 K.

3.6.7 Collected SCADA data for the Kårstø-Trosnavåg pipeline section

The uncertainty of the process measurements at the Kårstø-Trosnavåg pipeline section is discussed, and estimates provided in Langelandsvik [8]. The provided uncertainties are verified using the available documentation of the installed measuring equipment.

The inlet temperature measurement at Kårstø (Fisher Rosemount PT100) has the following error sources:

Random
- scale resolution: 0.005 K
- repeatability: 0.03 K
- accuracy: 0.21 K

Systematic
- calibration: 0.1 K

The resulting uncertainty is ± 0.43 K (95% confidence interval). This is slightly less accurate than the estimate provided by Langelandsvik [8].

The pressure measurements at the inlet and outlet are described in Langelandsvik [8]. The maximum uncertainty is estimated as ± 52 mbar in a 0-200 bara range.

Flow metering is done at the inlet. It consists of two independent metering stations, at the end of the two process trains at Kårstø supplying the gas into the pipeline. Each station has two parallel metering lines. In addition, a small amount of gas is taken out just downstream the pipeline inlet into the Rogass local gas distribution network.

According to Langelandsvik [8] this flow metering equipment has an uncertainty in both mass and volume flow of ± 0.6%. If statistic uncertainty of these five meters is assumed, the maximum uncertainty is ± 1.3%. The inlet flow is subject to fiscal metering agreements and therefore regularly checked.
3.6.8 Effect of gas composition

The model studies were all conducted using a nominal gas composition. The actual gas composition in the real pipeline case studies vary around this nominal composition. This has an effect on the flow model calculations. Primarily the composition affects the calculations performed by the BWRS equation of state. The equation of state provides the compressibility factor $Z$, used in the density calculation, and its derivatives are used in the numerical discretization scheme. The three major constituents in the gas composition are Methane, Ethane, and Propane. In the period from the 1st of January 2013 to the 31st of December 2014, these components had the following mean and standard deviation (in mole fraction).

- $\text{CH}_4$: mean=0.88 stdev.=0.0055
- $\text{C}_2\text{H}_6$: mean=0.07 stdev.=0.0041
- $\text{C}_3\text{H}_8$: mean=0.007 stdev.=0.002

The chosen nominal composition for these gas components is within one standard deviation from the mean values for the two-year period analysed (2013-2014).
4 Pipe flow and heat transfer models

This chapter describes the pipe flow and heat transfer models that are used in the numerical investigations.

4.1 Pipe flow model

The pipe flow model is the one made by Jan Fredrik Helgaker, documented in Helgaker [10]. The model is a finite difference discretization of the one dimensional Navier Stokes equations. The basic form of these equations is shown in Chapter 2.2 (Equations (2.1) to (2.3)). The equations are modified to better suit the problem of unsteady compressible pipe flow. The gas density $\rho$ is exchanged for the pressure $p$ by using a real gas equation of state and considering the mass flow rate as $u=\dot{m}/\rho A_p$, as described by Chaczykowski [12]. The gas density $\rho$ in the equations is replaced by the state parameters $p$, $T$ and $Z$ through:

$$\rho = \frac{p}{ZRT} \quad (4.1)$$

This is done out of convenience, as $p$ and $\dot{m}$ are predominantly the measured variables in pipeline transportation. In Equation (4.1), $Z$ is the compressibility factor determined by an equation of state. The equation of state expresses the compressibility factor as a function of pressure and temperature. The velocity $u$ is subsequently expressed in the state parameters using logarithmic differentiation. The derivation and modification of the equations is shown in Appendix B.

The resulting equations, used in the flow model, are:

Conservation of mass:

$$\frac{\partial p}{\partial t} + \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \left[ 1 - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right]^{-1} \frac{\partial T}{\partial t} - \frac{ZRT}{pA} \left[ 1 - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right]^{-1} \frac{\partial \dot{m}}{\partial x} \quad (4.2)$$

Conservation of momentum:

$$\frac{\partial \dot{m}}{\partial t} = \frac{\dot{m}ZRT}{pA} \left( -2 \frac{\partial m}{\partial x} + \dot{m} \left[ 1 - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right] \frac{\partial p}{\partial x} - \dot{m} \left[ 1 + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\partial T}{\partial x} \right) \quad (4.3)$$

$$-A \frac{\partial \dot{p}}{\partial x} - \frac{fZRTn|\dot{m}|}{2DAp} - \frac{pA}{ZRT} g \sin \theta$$
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Conservation of energy:

\[
\frac{\partial T}{\partial t} = -\frac{\dot{m}ZRT}{p_A} \frac{\partial T}{\partial x} - \frac{\dot{m}(ZRT)^2}{p_A c_v} T \left[ \frac{1}{T} + \frac{1}{Z} \frac{\partial Z}{\partial T} \right]_p \\
\times \left( \frac{1}{\dot{m} c_v} - \frac{1}{p} \frac{\partial T}{\partial x} \right) \frac{\partial p}{\partial x} + \left[ \frac{1}{T} + \frac{1}{Z} \frac{\partial Z}{\partial T} \right] \frac{\partial T}{\partial x} \\
+ \frac{f}{2c_v D} \left( \frac{ZRT \dot{m}}{pA} \right)^3 - 4q_v \frac{ZRT}{D p c_v} (4.4)
\]

When an overall heat transfer coefficient \( U \) is used as a steady state external heat transfer model, the energy equation has the following form:

\[
\frac{\partial T}{\partial t} = -\frac{\dot{m}ZRT}{p_A} \frac{\partial T}{\partial x} - \frac{\dot{m}(ZRT)^2}{p_A c_v} T \left[ \frac{1}{T} + \frac{1}{Z} \frac{\partial Z}{\partial T} \right]_p \\
\times \left( \frac{1}{\dot{m} c_v} - \frac{1}{p} \frac{\partial T}{\partial x} \right) \frac{\partial p}{\partial x} + \left[ \frac{1}{T} + \frac{1}{Z} \frac{\partial Z}{\partial T} \right] \frac{\partial T}{\partial x} \\
+ \frac{f}{2c_v D} \left( \frac{ZRT \dot{m}}{pA} \right)^3 - \frac{ZRT}{p c_v D} \left( \frac{4U}{T_{gas} - T_{amb}} \right) (4.5)
\]

In the last term of Equation (4.5), the thermal energy exchange with the environment is defined through the overall heat transfer coefficient \( U \) and the difference between the gas and ambient temperature.

The continuity, momentum, and energy equations (Equations (4.2), (4.3) and (4.4)) are discretized using a finite difference scheme. The cell centered method is used in the discretization, as used in Abbaspour and Chapman [7]. This method is first order correct in time and second order correct in space. The partial derivatives are determined for each pipe section, rather than at the grid points. For a pipe section \( I \), Helgaker [10] defines derivatives of quantity \( Y(P, T, \dot{m}) \) in pipe section \( I \) as follows:

\[
\frac{\partial Y(x_i, t_{n+1})}{\partial t} = \frac{Y^{n+1}_{i+1} + Y^{n+1}_i - Y^n_i - Y^n_{i+1}}{2\Delta t} + \mathcal{O}(\Delta t) (4.6)
\]

And:

\[
\frac{\partial Y(x_i, t_{n+1})}{\partial x} = \frac{Y^{n+1}_{i+1} - Y^{n+1}_i}{\Delta x} + \mathcal{O}(\Delta x^2) (4.7)
\]

The quantity \( Y \) for section \( I \) is thus averaged from the two bordering grid points \( i \) and \( i+1 \):
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\[ Y(x, t_{n+1}) = \frac{Y_{n+1} + Y_{n}}{2} + O(\Delta x^2) \]  

(4.8)

The advantage of the cell-centered method is that the boundary conditions are easier to handle. The non-linear terms in the continuity, momentum, and energy equation are linearized using Taylor expansion. The resulting discretized equations form a system of linear equations that can be written in matrix form as:

\[ Ax = b \]  

(4.9)

The vector \( x \) contains the unknown grid values for pressure, temperature, and mass flow rate of the new time step, \( t_{n+1} \). The vector \( b \) contains the known grid values of the previous time step \( t_n \). The flow model is implemented in MATLAB and the set of linear equations solved by using the left array division function.

In the flow model, the gas properties are calculated for each time step using the BWRS equation of state, and the viscosity correlation according to Equation (2.6). The gas isochoric specific heat capacity is calculated according to Equation (2.8).

As part of this work, the MATLAB code of the pipe flow model has been adapted to interact with heat transfer models in ANSYS Fluent during transient simulations. The 1D radial unsteady heat transfer model, already implemented in the code, was modified to include additional soil calculation elements. The possibility to calculate the flow and external thermal models at different time step lengths was also implemented. This version of the 1D radial unsteady model was also verified against a 1D radial unsteady heat transfer model using a finite difference discretization.

4.2 External Heat Transfer Models

Three different external models of the thermal domain are compared. Underlying assumption for the models is that soil heat transfer in axial direction can be neglected; radial heat transfer is dominant.

4.2.1 1D steady model

The 1D steady model is similar to the model described in Langelandsvik [2]. This model is commonly used for modelling the ambient in gas pipe flow. The heat flux from the gas in the pipeline to the ambient and vice versa is represented as a single heat transfer coefficient, \( U \). The equations used to calculate \( U \) are summarized in Langelandsvik [8] and Sund et al.[9]. Their derivations can be found in standard literature, e.g. [65]. The overall heat transfer coefficient \( U \) entails the combined thermal resistance of the inner film coefficient, the pipe wall layers and the soil domain.
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\[ U = \left[ \frac{r_i}{r_i h_i} + \sum_{n} \left( \frac{r_n}{\lambda_n} \ln \left( \frac{r_{n+1}}{r_n} \right) \right) + \frac{1}{h_o} \right]^{-1} \]  \hspace{1cm} (4.10)

here, \( r_i \) is the pipe inner wall radius, and \( r_o \) is the outer radius of the outermost pipe wall layer. For pipe wall layer \( n \), the inner and outer radius are given by \( r_n \) and \( r_{n+1} \) and the thermal conductivity by \( \lambda_n \). The heat transfer from the turbulent gas flow to the pipe inner wall is given by the inner film coefficient \( h_i \). The outer film coefficient \( h_o \) represents the thermal resistance of the 2D soil domain. The correlation used is derived from bi polar coordinate transformation of a buried pipe in an infinite 2D domain as given in for example Bau [28]:

\[ h_o = \frac{\lambda_{soil}}{r_o \cosh^{-1} \left( \frac{H}{r_o} \right)} \]  \hspace{1cm} (4.11)

with \( H \) the burial depth of the pipe and \( \lambda_{soil} \) being the thermal conductivity of the soil.

Equations (4.10) and (4.11) are used to define the 1D steady state model. When the pipe is buried, Equation (4.11) is used to define the pipe outer wall heat transfer coefficient \( h_o \). For shallow burial cases, Equations (2.26) and (2.27) as presented in Ovuworie [72] are used. The reason is that for shallow burial, the boundary condition at the top of the soil can no longer be assumed isothermal. When the pipe is exposed to seawater, Equation (2.13) is used for \( h_o \). The Dittus Boelter correlation shown in Incropera and DeWitt [6] is used for the inner film coefficient \( h_i \), shown in Equation (2.11). With the correlations used for the gas specific heat and conductivity, the inner film coefficient in the pipe flow scheme has been calculated as follows (for all three external heat transfer models):

\[ h_i = \left( \frac{0.002 \rho}{1000000} + 0.024 \right) \times 0.023 \times \left( \frac{\rho v D}{\mu} \right)^{0.8} \times \left( \frac{C_p \mu}{0.002 \rho + 0.024} \right)^{0.4} \]  \hspace{1cm} (4.12)

It should be noted here that in Equation (4.12) the isobaric heat capacity is used to obtain the Prandtl number, while the flow scheme uses the isochoric heat capacity in the energy equation (Equation (2.3)). According to Incropera and DeWitt [65], the uncertainty of the derived film coefficient can be as large as 25%. The results presented in [8] indicate that for steady state flow the heat transfer rates are not very sensitive for the value of the film coefficient; gas to ambient heat transfer is governed by the thermal resistance of the pipe wall layers and the soil.

4.2.2 1D radial unsteady model

The 1D radial unsteady model is an elemental model of transient heat conduction in one dimensional radial coordinates. An extensive description of this model and its coupling with the flow model is provided in Chaczykowski [12] and Helgaker [10]. In this work,
an adapted version of the model included in the original pipe flow code from Helgaker is used. The model consists of coaxial cylindrical layers surrounding the pipe as shown in Figure 4.1.

The gas temperature is coupled through the film heat transfer coefficient at the inner wall of the innermost layer (the pipe wall), and the ambient temperature is imposed as surface temperature on the outermost layer. The temperature field varies both in time and in the radial spatial dimension, but not angularly. The flow parameters and the external heat transfer model are calculated separately during each time step.

Each simulation is started by setting up a steady state flow condition and corresponding thermal gradient in the pipe wall and soil layers. The steady state is achieved by running the transient model with constant boundary conditions over a sufficient number of time steps. Within each new time step, first the thermal model is solved, using the gas temperature, gas density, Reynolds, and Prandtl number to obtain the pipe inner wall heat flux resulting from solving the flow model in the preceding time step. Subsequently, the flow model is solved, using the heat flux from the heat transfer calculation in the current time step as input. This is schematically shown in Figure 4.2.
Figure 4.2: Coupling between flow model and unsteady external heat transfer models.

For a model with $n$ elements, representing the heat conduction and storage through the pipe wall layers and the soil as concentric rings, the 1D radial heat exchange is represented by the following equations (Chaczykowski, [12]), Helgaker, [10]):

$$q_w = -k_0 \left( T_{gas}^{n+1} - T_l^{n+1} \right)$$  \hspace{1cm} (4.13)
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\[ \rho_i C_i \frac{T_{i-1}^{n+1} - T_i^n}{\Delta t} = \frac{k_i}{A_i} \left( T_{i-1}^{n+1} - T_i^{n+1} \right) - \frac{k_{i-1}}{A_i} \left( T_i^{n+1} - T_{i-1}^{n+1} \right) \] (4.14)

\[ \rho_i C_i \frac{T_i^{n+1} - T_i^n}{\Delta t} = \frac{k_i}{A_i} \left( T_{i+1}^{n+1} - T_i^{n+1} \right) - \frac{k_{i+1}}{A_i} \left( T_i^{n+1} - T_{i+1}^{n+1} \right) \] (4.15)

\[ \rho_N C_N \frac{T_N^{n+1} - T_N^n}{\Delta t} = \frac{k_N}{A_N} \left( T_{amb}^{n+1} - T_N^{n+1} \right) - \frac{k_{N-1}}{A_N} \left( T_N^{n+1} - T_{N-1}^{n+1} \right) \] (4.16)

\[ k_{0i} = \frac{\lambda_{gas}^{n+1} \times 0.023 \text{Re}_{gas}^{n+1} \text{Pr}_{gas}^{n+1}}{2\pi r_i} \] (4.17)

\[ k_0 = \frac{1}{\frac{1}{2\pi r_i k_{0i}} + \frac{\ln(r_i/r_0)}{2\pi \lambda_i}} \] (4.18)

\[ k_i = \frac{2\pi \lambda_i}{\ln \left( \frac{r_{i+1}}{r_i} \right)} \] (4.19)

Here, \( \rho_i \), \( C_i \), \( \lambda_i \), and \( A_i \) are respectively the density, specific heat capacity, thermal conductivity, and the area of ring \( i \).

The scheme is solved implicitly using the Backward Euler method for the time discretisation. Central differences are used for the space derivatives. The scheme is thus first order accurate in time and second order in space. In the coupling between the pipe flow and thermal domain, the 1D flow equations are solved using the heat flux \( q_{sw} \) calculated on the ambient thermal domain.

One problem arising is how to define the total radial thickness, \( r_s \), of the soil domain. An initial approach is to set \( r_s \) equal to the depth of burial from the top of the soil to the pipe most outer layer. As discussed in Helgaker et al. \[37\], this approach gives a smaller thermal domain compared to the 2D case and a too short steady state conduction path. The energy exchange between gas inside the pipe and the ambience in steady state is in those cases overestimated. As discussed in Chapter 2, a suggested way to improve upon the latter is to use a so-called equivalent, or effective soil layer radius. This is for example applied in the multiphase flow simulation software OLGA. The equivalent soil
layer radius, based upon isothermal boundary conditions is given in Equation (2.29) (OLGA documentation [32]). This calculation of the equivalent wall layer has been used for the dimensioning of the 1D radial unsteady model.

The model studies with the 1D radial unsteady heat transfer model have all been conducted with a ten-layer model (ten grid cells). In each model, the pipe wall and plastic outer coating both contain one grid cell each. To cover the extent of the equivalent soil domain, eight grid cells are available. These have been distributed according to the advice given in Modisette [34]. The grid cells closest to the pipe wall have thus small radial thicknesses and are chosen progressively larger towards the outer boundary. Typically, a grid size thickness of 5 cm is applied at the inner soil boundary. This is similar to the grid sizes applied in the 2D unsteady model.

The sensitivity of the 1D radial unsteady model for grid cell size was tested by increasing the number of cells in the soil and reducing the size to 2.5 cm. The resulting differences in gas temperature and pressure response to the mass inlet rate transients is 0.025 K and 70 Pa. Refining the grid and increasing the number of cells does therefore not significantly change the response compared to the actual 1D unsteady radial model used in the investigations.

The choice of having only one grid cell representing the steel pipe wall is motivated by the need for stability in coupling the flow to the thermal calculation. The von Neumann number is the ratio of the distance the diffused quantity (in this case heat) travels in one time step compared to grid size, given as $VNN = \alpha \Delta t / \Delta x^2$. With a grid cell size $\Delta x = 44$ mm, $\Delta t = 60$ s and $\alpha = 1.27 \times 10^{-5}$ m$^2$/s, $VNN = 0.4$. For both the 1D radial unsteady and the 2D unsteady model, it was found that the coupling between the flow and heat transfer is stable with this grid size in the pipe wall. Only some minor fluctuation of pipe wall heat flux around mean values does sometimes occur: this does not result in a noticeable effect upon the gas temperature. When using two grid cells across the pipe wall ($VNN = 4.88$), the results show some instability; heat transfer rate and gas temperature start to chase each other in subsequent time steps. This 1D radial unsteady model was compared with a version based upon a finite difference discretization of the 1D radial unsteady heat conduction equation. No significant difference in heat transfer rates were found between the discretizations.

4.2.3 2D unsteady model

The 2D unsteady model couples the thermal soil domain to the energy equation of the flow model similar to the 1D radial unsteady model, using the gas temperature and resulting pipe wall heat flux. For buried sections, each pipe flow calculation element has a corresponding 2D thermal model of the pipe wall and soil through the plane perpendicular to the pipe axis. The system is shown schematically in Figure 4.3. The 2D thermal domains form 2D ‘slices’ of the soil, discretized using a Finite Volume grid with the commercially available software FLUENT (ANSYS [73]). The physical dimensions of these 2D soil domains are 50×25 meters and the pipe wall layer is modelled with perfect thermal contact to the soil. The size of the domain is chosen
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sufficiently large for the thermal gradients to be near zero at the vertical and lower borders.

![Diagram showing 2D model description and detail of finite volume grid of each soil slice (Oosterkamp [74]).](image)

The symmetry along the y-axis is utilized to reduce the size of the model. On the lower and right hand side border of the domain, Neumann boundary conditions are employed with zero heat flux. Ambient temperature is coupled to the top border of the domain through a convective boundary condition employing heat transfer coefficient of 50 W/m²K. As discussed in Chapter 2.4, the soil surface energy balance is in reality much more complicated. The simplification of a convective boundary condition is suggested in [29]. The assumed value of 50 W/m²K has been taken as an intermediate value of forced convection of air over a horizontal surface (10-100 W/m²K).

The model grid was refined until the steady state heat transfer rate at the inner wall for $T_{\text{gas}}=303.15$ K and $T_{\text{ambient}}=278.15$ K did not change more than 1% with further refinement. This was evaluated after letting the solution converge to a residual of the energy equation of $1 \times 10^{-9}$. Only the energy equation for the solid domains is solved. In FLUENT, the discretization scheme for the energy equation is second order upwind in space and first order implicit in time. The under relaxation factor for the energy equation is set to one, and the V cycle multigrid solver is used. At the pipeline inner wall, a convective heat transfer boundary condition is used. The gas temperature is coupled to the pipe inner wall through a fixed heat transfer coefficient. The value of the heat transfer coefficient is representative for the film coefficient as described in Chapter 3.4. Radiative heat transfer is ignored, as gas temperatures are low. The resulting heat transfer through the boundary is calculated in FLUENT (ANSYS [73]) by summation of the net heat exchanged at each element on the boundary.

In the solid domain ANSYS FLUENT uses the following energy transport equation (ANSYS [73]):
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\[
\frac{\partial}{\partial t} \left( \rho \int_{T_{\text{ref}}}^T C_p dT \right) + \nabla \cdot (\bar{v} \rho h) = \nabla \cdot (\lambda \nabla T) + S_h
\] (4.20)

The second term on the right represents the convective energy transfer due to rotation or translational motion of the solids. In our model, all solids are stationary and source terms are absent therefore the energy transport equation reduces to the heat conduction equation. With absence of a fluid domain in the model, only the energy equation for the solid domains is solved. FLUENT uses a control-volume-based technique consisting of:

- Division of the domain into discrete control volumes on a computational grid.
- Integration of the governing equations on the individual control volumes to construct algebraic equations for the discrete dependent variables ("unknowns") such as velocities, pressure, temperature, and conserved scalars.
- Linearization of the discretized equations, and solution of the resulting linear equation system to obtain updated values of the dependent variables.

The discretization scheme for the energy equation is second order upwind in space and first order implicit in time. In FLUENT the general scheme for implicit time integration for a scalar \( \phi \) is (ANSYS [73]):

\[
\frac{\partial Y}{\partial t} = F(Y) \frac{Y^{n+1} - Y^n}{\Delta t} = F(Y^{n+1})
\] (4.21)

The under relaxation factor for the energy equation is set to one, and the V cycle multigrid solver is used. At the pipeline inner wall, a convective heat transfer boundary condition is used. The heat flux at the boundary is defined by FLUENT as:

\[
q_b = h_{\text{boundary}} \left( T_{\text{fluid}} - T_{\text{boundary}} \right)
\] (4.22)

4.3 Europipe 2 flow model – Kårstø-Trosnavåg

The first section of Europipe 2, from the inlet at Kårstø to the valve station at Trosnavåg is modelled. The flow model is using the height profile as shown in Figure 3.2. The pipe flow calculation elements have a length of 200 m each. The pipeline wall thicknesses and burial depths for the onshore parts are taken from the pipeline alignment sheets (Snamprogetti and Statoil [75]). The burial depths for the offshore part of the pipeline are derived from survey data (Statoil [76]).

A nominal, constant, gas composition is assumed as shown in Table 3.
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Table 3: nominal gas composition

<table>
<thead>
<tr>
<th>Component</th>
<th>Mole fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>0.891524</td>
</tr>
<tr>
<td>Ethane</td>
<td>0.073513</td>
</tr>
<tr>
<td>Propane</td>
<td>0.005104</td>
</tr>
<tr>
<td>iso-Butane</td>
<td>0.000251</td>
</tr>
<tr>
<td>n-Butane</td>
<td>0.000311</td>
</tr>
<tr>
<td>iso-Pentane</td>
<td>0.00009</td>
</tr>
<tr>
<td>n-Pentane</td>
<td>0.000024</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>0.006980</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
<td>0.022209</td>
</tr>
</tbody>
</table>

The thermal properties of the soil are the values from the measurements as discussed in Chapter 3.4. The U-values for the steady state heat transfer model are calculated using the pipe wall layers and x-parameter according to the Equations (4.10 and (4.11). The equivalent soil radius for the 1D unsteady model is calculated using Equation (2.29). The gas temperature is coupled to the pipe wall through use of a film coefficient using Equation (2.11). Onshore, the ambient temperature is directly coupled to the soil surface. The values used are those measured at the experimental site on Bokn. For the onshore part of the pipeline, the seawater temperature is coupled to the pipeline soil domain (buried) or the pipeline outer concrete layer. The seawater temperatures have been generated with the Norkyst 800 model. Only one data point along the route, at 75 m water depth, is available. For the steady model, the soil conductivity is subsequently tuned so that the calculated pipe outer wall temperature at the Bokn test site location matches the measurement of the upper pipeline outer wall as closely as possible. For the 1D unsteady model, both thermal conductivity and thermal capacitance are tuned in order to match the pipe wall measured temperature at Bokn as closely as possible. The thermal conductivity is tuned to achieve an overall temperature match while the thermal capacitance is tuned to match the dynamic response. An overview of pipe wall layers, elevation, and burial depth used in the model is given in Appendix D.

4.4 Porous media models

The porous media model available in ANSYS was used to estimate the effects of groundwater convection on the heat transfer rate between gas and ambient. The models were built in ANSYS FLUENT and ANSYS CFX. In essence, the porous model is generated by adding a sink to the momentum equation. A relevant limitation in this approach relates to the fact that the pores are not physically present in the model. By default, the velocity of the flow field is the superficial velocity the fluid would have in the presence of the pores (ANSYS [73]):

\[ u_r = \phi v \] (4.23)

It is possible to have the true physical velocity calculated in the porous zones. In that case, the physical velocity is included in the differential terms of the equations. In FLUENT the assumption is isotropic porosity.
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The additional momentum sink is modelled as a source term including a viscous (Darcy) and inertial part. The momentum sink leads to a pressure gradient in the porous calculation element, which in turn creates a pressure drop proportional to the fluid velocity. For simple homogeneous porous media the source term is (ANSYS [73]):

\[ S_i = -\left(\frac{\mu}{\kappa}v + C_{inert} \frac{1}{2} \rho |v|v\right) \quad (4.24) \]

With \( \mu \) as dynamic viscosity and \( \kappa \) as intrinsic permeability, the first term is the pressure drop according to Darcy’s law. The constant \( C_{inert} \) represents the inertial losses occurring at high flow velocities.

The thermal part of the porous model provides two options. The first is the equilibrium thermal model. Assumed is that the fluid and the pore material are at all times in thermal equilibrium. The thermal conductivity in the porous solid is computed as the volume average of fluid and solid conductivity (ANSYS [73]).

\[ \lambda_{\text{eff}} = \phi \lambda_f + (1 - \phi) \lambda_s \quad (4.25) \]

The energy equation gets the following form (ANSYS [73]):

\[ \frac{\partial}{\partial t}(\rho_f E_f + (1 - \phi) \rho_s E_s) + \nabla \left( -v(\rho_f E_f + p) \right) = S_i^f + \nabla \cdot \left( \lambda_{\text{eff}} \nabla T - \left( \sum h_i J_i \right) + (\bar{v} \cdot \bar{v}) \right) \quad (4.26) \]

The other option is the non-equilibrium thermal model. In this model, at each location, two spatially coinciding cells are used, one for the solid zone and one for the porous fluid zone. The solid zone interacts only thermally with the porous fluid zone. The energy equation is solved separately for both zones. The porous fluid energy equation is (ANSYS [73]):

\[ \frac{\partial}{\partial t}(\rho_f E_f) + \nabla \left( -v(\rho_f E_f + p) \right) = \nabla \cdot \left( \phi \lambda_f \nabla T_f - \left( \sum h_i J_i \right) + (\bar{v} \cdot \bar{v}) \right) + S_i^f + h_{pf} A_{pf} (T_f - T_s) \quad (4.27) \]

The energy equation for the solid is (ANSYS [73]):

\[ \frac{\partial}{\partial t}((1 - \phi) \rho_s E_s) = \nabla \cdot \left( (1 - \phi) \lambda_s \nabla T_s \right) + S_i^s + h_{s} A_{s} (T_s - T_s) \quad (4.28) \]

In the porous media models, the permeability \( \kappa \) needs to be provided. The grain size distribution measurements of the sand samples have been used with literature correlations to estimate the hydraulic conductivity value \( K \). For Darcy flow, the permeability is related to hydraulic conductivity as (ANSYS [73]):
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\[ \kappa = K \frac{\mu}{\rho g} \]  \hspace{1cm} (4.29)

The ground water can contribute to the heat transfer in three different ways:

1. Forced convection due to a hydraulic gradient
2. Natural convection with water as a single phase
3. Differences in vapour pressure leading to evaporation and migration of water vapour from areas with higher pore water content to lower pore water content

The ANSYS porous media model was used to model the first and second phenomena.

### 4.5 Forced convection model

Figure 4.4 shows the meshed ANSYS CFX forced convection model. The model is a 3D section of the soil and pipeline with a vertical symmetry plan coinciding with the pipe-axis. The bulk soil (clay), top soil layer, ditch and pipe wall layers are modelled as separate solids with different thermal properties. The solid domains are coupled thermally. The gas flow is not modelled directly but represented by the gas temperature coupled to the pipeline inner wall through a fixed film coefficient. The pipeline section has a length of 100 m. The cross-sectional domain is similar to that of the 2D-model of Chapter 4.1.3. The ditch domain is split horizontally at the height of the pipeline axis. This is the assumed height of the local ground water level. Initially the water phase is chosen as an incompressible liquid with constant density.

To include convection phenomena, the water density is made temperature dependent according to the Boussinesq approach of buoyancy driven flow. Both the thermal equilibrium and non-equilibrium models are used. The non-equilibrium model needs the specific surface area and heat transfer coefficient of the porous media. The specific surface area can be calculated if we assume the sand to be a spherically packed bed. A rough estimate of the specific surface area \( S = \frac{6}{d_{50}} = 8570 \text{ m}^{-1} \) is used.

At the measurement location, the driving force for ground water flow is a hydraulic gradient of 474 Pa/m. This is used to calculate the Darcy velocity with the range of established \( K \) values obtained from the sand grain size distribution.

In the model the lower soil boundary has a fixed temperature boundary condition (281.65 K). The front and back faces perpendicular to the pipeline axis are symmetry conditions as well as the faces lying on the symmetry plane coinciding with the pipeline axis and the faces on the opposite parallel plane. The top (soil) surface is given a fixed temperature corresponding to measured soil surface temperature. The front and back faces of the lower ditch porous domain are subject to a fluid inlet and outlet with prescribed flow rate. The simulation is run in steady state with the gas temperature and surface soil temperature from a period with near constant gas flow conditions.
4.6 Natural convection model

The natural convection model is set up as a 2D slice from the pipe and soil at Bokn. As with the 3D model, the bulk soil (clay), top soil layer, ditch and pipe wall layers are modelled as separate surface solids with different thermal properties. The solid domains are coupled thermally.

The porous media domain is modelled both with water as an incompressible liquid using the Boussinesq approach for thermally driven convection. The grid size used in the model is shown in Figure 4.5. The convection driven heat transfer is assumed to occur only in the sand inside the ditch; this part of the model has a refined grid.

The vertical boundaries of the soil domain have a symmetry boundary condition. At the lower edge of the soil domain, a constant temperature of 281.65 K is applied. The top of the soil domain has a constant temperature of 280.15 K applied. The inner wall of the pipe has a convective heat transfer boundary condition with a gas temperature of 302 K and a heat transfer coefficient of 1650 W/m²K. To solve the equations, the SIMPLE scheme (ANSYS [73]) is used with second order upwind discretization for both momentum and energy equations.
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4.7 Bokn experimental site model

The Bokn experimental site model is a simplified representation of the soil and pipe wall layers at the actual measurement site. The model has the same domain dimensions as the natural convection model, but with a finer mesh around the pipe. Detail of the meshed model is shown in Figure 4.6.

Figure 4.5: Mesh of the natural convection model.
The model is using the FLUENT as a server option. This allows a third part application to take control of FLUENT by executing commands in the text console. Purposely written MATLAB code is used to control the FLUENT case. The MATLAB code reads the measurement data of the top soil layer temperature and pipe gas temperature. These are used as boundary conditions in the FLUENT case and refreshed at the beginning of each 5 min transient time step. At the end of each time step, the resulting temperature values at each measurement location are collected by MATLAB. The transient FLUENT case is given an initial temperature field by running the model with one-hour time steps. In this initial run, the ambient air temperature of the preceding eight years is used as upper soil boundary condition. In this period, the gas temperature stays constant at 301 K. At the lower edge of the domain, the temperature is set constant 281.65 K. Thermal soil properties are initially set to the values obtained from the measurements done on soil samples collected at the site. The model run starts at the 28th of April 2013 at midnight and is continued for over a year. The fit between the measured and calculated values at each measurement location in the soil and around the pipe are assessed using the Normal Root Mean Square Error. The heat exchange rate over the pipe wall is also collected for assessment. The model can be run with pure heat conduction or include natural convection with the porous media formulation. The effect of forced convection can be emulated by including an energy source term on parts of the solid domain. The effect of simplification of the upper soil boundary condition upon the gas to ambient heat exchange rate can also be studied.
5 Results

This chapter provides the results of the investigations. In this chapter, the heat transfer rate over the pipe wall is always per meter pipeline length. The sign convention is such that when the gas transfers heat to the environment, the heat transfer rate is negative.

5.1 Analysis of transient flow conditions in Europipe 2

Data from the SCADA system at Gassco AS were analysed to understand the type and nature of the inlet flow conditions present in Europipe 2 from April 2013 until September 2014. The data are interpolations from the real time measurements resulting in 60 seconds intervals between consecutive samples. Volume flow rates are converted to mass rates using the gas density measurements available in the SCADA system. The inlet flow, pressure, and temperature data are treated in the following way: first, the missing data points are replaced by interpolation between the neighbouring points. Rates of change are obtained through time differentiation of the data:

\[ f'(t) = \frac{f_{t+1} - f_{t-1}}{2\Delta t} \]  

(5.1)

Figure 5.1 to Figure 5.3 show the mass flow rate, pressure and temperature, and their rate of change.

Figure 5.1 shows that the inlet mass flow rate has an average level of roughly 650 kg/s with occasional drops to levels below 200 kg/s, followed by a recovery back to the median. The largest dips in the inlet flow rate occur at the highest rate of change. Predominantly, the rate of change falls in a band from -1 to 1 kg/s² and is continuous fluctuating. The highest rates of change (2-3.5 kg/s²) occur during the largest overall changes in mass flow rate. There are seven complete stops in the inlet flow. Figure 5.2 shows the inlet pressure data. The average level is approximately 180 barg, with sudden...
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drops of 30 to 50 barg, followed by a rise back to the median pressure level. The pressure drops and rises generally coincide with the inlet mass flow rate changes, but occur over a longer period (less steep drops). The rate of change falls predominantly within a band of -0.005 to 0.005 barg/s, with peak rates of change (0.02-0.06 barg/s) coinciding with the larger pressure changes. Typically, the drop in pressure occurs at a higher rate than the following rise in pressure. The correlation between mass flow rate and pressure can clearly be seen when comparing Figure 5.1 and Figure 5.2.

Figure 5.2: Inlet pressure (blue curve) and rate of change (green curve).

Figure 5.3: Inlet temperature (blue curve) and rate of change (green curve).

Figure 5.3 shows inlet temperature data. The average level is roughly 305 K, with sharp drops of 5-15 K, followed by a rise back to the average level. The inlet temperature follows the overall trend of the inlet flow rate. The overall values of the rate of change are in a band from -0.005 to 0.005 K/s with peaks in the range of 0.02-0.04 K/s. Figure 5.4 shows a more detailed time development of a typical inlet flow transient. The inlet mass flow rate transient has a characteristic ‘saw tooth’ shape, consisting of a quick
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ramp down from the median flow rate at a rate of change of 1-2 kg/s², followed by a slower ramp up back to the median level. The inlet gas temperature and pressure follow the same development as the mass rate but at slower rates: the local minimum is reached later in time compared to the mass rate.

Figure 5.4: Detail of inlet transient (24th of July to 26th of July 2013).
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Fast Fourier transformation was performed on the full set of inlet measurement data to identify dominating frequencies in the inlet flow changes. The results show no distinguishable frequencies on a minute, hour, day, week, or monthly time scale. A minor annual cycle can be distinguished (gas demand is higher in winter compared to the summer).

5.2 Parametric model studies

Parametric model studies were conducted using the pipe flow model described in Chapter 4.1 together with the heat transfer models described Chapter 4.2. For this study, a 100 km long generic pipeline case was defined. This pipeline is buried onshore for the first and final 10 km. The 80 km long offshore section is exposed to seawater. The pipeline has an inner diameter of 1.016 m and a 44 mm thick steel wall with a 3 mm thick polymer coating. The pipe flow calculation domain is divided in 100 elements. Figure 5.5 shows the pipeline schematically.

![Figure 5.5: Schematic representation of the generic pipeline case used in the parametric studies.](image)

5.2.1 Rapid Transients: effect of choice of ambient model

The results described in this chapter have been partly published in Oosterkamp et al. [74]. The aim was to determine the basic influence of the external heat transfer model on transient flow calculation. A likely operational scenario is to set a flow rate at the inlet together with an outlet pressure, calculating inlet pressure. Other inlet and outlet boundary conditions are possible: for example pre-described inlet pressure, flow and temperature with calculation of the outlet pressure. In most cases, the pressure and flow rate changes closely follow each other, and the principles of transient flow behaviour are expected to be similar. Figure 5.6 shows the two generic inlet transients used in the study. These are defined to for maximum response to the choice of the external heat transfer model. Transient A is a step change in mass flow rate at the pipeline entrance, at constant inlet gas temperature. Both the ramp-up and ramp down occur within one minute, followed by several days of steady mass flow rate levels. The same transient is studied in Helgaker et al. [37]. Transient B is a one-minute step change of the inlet temperature, keeping the inlet mass flow rate constant. The magnitude of the step change and the rates of change are comparable with that of the fastest inlet transients. Table 4 shows the boundary conditions for the flow. In the external heat transfer models, soil thermal conductivity ($\lambda_{\text{soil}}$) is set to three W/mK and thermal diffusivity
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(\(\alpha_{\text{soil}}\)) to 1.2 \times 10^{-6} \text{ m}^2/\text{s}. These values are at the high end of the range. Where the pipeline is exposed to seawater, a fixed outer film coefficient is used (Equation (2.13)).

![Graph showing Transient A: inlet mass rate step change and Transient B: inlet temperature step change](image)

**Figure 5.6:** Inlet mass flow rate (transient A) and temperature (transient B) transients used in the numerical study (Oosterkamp et al. [74]).

**Table 4: Boundary conditions parametric case studies**

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet gas pressure</td>
<td>calculated</td>
<td>calculated</td>
</tr>
<tr>
<td>Inlet mass flow rate</td>
<td>Transient A</td>
<td>400 kg/s</td>
</tr>
<tr>
<td>Inlet gas temperature</td>
<td>303.15 K</td>
<td>Transient B</td>
</tr>
<tr>
<td>Outlet gas pressure (barg)</td>
<td>90 MPa</td>
<td>90 MPa</td>
</tr>
<tr>
<td>Outlet mass flow rate</td>
<td>calculated</td>
<td>calculated</td>
</tr>
<tr>
<td>Outlet gas temperature</td>
<td>calculated</td>
<td>calculated</td>
</tr>
<tr>
<td>Ambient air temperature</td>
<td>278.15 K</td>
<td>278.15 K</td>
</tr>
<tr>
<td>Sea water temperature</td>
<td>277.15 K</td>
<td>277.15 K</td>
</tr>
<tr>
<td>Sea water current velocity</td>
<td>0.5 m/s</td>
<td>0.5 m/s</td>
</tr>
</tbody>
</table>

Four different external heat transfer models were used:

1. Adiabatic model: to understand the basic flow response to the transients.
2. 1D steady model: commonly used for control purposes at Gassco AS
3. 1D radial unsteady model: to understand the effect of the heat storage term in the heat transfer formulation. This is the transient heat transfer model of choice for pipeline modelling.
4. 2D unsteady model: to understand the effect of the 2D geometry of the heat transfer problem of a buried pipe.

Table 5 shows the combinations of onshore burial depth:

**Table 5: Definition of burial cases.**

<table>
<thead>
<tr>
<th>Case</th>
<th>Burial depth (m)</th>
<th>(\sigma=(H/r_o))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>2</td>
<td>3.58</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.8</td>
</tr>
<tr>
<td>2</td>
<td>0.565</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>-0.555</td>
<td>-1.1</td>
</tr>
</tbody>
</table>
5.2.1.1 Flow response with the adiabatic model

The adiabatic model does not allow for heat exchange with the environment. To achieve this, the overall heat transfer coefficient $U$, used with Equation (4.5) is set to zero. Figure 5.7 shows the time development of the pipeline gas temperature and pressure profiles along the pipeline route in response to the first inlet mass rate transient. The sudden mass rate increase results in a higher velocity of the gas entering the pipe compared to the gas in front of it inside the pipeline. In response to this, the downstream gas molecules inside the pipeline are pressed closer together. This results in a temperature increase of the gas (increase of internal energy) flowing through the pipeline.

![Figure 5.7: Transient A: time development of the pipeline profile for gas pressure, gas temperature and gas density in response to the first inlet mass rate transient.](image)
The compression is highest for gas that entered the pipeline just prior to the mass rate increase. This results in a temperature peak of 305.4 K, occurring circa half an hour after the inlet mass rate change, at 20 km from the inlet. In the wake of this, a through compression heated batch of gas, with higher pressure, density, and velocity, follows. This gas, flowing at the increased mass rate level has a correspondingly larger pressure drop per km. This results also in a larger temperature drop per km (due to Joule Thomson expansion). The flow establishes a new steady state temperature profile in the pipeline after 5 to 6 hours with a lower gas temperature at the exit. It takes much less time for the pressure to settle between the successive steady states compared to the gas temperature. This is as expected, the information of the pressure change travels with the speed of sound of the gas through pipeline, while the gas temperature rise travels through the pipeline with the gas velocity.

Figure 5.8: Transient B: time development of the gas pressure, gas temperature and gas density profile in response to the inlet temperature transient.
Results

Figure 5.8 shows the time development of the gas temperature and pressure profiles in response to the temperature transient (B). The hotter gas entering the pipeline has a lower density and thus a higher gas velocity (constant inlet mass rate). This initially compresses the colder and denser gas just downstream in the pipe, resulting in an initial, small temperature increase. This gas subsequently undergoes a small temperature drop when it expands towards the less dense gas following it upstream inside the pipeline (as can be seen from the red and blue line in the gas temperature and density profiles of Figure 5.8). Over time, the pipeline is filled with gas at the new condition (warmer and less dense). This further compresses the colder gas in front of it, slightly increasing its temperature as it travels further downstream the pipeline. Eventually, after five to six hours, all gas inside the pipeline is replaced by gas at the new condition, establishing a new steady state flow condition.

Figure 5.7 and Figure 5.8 show that the isothermal response of the gas inside the pipeline is depending on the type of transient. The inlet mass rate transient (A) results in a significantly larger response in the inlet pressure compared to the inlet temperature transient (B). The resulting gas temperature response is also different: the inlet mass rate transient (A) leads to significant, immediate, transient temperature rise of the gas downstream the pipeline, this is not the case with the inlet temperature transient (B).

5.2.1.2 Flow response with the different heat transfer models.

The effect of the three thermal models is studied for the generic pipeline case. The onshore sections are fully buried (soil surface to centre line of pipe is 2 m). Using Equations (2.11), (4.10), and (4.11), the calculated overall heat transfer coefficient of the buried parts $U$ is 2.9 W/m$^2$K. The equivalent soil layer radius of the 1D radial unsteady model, with Equation (2.29) is 4.2 m.

For this pipeline scenario, there are three distinct heat transfer regimes along the pipeline (as discussed in Ramsen et al.[33]). To evaluate the response of the gas flow parameters upon the transients, the locations at the end of each of these three distinctive regimes are chosen: at the end of the first buried part of the pipeline, the end of the offshore part and the pipeline exit. This is further explained in Oosterkamp et al.[74].

The following figures are also shown in Oosterkamp et al.[74], and a short version of the explanation is repeated here to illustrate the results. Figure 5.9 show that there is a significant difference in gas temperature response to the inlet mass rate transient, but not regarding gas pressure. In the first buried section, the differences in gas temperatures between the three heat transfer models are the largest. The difference in gas temperature response to the rise in flow rate is 1.5 K at the end of the first buried section. For the second, larger, mass rate transient (drop in flow rate), the difference between the steady and unsteady models is as large as 4 K. At the end of the offshore section, the differences in gas temperature response are significantly smaller due to the high heat transfer rate to the seawater. There is no time dependent storage of heat in the sea domain with the unsteady models. The gas temperatures are governed by the balance between heating through external heat transfer and expansive cooling; the difference
between the models becomes negligible. Flowing through the final buried section, the differences in gas temperature response become apparent again. The exit temperature difference between the steady and unsteady models is 0.4 K for the mass rate increase and 0.6 K for the mass rate decrease. The differences in gas pressure response inside the pipeline are much smaller (<0.1 bar) and are negligible closer to the exit because the exit pressure is set as a fixed boundary condition.

Figure 5.9: Base case (2 m burial depth). Gas response to inlet mass rate transient at different pipeline route locations (above gas temperatures, below gas pressures).
Results

Figure 5.10 shows the development of the gas temperature in the first, buried, part of the pipeline. The differences in the temporal development of the gas temperature profile obtained with the steady and unsteady models are clearly visible.

Figure 5.10: Temperature development in the first part of the pipeline in response to the first inlet mass rate transient, shown for each heat transfer model.
Comparing to Figure 5.7, the temporal development of the gas temperature profile, using the 1D steady heat transfer model, is very similar to the adiabatic case.

The qualitative and quantitative differences in calculated gas temperature between the 1D radial unsteady and the 2D unsteady model are small compared to those obtained with the 1D steady model. The response is much more dampened than with either the adiabatic or 1D steady model. The explanation of the difference between the steady and unsteady heat transfer models follows from the absence of temporal heat storage in the steady model.

Figure 5.11 illustrates the differences in heat transfer response. The heat transfer response to the mass rate transient using the steady model is at least an order of magnitude smaller compared to the responses of both unsteady heat transfer models. For the steady state model, the overall heat transfer coefficient $U$ remains constant in time. The contribution to the internal energy budget of the gas follows from the heat exchange to the environment over the pipe wall, $q_w = U \times (T_{\text{gas}} - T_{\text{amb}})$, in the energy equation (Equation (4.5)).

![Heat transfer rate between gas and ambient](image)

**Figure 5.11:** Base case (2 m burial depth). Energy exchange between gas and ambient at the end of first buried section in response to a drop in mass rate.

A sudden increase in gas temperature can only result in a modest increase in the heat transfer rate, as this depends on the thermal gradient over the entire heat transfer domain. For the unsteady thermal models, the instant thermal response of the pipe wall and surrounding soil layers is to store the thermal energy before conducting it further out through the soil domain. The resulting inner wall heat flux follows from the local thermal gradient at the inner wall, being much higher during transient heat conduction compared to the steady state.
The second type of transient is a change in inlet temperature (Transient B). Figure 5.12 shows the resulting pressure and temperature responses of the gas inside the pipeline. Again, the results for both unsteady heat transfer models show a similar pressure and temperature response that differs significantly from that obtained with the 1D steady model.

Figure 5.12: Base case (2 m burial depth). Above, gas temperatures, and below gas pressures, in response to the inlet temperature temperature transient.
Results

In the first buried section, the new thermal steady state is reached much sooner with the 1D steady model. At the end of the first buried section, the maximum gas temperature difference between the steady and unsteady models is 4.5 K. The difference in gas temperature response between the models is minimal at the other two locations.

In contrast to the mass rate change, the gas pressure response now shows a minor difference between the steady and unsteady heat transfer models. At the end of the first buried section, the gas response to the inlet temperature rise, results in 0.3 barg higher pressure when using the 1D steady model, compared to both unsteady models. The explanation for this different response follows from the difference in heat transfer rate at the pipe inner wall. Figure 5.13 shows the pipe inner wall heat transfer at the end of the first onshore section. Compared to the 1D steady model, the energy exchange between the gas and the environment is also for this type of transient an order of magnitude higher when using the unsteady heat transfer models. The higher heat transfer rates resulting from heat storage in the pipe wall and soil delays the gas temperature increase inside the pipe. With the 1D steady heat transfer model, the cooling of the hotter gas at the colder pipe wall is much less compared to the unsteady models. This hotter gas has a lower density than the colder gas just in front of it. In order to maintain the same mass rate, the flow velocity of the gas into the pipe increases. This results in some compression due to the inertia of the slower, colder gas in front, leading to a small, temporary pressure increase of this gas. This is clearly seen at the first two locations in Figure 5.12. This initial compression of the gas downstream of the hotter gas entering the pipeline also explains the initial increase in heat transfer rate with both unsteady models (the initial dip from -200 to -300 W/m in Figure 5.13).

![Figure 5.13: Base case, 2 m burial depth. Energy exchange between gas and ambient in response to the inlet temperature transient at end of first buried section](image-url)
Figure 5.14 shows the development of the gas temperature profile along the pipeline route in response to the inlet temperature rise.

**Figure 5.14:** Temperature development in the first part of the pipeline in response to the temperature inlet transient, shown for each heat transfer models.
Results

In the first buried section, the time development of the pipeline temperature profiles is similar for both unsteady models. The pipeline temperature profile with the steady model is closer to the isothermal case shown in Figure 5.8, reaching the new steady state level much sooner. For the remainder of the pipeline route, the temperature response is almost identical for the three models. This can be attributed to the high heat transfer rate to the seawater and the absence of soil heat storage in the offshore section of the pipeline.

5.2.1.3 Effect of heat storage in the pipe wall

Figure 5.15 shows the contribution of the pipe steel wall to the damping of the gas temperature response for the mass rate transient (A). Compared is the gas temperature response of the 1D steady and 1D radial unsteady heat transfer models. In the first case, the 1D radial unsteady model has a significant thermal capacitance in both the pipe wall and the surrounding soil. In the second case, only the thermal capacitance in the steel wall is included; the surrounding soil is only allowed to conduct heat (thermal capacitance is set to one J/m³K). The results show that the heat storage in the pipe wall accounts for approximately 20% of the difference in the peak gas temperature response between the steady and unsteady model.

![Graph showing gas temperature response](image)

**Figure 5.15: Effect of wall heat storage on the gas temperature response to the inlet mass rate transients (transient A).**

Figure 5.16 shows the results for the same cases with the gas temperature transient (B). The results show that heat storage in the wall accounts for the first 2K of the gas temperature increase. Beyond this, the behavior of the 1D radial unsteady model is similar to that of the 1D steady model. Note that the heat transfer response with the 1D radial unsteady model has two stages. Initially the thermal energy of the hotter gas is
Results

stored in the pipe wall; due to the limited capacity of the wall, the gas temperature rises quickly along the pipeline route. The conduction and storage of heat through the soil layers occurs at a slower rate, but the soil has a larger thermal capacity. The pipe wall itself thus quickly heats up and assumes a new steady state temperature profile. Heat transfer is then restricted by the longer and slower heat transfer process of storing and conducting thermal energy outward into the soil domain. This will continue until a new thermal steady state is reached in the entire thermal domain of the external heat transfer model. The results show that including heat storage in the pipe wall is important for the prediction of the gas temperatures during transient flow. These results are very similar to those obtained by Nicholas [36].

![Figure 5.16: Effect of wall heat storage on the gas temperature response to the inlet temperature transient (transient B).](image)

5.2.1.4 Effect of soil thermal properties

The same flow model was used to determine the effect of the soil thermal properties on the transient flow response. For both inlet transients, cases with decreased and increased thermal conductivity values were run. The resulting pressure and gas temperature responses, obtained with three external heat transfer models are shown in Appendix E.

In the first case, the thermal conductivity of the soil is reduced to one W/m²K, while thermal capacitance is kept the same; this effectively reduces the thermal diffusivity from $1.2 \times 10^{-6}$ m²/s to $0.4 \times 10^{-7}$ m²/s. The results show that the gas response in the pipeline is similar to the base case shown in Figure 5.9. Decreasing the thermal
conductivity and thermal diffusivity does not alter the relative heat transfer response between the three models. In the second case, the thermal conductivity is increased to six W/m²K. Keeping the same thermal capacitance gives a thermal diffusivity of $3 \times 10^{-6}$ m²/s. The difference in response between the steady and unsteady heat transfer models remains qualitatively and quantitatively similar. There is a somewhat larger difference in response with the 1D unsteady radial compared to using the 2D unsteady model. This difference is still an order of magnitude smaller compared to the response with the 1D steady model. Increasing thermal conductivity to values above typical soil values (1-3 W/mK) results in a minor increase of the difference between the unsteady models. In case of pipelines installed in rock, this could be of significance.

5.2.1.5 Effect of burial depth

The effect of the burial depth was assessed for three cases. In the first two cases, the onshore parts of the pipeline are buried to a depth of one m and one cm respectively (from top of pipe to the soil surfaces). The third case is a partially buried pipe with the half of the pipe exposed to the air. Appendix E shows the resulting flow responses.

To make a useful comparison between the three heat transfer models, the steady state gas temperatures and heat transfer rates should be the same for all three models. To satisfy this for both the shallow burial and partially buried cases, the 2D model is run in steady state. The resulting inner pipe wall heat transfer rate is used to determine the overall heat transfer coefficient $U$. This value for $U$ is used for the 1D steady model and to calculate the equivalent wall thickness of the 1D radial unsteady model, and is somewhat lower than that obtained with Equation (2.29). For the partial burial case, the overall heat transfer coefficient, determined with the 2D model is higher than those obtained with the correlations provided in Morud and Simonsen [30], indicating that the steady state heat transfer is dominated by the heat transfer of the exposed part of the pipe to the air ($h_{\text{air}} = 50$ W/m²K). The cases are summarized in Table 6.

<table>
<thead>
<tr>
<th>Table 6: Data from burial cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burial Case</td>
</tr>
<tr>
<td>Base case</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

For burial case 1, the differences in gas temperature and pressure response obtained with the three external heat transfer models are similar to the base case. This is true for both transients. Some differences in the gas temperature response are apparent for the shallow burial case (case 2). Apart from a large difference between the steady and unsteady models, a minor difference in the gas temperature response to the inlet mass
Results

rate transient is now visible between the 1D radial unsteady and 2D unsteady heat transfer model.

Figure 5.17 shows the response to the mass rate transient (A) for the partial buried case. There is still a significant difference in gas temperature response between the steady and unsteady models, but now there is also a significant discrepancy between the 1D radial unsteady and 2D unsteady model. With the 2D unsteady model, the pipeline temperature profile takes a longer time to reach new steady state levels. The main reason is that the mass of the effective thermal domain of the 1D radial unsteady model is much smaller than that of the 2D model, even when the thermal conduction path has the same length. The differences in gas temperature at the end of the first section between the steady and unsteady models are smaller compared to the base case. As expected, heat storage thus plays a smaller role in the partial buried case.

![Graph showing temperature response](image)

**Figure 5.17:** Partial burial case: Gas temperatures in response to the inlet mass rate transient are shown at different locations along the pipeline route.

In Figure 5.18 the results with the gas temperature transient (B) are shown. The gas temperature response for the inlet temperature transient is, as with the other cases, almost similar for the two unsteady models, compared to the faster response of the 1D steady model. The 2D unsteady model takes longer time to obtain a new thermal steady state as it has a larger thermal domain compared to the 1D radial unsteady model. Again, the differences in gas temperature at the end of the first section between the steady and unsteady models are smaller compared to the base case. Also for the inlet temperature transient, heat storage plays a smaller role in the partial buried case.
Results

Figure 5.18: Partial burial case. Gas temperatures in response to the inlet temperature transient are shown at different locations along the pipeline route.

5.2.1.6 Effect of ramp time of the transient

The transients described in Chapter 4.1.1 have a one-minute ramp time and can be considered worst case (expected to give the largest gas response). As discussed in Chapter 5.1, the real life ramp times for changes in both mass rate and temperature are often longer. The effect of the ramp time on the flow response was studied for both inlet mass rate and temperature transients. For the inlet mass rate transient, the inlet mass rate follows steady state conditions at a mass flow rate of 600 kg/s and is than dropped to a new steady state of 300 kg/s. The inlet temperature transient is a drop in inlet gas temperature from 303.15 K down to 298.15. For each transient, four different cases of ramp-down duration are compared: 1, 10, 60, and 360 minute, as shown in Figure 5.19.

Figure 5.19: Inlet transients used in the study of the effect of ramp time.
The resulting gas temperature responses for each of the transient cases are shown in Appendix E. For the inlet mass flow rate transient these results show that with increasing ramp time, the difference in gas temperature response between the steady and unsteady models diminishes. The small difference in gas temperature response between the 1D radial unsteady and 2D unsteady models does not show a distinct sensitivity for ramp time. For the inlet temperature transient, both unsteady models result in a similar gas temperature response for all four ramp down times. With increasing ramp time, the gas temperature development with the 1D steady model is still different compared to the two unsteady models. The results show that sensitivity for the ramp time of the temperature transient on time scales of less than one hour is not large. The results also show that only at the first location the gas temperature is sensitive to both the choice of heat transfer model and the ramp down time of the inlet transients.

These results can be explained from the heat stored in the pipe wall and surrounding soil delaying the drop in gas temperature for quite some time after the colder gas starts arriving at the end of the first buried section. Only increasing the ramp time to several hours changes the gas temperature development with the 1D steady model significantly, and brings it closer to that obtained with the two unsteady models. The temperature development is approximately similar for both unsteady heat transfer models. It is further worth noting that increase of the ramp time changes the gas temperature development only to a minor extent for the unsteady models.

Figure 5.20 and Figure 5.21 show the effect of inlet transient ramp time on the gas temperature difference between the 1D steady and 2D unsteady model at the end of the first buried part of the pipeline.

**Figure 5.20**: Gas temperature response to inlet mass rate transient. Shown is the relative difference between 1D steady and 2D unsteady model at the end of the first onshore location.
Results

For both the mass rate and the temperature transient, the increase in ramp time from one to ten minutes does not reduce this difference noticeably. Increasing the ramp time to one and six hours reduces the maximum difference from 4.6 K to 3.7 K and 1.7 K respectively.

---

![Graph showing difference in gas temperature between 1D steady and 2D heat transfer model](image)

Figure 5.21: Gas temperature response to inlet temperature transient. The relative difference between 1D steady and 2D unsteady model at the end of the first onshore location is shown.

5.2.1.7 ‘Saw tooth’ inlet mass flow rate transient

Figure 5.22 shows the gas response to a ‘saw tooth shape’ inlet mass flow rate transient, comparable to those shown in Figure 5.4. The ‘saw tooth’ consists of a drop from 600 kg/s to 300 kg/s over a one hour period, followed by an two hour long steady rise to a new constant level of 500 kg/s. Again, the gas temperature response with the 1D steady model is different (by up to 2.6 K) from that obtained with both unsteady external heat transfer models, showing the characteristic large undershoot and over shoot in gas temperature in response to a rise or fall in mass flow rate.

Both unsteady models lead to a similar gas temperature response to the mass flow rate transient, but the 2D unsteady model gives a larger overshoot (by 0.3 K) when the flow rate levels off to the new steady state level. Also with the ‘saw tooth’ mass flow rate transient, the differences between the pressure profiles obtained with the different models are negligible.
5.2.1.8 Fourier number and transient time scale

In transient heat conduction, the dimensionless Fourier number is often used to compare thermal system behaviour. An explanation for the differences in gas temperature response between the 1D steady and the 1D radial unsteady model, using the Fourier number is provided prior by the author in Helgaker et al [77]. With higher Fourier numbers, heat conduction dominates the heat transfer response to a thermal change at the boundary. At low Fourier numbers (<1), heat storage dominates, explaining the difference in heat transfer response to a sudden gas temperature change. In the unsteady model, heat storage will dictate the heat transfer rate, while the steady model the heat transfer rate will remain proportional to the product of the temperature difference ($T_{gas} - T_{amb}$) and the overall heat transfer coefficient $U$.

For the case shown in Helgaker et al [77], the Fourier number is 0.1 for an inlet mass rate transient of 50 hours duration. For transients of shorter duration, the Fourier number will be even smaller.

For the cases studied here, with the transients occurring within one minute, the Fourier numbers are shown in Table 7. The length $L_e$ has been defined as the distance from the pipe wall to the soil ambient boundary when transforming the 2D system of a buried pipe into a bipolar cylindrical coordinate system. This transformation is in detail described in (C.Owuworie [29]). The expression obtained for the conduction length is $L_e = \cosh^{-1}(\sigma)$. The equivalent length $L_e$ for the pipe wall is chosen to be the wall thickness. The Fourier number of the pipe wall is below one, thus heat storage in the steel wall plays also role (as the results from Chapter 5.2.1.2 show), even though the thermal conductivity is relatively high.
Results

Table 7: Fourier numbers for cases (τ = 60 seconds)

<table>
<thead>
<tr>
<th>Case</th>
<th>( r_1 ) (m)</th>
<th>( r_o ) (m)</th>
<th>( Fo ) pipe</th>
<th>( \sigma = H / r_o ) soil</th>
<th>( L_e ) soil (m)</th>
<th>( Fo ) soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H=2 ) m</td>
<td>0.508</td>
<td>0.552</td>
<td>0.4</td>
<td>3.58</td>
<td>1.95</td>
<td>1.9*10^{-5}</td>
</tr>
<tr>
<td>( H=1 ) m</td>
<td>0.508</td>
<td>0.552</td>
<td>0.4</td>
<td>1.79</td>
<td>1.18</td>
<td>5.2*10^{-5}</td>
</tr>
<tr>
<td>( H=0.01 ) m</td>
<td>0.508</td>
<td>0.552</td>
<td>0.4</td>
<td>0.02</td>
<td>0.2</td>
<td>1.8*10^{-3}</td>
</tr>
</tbody>
</table>

For the soil, in all burial cases, the Fourier number is much lower than one, and even a one cm thin layer soil of has a Fourier number smaller than one in response to the step change in flow boundary conditions. This a result of the combination of high thermal diffusivity and heat capacity of the pipe wall combined with the low thermal diffusivity of the soil. In case of rapid fluctuations in the gas temperature, the gas to ambient heat transfer is mainly governed by the flow of thermal energy through the pipe wall and the heat storage in the pipe wall and a surrounding thin soil layer. These are the main reasons that the 1D radial unsteady model shows such similarity in behaviour to the 2D unsteady model. With heat transfer response to a transient dominated by heat storage in the pipe wall and small layer of surrounding soil, the geometry of the part of the 2D domain active in the initial heat transfer response is essentially cylindrical.

Considering the time scale of the slower transients of Chapter 5.2.1.5, even a six hours ramp time will still result in soil \( Fo \) numbers smaller than one. The time needed to achieve steady state over the distance \( L_e \) in the soil after a temperature change at the boundary of the system is approximately \( l_e^2 / \alpha \). For the case, with \( \tau=60 \) s, the conductive length \( l_e \lesssim 8 \) mm to reach the new steady state with 60 s, and \( l_e \lesssim 16 \) cm for \( \tau=6 \) hr. Over the entire domain, the time to the new steady state is exceeding 740 hours for the deepest burial case (\( H=2 \)) and still 7.4 hours for the shallow burial case.

The implication of this is that for a thermal transient in the pipe flow, with a thermal time scale of the ambient in hours or even days, soil heat transfer cannot be represented accurately with a steady state conduction model. Even the case where the surface of the pipe is almost exposed and with a value of \( \sigma \) being very close to one, it takes several hours before a new steady thermal state in the soil is fully reached. Thus, for flow transients resulting in gas temperature fluctuations with a short time characteristic time, it is only the steel pipe wall, the outer pipe wall layers and the soil close to the pipe outer wall that play a role in the initial response to a flow transient.

The time to steady state of the pipe wall (44 mm) in this case is 161 s. In response to a temperature change of the gas, the pipe wall will quickly be able to conduct the thermal energy through it compared to the soil (thermal diffusivity is an order of magnitude higher). In addition, the heat storage term of steel is 3/2 times that of the soil. The initial response on a transient is therefore governed by the pipe wall thermal properties. At the measurement site, the logging interval is 5 minutes. With a time to steady state of \( \approx 2.5 \) min it is therefore reasonable to assume that the pipe wall is predominantly subject to steady state conduction within the duration of the measurement interval.
5.2.2 Influence of the annual ambient temperature cycle

The soil surface temperature has a distinct cycle on an annual timescale. This boundary condition can be approximated as a sinusoidal surface temperature variation with a one year period, as discussed in for example Williams and Smith [24]. The problem of one-dimensional heat conduction in an infinite medium with a sinusoidal temperature variation as boundary condition has a classical, exact, solution (Equation (3.6)). This is shown in for example Williams and Smith [24] and Carslaw and Jaeger [55]. The solution implies an attenuation and phase lag of the surface temperature cycle deeper into the soil. The extent of both the attenuation and phase lag increases with depth, and is a function of both thermal diffusivity and period length. The steady periodic solution provided in Barletta et al.[43] (Equation (2.32) shows that the pipeline heat transfer has a similar response, demonstrating a phase shift and amplitude attenuation of the pipe inner wall heat transfer rates. The ability of the external heat transfer models to predict these effects was studied. The aim was to understand the effect on the inner wall heat transfer rate and resulting gas temperatures. The underlying assumption is that the 2D unsteady model (FLUENT) can accurately reproduce the two dimensional temperature profiles in the soil under transient conditions and accordingly provide the most accurate inner wall heat transfer rate. The performance of three other models, 1D steady, 1D radial unsteady and Barletta’s model are evaluated against the 2D unsteady model. The result of the investigations are shown in detail in Oosterkamp [78]. The results show that the Barletta model provides heat transfer rates very close to those obtained with the 2D unsteady model. The steady state heat transfer model does not account for the effect of amplitude attenuation and phase shift of the annual ambient temperature cycle, and the deviations in the heat transfer rates are the highest with this model. When using the 1D radial unsteady model, the time dependent two-dimensional temperature profile is not reproduced. When dimensioning the soil domain to obtain similar steady state heat transfer rates, the cyclic heat transfer rates are also not accurately reproduced. The phase shift, average level, and amplitude are different from the 2D case, as seen in the example of Figure 5.23. For the 1D radial unsteady heat transfer model, several concepts to dimension the domain extent were evaluated. Ideally, the model should reproduce the level of the heat transfer values as well as the fluctuations due to the gas transients and the annual ambient temperature cycle. The derivation of Barletta [43] demonstrates that for a situation with a constant gas temperature, it is possible to express the steady state overall heat transfer coefficient as a time varying function of the dimensional burial depth and the average difference between the gas and ambient temperature. The fact that the time varying heat transfer coefficient $U$ is also a function of this temperature difference provides us with a challenge to dimension the domain of the 1D radial unsteady model to provide the correct heat transfer behavior in response to the annual ambient temperature cycle. The radial unsteady model can be set up to give the same steady state behavior as the 2D unsteady model when the soil domain is dimensioned according to Equation (2.29). Effectively the steady state shape factors of both the 1D radial and a buried pipe in 2D are equalized in Equation (2.29) by adjusting the radius of the 1D radial model. The steady state heat transfer of both models is the same, but not the unsteady heat transfer response to ambient temperature. The 1D radial unsteady model can be manipulated to some extent to give the same heat transfer response to the ambient temperature as the 2D unsteady model. One can adjust the
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equivalent soil radius in order to obtain the correct phase shift in heat transfer response. Thermal conductivity and capacitance can subsequently be changed to match the average heat transfer rate, while keeping the same thermal diffusivity. Unfortunately, such a tuning only works for a specific set of temperature conditions; as soon as the gas temperature, mean ambient temperature, or amplitude of the ambient temperature is changed, the model will show different heat transfer behavior compared to the 2D unsteady model (Oosterkamp [78]).

Figure 5.23: Pipe wall heat transfer in response to ambient temperature cycle for a pipeline with diameter 1.0 m and 2.5 m burial depth (Oosterkamp [78]).

In Oosterkamp [78], the results of a parameter sensitivity study are presented. The results show that for the range of governing parameters of the heat transfer model (pipeline diameter, burial depth, temperature difference between gas and ambient, soil thermal conductivity and diffusivity, amplitude of the annual temperature cycle); the resulting maximum error is the largest with the 1D steady model, followed by the 1D radial unsteady model. For almost all the cases, the heat transfer obtained with the Barletta model is almost similar to that with the 2D unsteady model. Of the parameters considered, reducing pipe diameter, increasing thermal conductivity and increasing the amplitude of the ambient temperature cycle result in the largest increase of the heat transfer error compared to the base case. Figure 5.24 shows the effect of the parameter change in terms of the change in maximum heat transfer deviation in relation to that of the 2D unsteady model. This is shown for each of the other three external heat transfer models. The base case is a pipeline with a diameter of 1.0 m buried at 2.5 m depth. Soil thermal conductivity is three W/mK and the thermal capacitance is 2x10^6 J/Km^3. The gas temperature is 303.15 K and the soil surface temperature cycle has a mean temperature of 281.15 K and 7 K amplitude. The inner wall heat flux is expressed as Watt per cubic meter gas inventory per meter length of the pipe. This makes it easier to assess the effect on the gas temperature. The gas heat capacity and density are a function of pressure and temperature, but if the pressure and temperature do not vary much along a pipeline, a good correlation with the additional heating/cooling of the gas due to the heat flux deviation can be expected. The Barletta external heat transfer model
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results for most cases in heat transfer rates close to those obtained with the 2D unsteady model. The phase delay in the pipe wall heat transfer is correctly predicted and the heat transfer error is mostly between 1-10 W/m, except for the reduced thermal conductivity case and the shallow burial case. The heat transfer errors are the largest when using the 1D steady model. The errors with the 1D radial unsteady model are ⅓-1/3 smaller.

Figure 5.24: Effect of parameter variation on heat flux error.

5.2.2.1 Effect on gas temperature and pressure

Two cases using the generic pipeline were run to understand the effect of the choice of heat transfer model on the gas temperatures due to the annual ambient cycle. The first case is representative for an export gas pipeline. The pipeline has a diameter of 1.0 m buried at 2.5 m depth. Soil thermal conductivity is three W/mK, and the thermal capacitance is 2x10^6 J/(K·m³). The ambient temperature cycle has a mean temperature of 281.15 K and 7 K amplitude. The seawater temperature is kept constant at 277.15 K. In the second case, the pipeline diameter is reduced to 0.5 m, thermal conductivity increased to 6 W/mK and the amplitude of the annual temperature cycle is 14 K. The gas outlet pressure is 90 MPa, the gas inlet temperature is 303.15 K, and the gas inlet mass rate is 400 kg/s (100 kg/s for the second case). For the first case, the resulting gas temperatures at three locations along the pipeline route are shown in Figure 5.25. The results show small differences in the gas temperatures at both the end of the initial and final buried sections; the results with both the 1D steady model and 1D radial unsteady model deviate up to 0.25 K from the results obtained with the 2D unsteady model. At the end of the offshore section, the gas temperatures are fully dominated by the heat exchange with the constant temperature seawater. The differences between the models here are insignificant. At the pipeline exit, the temperature development with the three models shows the same development and differences as in the first onshore part.
Figure 5.25: Effect of heat transfer model on gas temperatures with annual ambient air temperature cycle and constant seawater temperature. Gas temperatures obtained with the 2D unsteady, 1D radial unsteady, 1D steady and Barletta model are compared.
Results

The results of the second case, shown in Oosterkamp [78], display significantly larger gas temperature differences between the models. For the 1D radial unsteady model, the temperature difference at the end of both buried pipeline sections is maximum 1.2 K. The differences in inlet pressure is small for both cases (<0.1 bar), as shown in Oosterkamp [78]. It should be noted that for the cases presented here the length of the buried section is only 10 km. For some pipelines, the length of the buried sections can be significantly longer. This will give a corresponding increase in the gas temperature errors due to the incorrect heat transfer response to the ambient temperature cycle with use of the 1D steady or 1D radial unsteady models.

5.3 Soil properties and boundary conditions of the verification models

Accurate estimation of the soil intrinsic permeability, soil thermal properties and boundary conditions (inner film coefficient, gas temperature, ambient temperatures) were needed to obtain reliable results from the verification models.

5.3.1 Soil grain size distribution and intrinsic permeability estimation

The standard sieve test (ASTM[57]) was used to investigate samples of the filling sand and clay for grain size distribution. These tests were conducted at the Norwegian Geotechnical Institute. Figure 5.26 on the next page shows the resulting grain size distributions. For the clay sample, the mud percentage (percentage of grains smaller than 0.075 mm) is 35%. This is a high mud content; therefore, the soil is in this context considered impervious for ground water movement. Resulting sand grains sizes are:

\[
\begin{array}{cccccc}
  d_{10} & d_{16} & d_{25} & d_{50}=d_{m} & d_{60} & d_{75} & d_{84} \\
  0.16 \text{ mm} & 0.22 \text{ mm} & 0.32 \text{ mm} & 0.66 \text{ mm} & 0.85 \text{ mm} & 1.44 \text{ mm} & 1.94 \text{ mm}
\end{array}
\]

The sorting \( S_o = \frac{d_{25}}{d_{75}} \)\(^{1/2} = 0.47 \), which means that the sample is well sorted. The skewness, \( S_k = \frac{d_{25} - d_{75}}{d_{50}} \)\(^{1/2} = 0.84 \). The majority of the grains are in the medium range. The mud percentage (percentage of grains smaller than 0.075 mm) was measured to 2%. The sample contains grains in the range from very fine sand to fine gravel on the ISO 14688-1 scale. Using Equation (3.10) the total geometrical particle diameter \( d_{ng} \) is calculated to 0.25 mm. The porosity \( \phi \) is calculated from the volume of water added to achieve saturation, resulting in \( \phi = 0.35 \). Assuming \( \phi_e = \phi = 0.35 \), the intrinsic permeability is calculated with Equation (3.9) to be \( 0.35 \times 10^{-10} \) m\(^2\). When using the arithmetic of mean grains sizes \( \bar{D}_g = 0.4 \) mm the intrinsic permeability becomes \( 0.9 \times 10^{-10} \) m\(^2\). When using the mean grain size \( d_{50} \), the intrinsic permeability is \( 2.46 \times 10^{-10} \) m\(^2\). There is thus quite a span in the obtained permeability values, depending on choice of representative grain size. A final note on the choice of the effective porosity \( \phi_e \) in Urmović [60] results for calculated effective porosity of sand as function of \( D_{ng} \) are provided. For the uniformity \( d_{60}/d_{10} = 5.34 \), the effective porosity is expected to be between 0.32-0.34. This potentially reduces the intrinsic permeability by 25%. 
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Figure 5.26: Grain size distribution of clay (dotted line) and sand (continuous line) (Oosterkamp [45]).

5.3.2 Measurements of the thermal properties of the soil

The soil thermal properties were evaluated with different methods. These included measurements on the soil samples, application of the De Vries model, through the temporal development of the ambient temperature cycle in the soil, and through predictive numerical modelling. The first three methods have also been reported in (Oosterkamp [45]) and are reproduced here partly in verbatim.

5.3.2.1 Thermal needle probe measurements and De Vries model

The following soil samples were collected during installation:

1- Samples from the filler sand in the pipeline installation ditch.
2- Samples of clay excavated with digger and drilling rig.
3- Samples of the top soil.

For the De Vries model, the bulk thermal properties of soil constituent of Chapter 3.3 are used. The thermal needle probe technique was used to measure the thermal properties of the soil samples (top soil, sand, and clay) at different water content using the thermal needle probe technique as described in Chapter 3.3. The instrument has a specified accuracy of ± 5% to ± 10% for thermal conductivity, ± 10% for specific heat, and ± 10% for thermal diffusivity (Decagon [53]). A total of 500 ml of the dry soil sample was compacted and weighed to determine the dry density. Thermal
measurements were conducted with the Decagon KD2 pro with SH-1 dual probe thermal needle at incremental water content levels. At each water content level, minimum three parallels were conducted. The probe was repositioned in the sample for each measurement. The default instrument settings were used (Decagon Devices [53]). The measurements give values of thermal conductivity, thermal diffusivity, and volumetric heat capacity. The resulting values for thermal conductivity and diffusivity are shown in Figure 5.27. In the figure, the calculated measurement errors have been included as error bars.

Figure 5.27: Measured and modelled (De Vries) thermal conductivity (above) and thermal diffusivity (below) values of soil samples (Oosterkamp [45]).
The measurements were tested with the modified Thompson technique in order to identify and reject outlier measurements. The measurement errors were evaluated as follows: the systematic uncertainty $B_x$ of the measurement is $\pm 10\%$. The random uncertainty is calculated by using the sample standard deviation of each parallel after rejection of all the outliers. A 95% confidence interval is chosen. The random uncertainty is defined similar as in Chapter 3.6.1 as $P_x=tS_x/\sqrt{M}$. Where $t$ is the student distribution and $S_x$ is the sample standard deviation. The total measurement error is evaluated as $w_x=\sqrt{B_x^2+S_x^2}$.

The modelled soil properties are shown with nominal cut-off value $\phi_{wc}=0.15$ and smoothing factor $s=4$. For both the clay and sand, this does not give a satisfactory match between the measured and modelled values. Therefore, for both soils, the nominal cut-off value and smoothing factor are tuned until the shape of the curves matches the thermal conductivity and diffusivity measurements. For both soils, the thermal conductivity and diffusivity values become too large. A match was obtained by reducing the bulk thermal conductivity of the sand and clay constituent. For the sand soil, a good match between modelled and measured properties as function of volumetric water contents is achieved using $\lambda_{sand}=4$ W/mK, $\phi_{wc}=0.05$ and $s=2$. For the clay, the values are $\lambda_{clay}=3.5$ W/mK, $\phi_{wc}=0.1$ and $s=2.5$.

### 5.3.2.2 Derivation using the surface soil temperature cycle

Chapter 3.3.3 describes how to use the development of the annual temperature cycle into the soil to estimate thermal diffusivity. The underlying assumptions are that 1D heat conduction is the prevailing mode of heat transfer and that the annual soil surface temperature cycle is a sine function of time. This assumption is reasonable for the clay soil measurements at 10 m lateral distance from the pipe wall. The intrinsic permeability of the clay soil is very low, and convection heat transfer is negligible. The distance to the pipeline is expected to be sufficiently far for its thermal influence to be minimal. For each pair of soil temperature profiles, the calculated values of the thermal diffusivity $\alpha$ are shown in Table 8 (using Equation (3.7) and Equation (3.8)).

<table>
<thead>
<tr>
<th>Pairs (depth in m)</th>
<th>$\alpha$ ($10^{-9}$ m$^2$/s) amplitude attenuation</th>
<th>$\alpha$ ($10^{-9}$ m$^2$/s) phase shift</th>
<th>std(X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.84-2.34</td>
<td>0.83, std(X)=0.4</td>
<td>1.35, std(X)=0.5</td>
<td></td>
</tr>
<tr>
<td>0.84-3.34</td>
<td>0.93, std(X)=0.34</td>
<td>1.10, std(X)=0.24</td>
<td></td>
</tr>
<tr>
<td>0.84-5.34</td>
<td>0.85</td>
<td>1.09, std(X)=0.16</td>
<td></td>
</tr>
<tr>
<td>2.34-3.34</td>
<td>1.22, std(X)=0.18</td>
<td>1.16, std(X)=0.5</td>
<td></td>
</tr>
<tr>
<td>2.34-5.34</td>
<td>0.83</td>
<td>1.08, std(X)=0.15</td>
<td></td>
</tr>
<tr>
<td>3.34-5.34</td>
<td>0.81, std(X)=0.11</td>
<td>1.30, std(X)=0.47</td>
<td></td>
</tr>
</tbody>
</table>

There is a relatively large spread in the results between the different pairs and the two methods. The values derived with Equation (3.8), based on the phase shift, are larger than those with Equation (3.7), based on the amplitude attenuation.
5.3.3 Thermal properties measurement at the experimental site

The soil thermal conductivity and thermal diffusivity at the measurement site were measured on a continuous basis. Two TP01 thermal property sensors took measurements at six-hour intervals. The sensor locations are shown in Figure 3.5. One sensor is located in the clay at 3.7 m depth, three meters from the pipe outer wall. The other location is in the sand, one meter from the pipe wall at 2.3 m depth. Figure 5.28 shows the measured thermal conductivity and thermal diffusivity in the clay.

![Figure 5.28: Thermal properties and soil humidity measured at the experimental site. The location is 3.7 m depth in the clay, at three meter lateral distance from the pipe. The blue line shows the thermal conductivity, the red line shows thermal diffusivity, the black line soil moisture content (the 21\textsuperscript{th} of December 2012 until the 31\textsuperscript{st} of March 2015).](image)

Notice that the thermal properties are 20-25% lower than those measured on the soil samples and are closer to the modelled values. The differences can partly be attributed to the experimental uncertainty of each method (at least 10%) and differences in soil composition.

The thermal properties show a small variation in time: thermal conductivity varies by \( \pm 0.05 \text{ W/m}^2\text{K} \) while thermal diffusivity varies by \( \pm 1 \times 10^{-7} \text{ m}^2/\text{s} \). The soil moisture measurement at the same location shows a clear correlation to the thermal properties. Increasing water content increases thermal conductivity and decreases thermal diffusivity.

Figure 5.29 shows the thermal conductivity and thermal diffusivity in the sand at the left hand side of the pipe. In this case, the onsite measured thermal conductivity is in good agreement with the soil sample measurements, while the thermal diffusivity values are 20% lower.
Figure 5.29: Thermal properties and soil humidity measured at the experimental site. The blue line shows the thermal conductivity, the red line shows thermal diffusivity, the black line soil moisture content. Measurements in the sand, at one meter lateral distance from the pipe (the 21\textsuperscript{th} of December 2012 until the 31\textsuperscript{st} of March 2015).

Notice that the thermal properties vary much more over time compared to the measurements in the clay; during the summer months of 2014, from the 21\textsuperscript{st} of June (day 172) to the 6\textsuperscript{th} of August (day 218), there is a drop in thermal conductivity and increase in thermal diffusivity. This coincides with a drop in soil humidity. This behaviour correlates well with the results of the soil sample measurements. The precipitation data available from the e-Klima database (e-Klima [79]) for the nearest weather stations (Kvitsøy and Hydro Karmøy) do not show a particularly dry period. The air temperatures during June and July are higher. On June 6\textsuperscript{th} (day 157), the field was mowed. A possibility is thus that the sand has dried out during this period and is regaining moisture during the following period with increased precipitation from day 187 onward.

5.3.4 Lower boundary condition

Prior to installation of the measurement equipment, the assumption, based upon calculation of the steady state soil isotherms, is that the warmer pipe does not significantly influence the soil temperature profile at 10 m lateral distance. The development of the temperature profile into the soil at this location can therefore be used to determine the thermal boundary condition at the lower edge of the models. The temperature profiles in the soil can be approximated as sine functions with a one year period (Williams and Smith [24]). The statistical mean of the measurements at different depths over periods exceeding one year (one yearly temperature cycle) are used to obtain a ‘quasi steady state’ soil temperature profile. The collected measurement data of
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$M_{10.001}, M_{10.005}, M_{10.025}, M_{10.084}, M_{10.234}, M_{10.334}$ and $M_{10.543}$ (see Figure 3.5) for the period 16th of May 2013 until 3rd September 2014 are used. For each measurement series, the statistical mean is calculated and plotted against the depth below the soil surface, as shown in Figure 5.30. The resulting trend of the mean soil temperatures versus depth is a gradual reduction to a constant temperature level deeper down into the soil. With the MATLAB curve fitting toolbox, the power curve:

$$T(z) = -1.906z^{0.226} + 285.2$$

results in a fit with a $R^2=0.98$. Extrapolating this curve deeper down in the soil gives a soil temperature of 281.3 K at 25 m depth or 280.6 K at 50 m depth. These values are taken as reasonable initial estimates to be used as boundary conditions at the lower edge of the 2D soil models. Investigations with 1D soil models described in Oosterkamp, Ytrehus, and Galtung [80] confirm the validity of using these values for the lower boundary condition of the soil thermal domain (setting this temperature at the lower boundary results in zero thermal gradient).

Figure 5.30: Mean of soil temperature measurements at 10 m distance from the pipe during period 16th of May 2013 until 3rd of September 2014.

5.3.5 Inner pipe wall boundary conditions-estimation of inner film coefficient and gas temperature

The measurement set up does not allow for direct measurement of gas temperatures inside the pipe. For verification of the results obtained with the numerical models, accurate estimation of gas temperatures was needed. To approximate the gas temperature, the soil measurements close to the pipe wall are used. The resulting heat transfer rate and gas temperature were estimated with the two methods described in Chapter 3.4. For both methods, the thermal properties of the soil and the value of the inner film coefficient need to be known. For the former, the measured values presented in Chapter 5.3.3 are used. The time dependent inner film coefficient is obtained by running the Europipe 2 flow model with 1D radial external heat transfer model with SCADA data as boundary condition for the period of interest. The resulting values for
the inner film coefficient are shown in Appendix F. Both methods for calculating gas temperatures are in reasonable agreement with each other, as seen in Figure 5.31. The first method discussed in Chapter 3.3 is less sensitive for the changes in gas temperature. This is according to expectation; the evaluation of the energy balance is done further from the pipe wall; the additional heat storage will dampen the response at this position compared to the second method. The gas temperatures and wall heat fluxes derived with the second method are therefore used for the verification analysis.

![Figure 5.31: Estimated heat transfer rate and gas temperatures, using both methods (23 July 2013-27 August 2013).](image)

5.3.6 Norkyst 800 data- Accuracy Seawater temperature values used in the verification model

From Kårstø to Austre Bokn and from Austre Bokn to Vestre Bokn the pipeline goes through two short sea-sections before becoming offshore. In our pipeline model, we use water temperatures at sea bottom level that are generated with the Norkyst 800 model.
Results

The measurement locations are shown in the pipeline depth profile of Figure 5.32. Figure 5.33 shows the comparison between the measurements and the Norkyst800 data.

![Diagram showing pipeline depth profile and measurement locations](image)

**Figure 5.32:** Location of measurement devices along the pipeline route and elevation profile.

![Diagram showing sea bottom temperature measurements and model data](image)

**Figure 5.33:** Sea bottom temperature measurements versus Norkyst 800 model data. Dark blue line is the Norkyst 800 data.
Results

The results show that the measurements at location M4 are in very good agreement with the Norkyst 800 data. The temperature rise at location M4 occurs a few days later compared to M5. The temperature rise can be attributed to the mixing of the warmed up surface water with remaining cold-water layer from winter on the sea bottom. M5 is in a different sound and in more shallow water, possibly explaining why the effect of surface water warming occurs earlier.

5.4 Soil Measurement series Bokn-observations

Analysis of the measurement data collected at the experimental site led to a number of observations. These are shown here together with a brief interpretation.

5.4.1 Difference between soil surface temperature and air temperature

At three different lateral positions from the pipe, the soil surface temperature was measured one cm below the soil surface. The soil surface temperature is influenced by the net radiation balance, convective heat transfer to the overlying air layer, latent heat from evaporation/condensation and heat conduction into the soil below. In addition, there are the effects of precipitation and moisture transport into the soil. The measurements in Figure 5.34 show the influence of the pipe on the soil surface temperature and the relation between the soil surface temperature and the air temperature.

Figure 5.34: Measured air and soil surface temperatures, comparative differences. The period is from the 17th of May 2013 until the 3rd of September 2014. The daily averaged values are used.
Results

The measurements lead to the following observations relevant for the upper thermal boundary condition of the external heat transfer model.

1. The surface temperature during the summer can be up to 10 K higher than the air temperature. During the winter this difference is less, the air temperatures can be 2-5 K higher than the soil surface temperature. In light of these differences, the choice of soil surface boundary condition is not necessarily trivial. It can be expected that choosing either surface temperature or air temperature as one of the boundary conditions for the heat transfer model will lead to differences in heat transfer rates at the pipe inner wall.

2. The variation in the measured soil surface temperatures at the three locations is much smaller than between the soil surface and air temperature measurements. Choosing a measured soil surface temperature instead of measured air temperature should therefore result in more accurate heat transfer calculations.

3. Soil surface temperatures above the pipe are not significantly higher than those at three or at ten meter lateral distance. This supports the assumption of an isothermal surface. It should also be noted that the soil surface measurements have several sources of variability. The local vegetation coverage, the effects of soil erosion, and cattle movement can all influence the measurements. There is no distinguishable trend in the deviations between the measurements.

4. There is a much larger surface temperature fluctuation during the summer of 2013 compared to the summer of 2014. The sensors in the soil surface were installed on 15th of May 2013. During installation the grass coverage was removed locally, leaving exposed black top soil. This is a possible explanation for the initially large surface temperature fluctuations; these fluctuations are reduced when the soil grass cover is regrown.

5.4.2 Soil temperature profiles

Soil-temperature profiles during the period from the 1st of January 2013 until the 10th of April 2013 are shown in Appendix G. Figure 5.35 and Figure 5.36 show an example of the development of soil temperatures around the pipe in response to gas transients (during a five-day period, from the 23rd of May 2013 until the 27th of May 2013). During this period two large inlet mass rate transients occur. The second mass rate transient drops the flow rate to zero. The figures illustrate the temperature response of the soil around the pipe to the transients. As expected, the soil closest to the pipe wall has the largest and fastest temperature drop in response to the drop in gas temperature. In response to the drop in gas temperature, the radial thermal gradient in the soil around the pipe changes direction, and the thus the direction of heat transfer, initially from the gas to the soil, reverses. During the following gas temperature rise, the thermal gradient and heat transfer change direction again. The rate of attenuation of the gas temperature fluctuations in radial direction away from the pipe wall is clearly frequency dependent. Temperature fluctuations occurring at quick rates of change attenuate faster compared to the slower changes. The increasing phase lag of the temperature fluctuation with radial distance can clearly be seen in the figures.
Figure 5.35: Time development of measured soil temperatures around the pipe (above and under) in response to gas temperature transients.
Figure 5.36: Time development of measured soil temperatures around the pipe (right and left hand side) in response to gas temperature transients.
Results

The measured soil temperatures clearly show that the thermal response of the soil to a gas temperature change occurs primarily in the first twenty centimeters from the pipe wall. The attenuation of temperature fluctuations in the first ten centimeters is almost similar in the different radial directions around the pipe (top, bottom, and left, right). This supports the results from the model studies that a 1D radial unsteady heat transfer model can capture accurately the heat transfer response with rapid gas transients; the heat transfer response is mainly occurring in the soil close to the pipe. In the soil layer close to the pipe wall, the resulting temperature profiles are almost axi-symmetric.

The first ten centimeters of soil around the pipe has an approximate time to steady state of three hours. Temperature fluctuations with a shorter time scale will almost entirely attenuate over this distance, as the measurements indeed do show. These observations are in line with the theoretically anticipated behavior of the heat conduction equation, which describes heat conduction as a diffusion process. Thermal diffusion effectively functions as a low pass filter allowing the slower transients to be noticeable over a longer distance. An exact solution of an infinite one-dimensional domain with a sine shaped temperature input at the boundary is shown in Equation (3.6). In this equation we may consider the thermal relaxation distance $d$ as: (amplitude reduced to its 1/e fraction), Salazar [81]:

$$d = \sqrt{\frac{2\alpha}{\omega}} = \sqrt{\frac{\alpha}{\pi f}}$$  \hspace{1cm} (5.2)

Here $f$ is the frequency of the temperature sine and $\alpha$ is the thermal diffusivity of the medium. From Equation (5.4) it is clear that both higher frequency and lower thermal diffusivity result in quicker spatial attenuation of temperature fluctuations into the medium. In an infinite one-dimensional domain with thermal diffusivity $\alpha = 0.6 \times 10^{-6}$ m$^2$/s (sand value), for the two transient in Figure 5.35, the thermal relaxation distance $\approx 0.17$ m (assuming a 40 hr. period). This is quite close to the attenuation seen in the measurements.

There are however noticeable differences in the attenuation of the temperature fluctuations in the different radial directions at larger distance from the pipe wall. At larger radial distance from the pipe wall, the temperature fluctuations have larger attenuation in the vertical and horizontal direction in the soil above and to the right of the pipe, compared to the attenuation in radial direction below and to the left of the pipe. The measurements thus indicate that the assumption of 1D radial heat transfer is at best valid within the first 10-20 cm from the pipe wall. The two dimensional aspect of the heat transfer in the soil is apparent with vertical distance above and below the pipe, showing both increasing temperature differences and rate of attenuation at equal radial distance from the wall. Differences in heat transfer behavior in vertical direction above and below the pipe are to be expected due to the 2D nature of the heat transfer problem of a buried pipe; the difference in amplitude attenuation in the left and right horizontal direction is more unexpected. In addition, the attenuation of the temperature fluctuations is significantly larger at the left hand side of the pipe compared to the right hand side. This can be an indication that the thermal diffusivity of the sand at the left hand side of
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the pipe is smaller than at the right hand side. Another possible explanation is asymmetric convective heat conduction due to ground water movement around the pipe.

Appendix G shows the measured soil temperature profiles. At one-meter lateral distance from the pipe outer wall, the measurements show that the fluctuations in the gas temperature propagate sideways and influence the measurements at 1.46 and 2.30 m depth noticeable. Deeper down, the influence becomes less and is barely noticeable at 5.46 m depth. At three meters lateral distance from the pipe outer wall, the temperature fluctuations at the pipe outer wall are only noticeable at the shallow measurement locations. At ten meters lateral distance from the pipe outer wall, the temperature fluctuations at the pipe outer wall are not noticeable at all.

Measurements with thin film sensors mounted directly on the pipe outer wall show that the top of the pipe wall is consistently hotter than the lower end. Figure 5.37 shows a detail of the skin temperature measurement. The difference reduces when the temperature approaches ambient temperature.

![Figure 5.37: Detail of upper pipe skin measurement (blue). Difference between upper and lower measurements (green).](image)

5.4.3 Soil moisture measurements

Measurement of soil volumetric water content is conducted at five locations in the soil around the pipeline. The measurement values are adjusted with the calibration values derived from the measurements on the soil samples as described in Chapter 3. Figure 5.38 shows the measurements in the period 12th of June 2012 until 28th of March 2015. In the clay soil, after an initial period of settling, the measurements show near constant values within the measurement accuracy (±2% VWC). From the measurements, follows
that deeper down, the clay soil is fully water saturated. Towards the surface, the water content is slightly less.

**Figure 5.38:** Daily soil moisture measurements in the clay from 12\textsuperscript{th} of June 2012 until 28\textsuperscript{th} of March 2015 (gaps in the data are due to data logger malfunction).

The measurements in the sand below the pipe indicate water saturation at all times. The measurements in the sand at the pipe center level show variations that at times are significantly below saturation. There are also two peaks in the measurement in the sand beside the pipe indicating occasional water values above saturation. The sand at both locations is filled at the same time from the same source and is expected to have similar porosity values. Vapor transport through the pores from the water-saturated sand below the pipe to higher, unsaturated layers is therefore a distinct possibility. This is even more likely because there is a thermal gradient around the pipe that can facilitate the convective transport of water vapor through the sand pore matrix.

### 5.5 Reproducing measured soil temperature profiles with a 2D heat conduction model of the experimental site

One of the research questions was to what extent a heat conduction model can reproduce the actual soil temperature profiles. For this purpose, the 2D heat transfer model of the experimental site, as described in Chapter 4.6 is used. With this model is also the effect of ground water convection and the effect of soil surface boundary conditions determined. To obtain an as accurate as possible model, the soil thermal properties were tuned to achieve the best agreement between measured and modelled soil temperatures. The 2D heat conduction model ran thereafter with the following boundary conditions:

- Lower edge of soil domain: fixed temperature of 281.65 K.
Results

- Top of soil domain: using the average of the three soil surface temperature measurements to set the soil surface temperature during each time step.
- Inner pipe wall: convective heat transfer with gas temperatures calculated from the temperature measurements as described in Chapter 3.3.

To give the soil domain an as realistic as possible initial temperature distribution, the model was first run with an one hour time step and constant gas temperature for an eight year period. During this run, the historic air temperature data of the preceding eight years were applied at the soil surface boundary condition. Starting with the thus obtained initial temperature distribution, the model was run at five-minute time steps, using the boundary conditions as described above. The model run covers the period the 16th of May 2013 until the 29th of August 2014. The temperatures from the model simulation are compared to the actual soil measurements. The ability of the model to reproduce the measurements was assessed using the deviation between the calculated and measured temperature profiles and the NRMSE (Normal Root Mean Square Error) of the fit between calculations and measurements.

The thermal properties of the different soil constituents were initially chosen on basis of the measurement results reported in Chapter 5.3.2. The soil thermal properties can be tuned to improve the fit between model results and measurements. In case the amplitude attenuation of the soil temperature fluctuations around the pipe or the annual ambient air temperature cycle are larger than the model predicts, the thermal diffusivity $\alpha_{\text{soil}}$ of the soil should be reduced and vice versa. Higher thermal diffusivity results in less damping of the temperature fluctuations, lower thermal diffusivity increases damping of the temperature fluctuations over distance. Thermal conductivity $\lambda_{\text{soil}}$ can be tuned to match the average levels of the soil temperatures. Too high soil temperature levels indicate that $\lambda_{\text{soil}}$ is too low and conversely, if the level of the soil temperature is too low, $\lambda_{\text{soil}}$ is overestimated. The tuned soil thermal properties providing the best fit are:

Sand: $\lambda_{\text{soil}}=1.6 \text{ W/m}^2\text{K}$ \hspace{1cm} $\alpha_{\text{soil}}=0.65 \times 10^{-6} \text{ m}^2/\text{s}$
Clay: $\lambda_{\text{soil}}=1.8 \text{ W/m}^2\text{K}$ \hspace{1cm} $\alpha_{\text{soil}}=0.82 \times 10^{-6} \text{ m}^2/\text{s}$

Table 9 shows the resulting fit of the calculations to the measurements. Appendix H shows the calculated and measured temperature profiles. These results are also presented in Oosterkamp [45].

The NRMSE of the fit is calculated with the MATLAB routine using the following general scheme:

$$\text{NRMSE} = 1 - \frac{\|x(1:N) - x_{ref}(1:N)\|}{\|x(1:N) - \text{mean}(x_{ref}(1:N))\|} \quad (5.3)$$

If the NRMSE is one, the fit is perfect. A NRMSE of zero implies that the fit is no better than that obtained with fitting a straight line. Larger negative values of NRMSE occur with worse fit.
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Table 9: NRMSE values of fit between numerical model calculations and soil measurements (including mean and standard deviation).

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>NRMSE/μ/σ</th>
<th>Depth (cm)</th>
<th>NRMSE/μ/σ</th>
<th>Depth (cm)</th>
<th>NRMSE/μ/σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>005</td>
<td>0.9/0.6/0</td>
<td>007</td>
<td>0.8/0.1/1</td>
<td>010</td>
<td>0.8/0.3/1</td>
</tr>
<tr>
<td>025</td>
<td>0.9/0.6/0</td>
<td>025</td>
<td>0.8/-0.6/0.8</td>
<td>096</td>
<td>0.8/0.3/0.6</td>
</tr>
<tr>
<td>084</td>
<td>0.8/0.6/0</td>
<td>110</td>
<td>0.7/0.5/0.7</td>
<td>146</td>
<td>0.6/-0.5/0.8</td>
</tr>
<tr>
<td>234</td>
<td>0.8/0.3/0</td>
<td>167</td>
<td>0.7/0.8/0.3</td>
<td>346</td>
<td>0.4/0.5/0.6</td>
</tr>
<tr>
<td>334</td>
<td>0.8/0.3/0</td>
<td>367</td>
<td>0.1/1/0.2</td>
<td>446</td>
<td>-0.2/0.9/0.3</td>
</tr>
<tr>
<td>534</td>
<td>0.6/0.4/0</td>
<td>467</td>
<td>-0.4/1.3/0.1</td>
<td>546</td>
<td>-3.7/3.0/0.3</td>
</tr>
<tr>
<td>567</td>
<td>-1/1.2/0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A: top of pipe B: right hand side of pipe C: below pipe

Radial (cm) | NRMSE/μ/σ | Radial (cm) | NRMSE/μ/σ | Radial (cm) | NRMSE/μ/σ |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>002</td>
<td>0.8/0.4/0</td>
<td>002</td>
<td>0.9/0-1/0.2</td>
<td>002</td>
<td>0.5/1.2/0.5</td>
</tr>
<tr>
<td>005</td>
<td>0.9/0.3/0</td>
<td>005</td>
<td>0.9/-0.1/0.3</td>
<td>005</td>
<td>0.6/1/0.4</td>
</tr>
<tr>
<td>010</td>
<td>0.9/0.1/0.3</td>
<td>010</td>
<td>0.7/-0.6/0.5</td>
<td>010</td>
<td>0.6/0.7/0.3</td>
</tr>
<tr>
<td>020</td>
<td>0.8/-0.1/0.5</td>
<td>020</td>
<td>0.5/-1.1/0.7</td>
<td>020</td>
<td>0.8/0.2/0.4</td>
</tr>
<tr>
<td>050</td>
<td>0.7/-0.2/0.7</td>
<td>050</td>
<td>-0.2/-2.3/1.2</td>
<td>050</td>
<td>0.7/0.4/0.5</td>
</tr>
<tr>
<td>100</td>
<td>0.8/0.5/0.6</td>
<td>100</td>
<td>0.3/-1.5/1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Summarized, the model results compared to the measurements show the following:

- The model does not reproduce the measured temperature differences in radial direction above and below the pipe close to the pipe wall.
- In vertical radial direction above the pipe, the difference increases with radial distance. At larger distance from the pipe wall, the difference shows a more pronounced seasonal dependency with the maximum during the winter. This difference changes sign between 0.5 and 1 m radial distance from the pipe wall; closer to the pipe the calculated values are colder, further from the pipe they are warmer than the measurements.
- In horizontal radial direction, the difference increases with distance to the pipe wall. Between 0.5 m and 1 m, distance the reproduction with the model is poor, showing a high variation in the difference between calculated and measured values.
- In vertical direction below the pipe, the calculated temperatures closest to the pipe wall are between 1 and 2 K too high compared to the measurements. Further away from the pipe wall the difference reduces. In addition, here is a seasonal dependency of the difference.
- Deeper down in the soil, the numerical model reproduces the measured vertical soil temperature profiles at 10 m lateral distance from the pipe with an accuracy of 0.5-1.0 K. In the upper layer (circa one metre) there is a clear seasonal dependency of the difference between measured and calculated temperatures. During the summer time, the calculated upper soil temperatures are as much as 3 K higher compared to the measurements. This difference reduces with depth and reduces to 0.5-1.0 K during the winter. This seasonally dependent difference can be explained from the absence of surface evaporation and moisture transport.
from the upper soil layers deeper down into the soil. The conduction heat transfer model does not include these effects in the soil surface boundary condition. This results in the energy balance at the soil surface being balanced towards more heat conduction into the ground, potentially explaining the higher temperatures in the soil layers immediately below during the summer. The relative importance of the soil surface boundary condition is further investigated Chapter 5.6.

- The same trend is present at three metres lateral distance from the pipe, but not so pronounced for the upper most measurement. Deeper down into the soil, the difference between calculated and measured temperatures gets progressively larger.
- At one meter lateral distance the difference between calculated and measured temperatures is larger. Deeper in the soil, below the installation depth of the pipe, the model increasingly over-predicts the temperatures.
- For the measurement point M\textsubscript{1\_546} at one metres lateral distance, and at 546 cm depth, the calculations are 3.5 K higher than the measurements. For the measurement point at the same depth as the centreline of the pipe (M\textsubscript{1\_230}), the model is giving overall too low temperatures and too large damping of the temperature fluctuations. This could be an indication that in the model, the thermal diffusivity in horizontal radial direction from the pipe is set too low. The measurement locations M\textsubscript{1\_115} and M\textsubscript{1\_167} show the same trend with respect to damping but overall temperature levels are in good agreement.
- In the radial direction immediately above the pipe, there is a good fit between model and measurement but also here the damping of the temperature fluctuations with the model is too large.
- The damping of the temperature fluctuations in vertical radial direction below the pipe show good agreement with the measurements. In horizontal direction, the model shows a more dampened response.
- Analysis of the first time derivative of the temperature data closest to the pipe wall shows it to follows closely that of the measurements, but exceeds slightly the local maxima and minima. At further distance of the pipe wall, this becomes opposite, the further from the pipe wall the difference increases. This possibly indicates that the thermal diffusivity in radial direction is not constant and assumed too low at larger distance from the pipe wall.
- Comparison between the model calculated inner wall heat transfer rate of the model and the measurements based calculation of the inner wall heat transfer rate from Chapter 5.3.5 shows a good overall agreement. The agreement diminishes during large fluctuations in gas temperature, when heat transfer rates are high. The model results show significantly higher peak heat transfer rates. This is to be expected, the cell method used to calculate the heat transfer rates from the measurements uses a large thermal mass, resulting in significant damping of these peaks. The average difference over the entire period is seven W/m (<10 % of the average value).
5.6 Effect of upper soil boundary conditions

This Chapter describes the results obtained with 1D and 2D heat transfer models of the measurement location. The effect of different assumptions for the soil surface boundary condition upon the soil thermal profiles and the pipe inner wall heat transfer are studied.

5.6.1 Soil-atmosphere boundary

The results described in this chapter are also reported in Oosterkamp et al. [80]. The external heat transfer models used in modelling gas pipe flow have simplified boundary conditions. The full energy balance at the soil surface is not considered; it is not practical to measure this everywhere along the land-based sections of a pipeline route. Usually, detail knowledge of the soil surface temperatures along a buried pipeline is not available either. For the pipe flow heat transfer models it is common practice that the soil surface temperature is forced either directly with the air temperature or through a convective boundary condition. Air temperatures along the pipeline route are usually not measured directly. They are obtained either from a nearby meteorological station or from historical weather data. Oosterkamp et al. [80] studied the effect of different types of soil surface boundary conditions on the prediction of the thermal regime in the ground. This was subsequently expanded to the effect of the boundary conditions on the heat transfer between the pipeline fluid and the surrounding soil. The results were verified using the measured soil temperature profiles around the pipe.

The sensitivity of the soil thermal profile for the soil surface boundary conditions were first investigated with a 1D heat conduction model of the soil at ten meter lateral distance from the pipe wall. The results were compared to the measured soil temperature at different depths. The full surface energy balance was estimated from correlations using measured weather data and net radiation measurements. The effect of the choice of the soil surface boundary condition on the heat transfer between pipe and soil was thereafter determined, using the 2D model described in Chapter 4.6. A specific objective of the study was to quantify the effect of using measured air temperature for the soil surface boundary condition in terms of the heat transfer between the gas inside the pipeline and the ambient.

The 1D numerical model is a finite difference discretization of the 1D heat conduction equation with 0.05 m spatial steps and 500 calculation elements (25 m depth). The discretization was according to the explicit Euler scheme:

$$\frac{1}{\alpha} \frac{T_m^{n+1} - T_m^n}{\Delta t} = \frac{T_{m+1}^n - 2T_m^n + T_{m-1}^n}{(\Delta z)^2}$$

(5.4)

Care was taken that the time step size led to fulfilment of the CFL stability criterion $\alpha \Delta t / \Delta z^2 \leq 1/2$. The thermal properties were tuned to obtain the best fit to the measurements using the base case boundary condition: $T(0, t) = M_{001}(t)$. The best fit
was obtained using: top soil (0-0.30 m), $\alpha = 0.60 \times 10^{-6}$ m$^2$/s, lower soil layers (0.30-25.00 m): $\alpha = 0.90 \times 10^{-6}$ m$^2$/s. The thermal conductivity in the top soil layer is set to 1.5 W/m-K. These values are within the range of the measured thermal diffusivity of the soil samples.

Different boundary condition cases were applied to the upper node of the model ($z=0$). This node represents the soil surface. Table 10 shows the different boundary condition cases for the upper node. The lowest node at $z=25$ m is set at 281.55 K.

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Basecase</td>
<td>$T(0,t) = M_{00}(t)$</td>
<td>Dirichlet, top node follows soil surface temperature</td>
</tr>
<tr>
<td>2: Air temperature</td>
<td>$T(0,t) = T_a(t)$</td>
<td>Dirichlet, top node follows air temperature</td>
</tr>
<tr>
<td>3: Convection</td>
<td>$-\lambda \frac{\partial T}{\partial z} \mid_{z=0} = -h(T(0,t) - T_a(t))$</td>
<td>Neumann, heat conduction rate into the soil surface equal to the heat transfer between soil surface and air</td>
</tr>
<tr>
<td>4: Convection plus radiation</td>
<td>$-\lambda \frac{\partial T}{\partial z} \mid_{z=0} = -h(T(0,t) - T_a(t)) + q^*$</td>
<td>Neumann, heat conduction rate into the soil surface is equal to the sum of the heat transfer between soil surface and air and the soil surface radiation balance</td>
</tr>
<tr>
<td>5: full surface energy balance</td>
<td>$-\lambda \frac{\partial T}{\partial z} \mid_{z=0} = -h(T(0,t) - T_a(t)) + q^* - q_{le}$</td>
<td>Neumann, heat conduction rate into the soil surface is equal to the full soil surface energy balance</td>
</tr>
<tr>
<td>6: daily average air temperatures</td>
<td>$T(0,t) = T_a(daily\averages)$</td>
<td>Dirichlet, top node follows daily averaged air temperature measurements</td>
</tr>
<tr>
<td>7: monthly average air temperatures</td>
<td>$T(0,t) = T_a(monthly\averages)$</td>
<td>Dirichlet, top node follows monthly averaged air temperature measurements</td>
</tr>
<tr>
<td>8: monthly normal air temperatures</td>
<td>$T(0,t) = T_a(monthly\normalvalues)$</td>
<td>Dirichlet, top node follows monthly normal air temperature from the Kvitsøy station statistics (Eklima) [82].</td>
</tr>
</tbody>
</table>

The third boundary condition, BC3, has the following discretization in the explicit models:

$$-\lambda \frac{\partial T}{\partial z} \mid_{z=0} = h(T_a - T_a)$$

(5.5)

For BC3 and BC4, a heat transfer coefficient of 100 W/m$^2$K was used. For the fourth and fifth boundary cases, the right hand term of Equation (5.7) is extended with the respective contributions of $q^*$, $q_h$ and, $q_{le}$. The values of $q^*$, $q_h$ and, $q_{le}$ are updated in each time step. The net radiation $q^*$ are measurement values taken at the experimental
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The values for $q_h$ and $q_w$ are calculated using measured weather data according to Equation (2.28) and Equation (2.2) from Herb et al. [26]. These values were qualified by comparing the resulting ground heat conduction. Subtracting the ground conductive energy flux from the measured nett solar radiation provides the sum of the ground surface latent and sensible heat. This is compared to those calculated with the base case 1D model, as described in Oosterkamp et al. [80]. The two methods show a good overall agreement, but the correlation from Herb et al. results in somewhat lower values.

Prior to each run, the calculation domain is given an initial temperature profile. This initial temperature profile is obtained by running the model using the day normal air temperatures for a 25 year period. When the initial temperature profile is set, the hourly ambient temperatures (Kvitsøy station, NMI [82]) from 16-May-2005 until 16-May-2013 are applied as upper boundary condition. The resulting temperature profile is used as initial condition for each model case. For each of the boundary condition cases from Table 10, a transient simulation was run with the one-dimensional model. The accuracy of fit of the calculated temperature depth profiles to the measured values is used for evaluation. The used criteria are the Normal Root Mean Square Error (NRMSE) of the fit (Equation (5.6), the maximum difference, and the mean and standard deviation of the difference, as shown in Figure 5.39 for each boundary condition case.

![Figure 5.39: Results from the boundary case studies with the one-dimensional model. The deviation is defined as measured value minus calculated value, from Oosterkamp et al.[80].](image)

For the base case (using the measured soil surface temperature as boundary condition), there is a good match between calculated and measured soil temperatures. The maximum deviations are low, and the average difference is less than one degree. Deeper down in the soil the accuracy is less, the deepest measurement M534 shows on average
one degree higher measured temperatures compared to the calculation. Note that the calculated temperature in the soil surface layers is higher than the measurements. Using the air temperature to set the soil surface temperature (CASE 2) results in a significantly reduced accuracy of the fit, but still gives almost as accurate results in the lower soil layers compared to the base case. For the upper measurement positions (top soil layer), the resulting accuracy is significantly lower, with a high maximum temperature deviation close to the surface. This is to be expected, the effect of solar radiative heating of the soil surface during summer daytime is not captured with this boundary condition.

Using a convective boundary condition (CASE 3) with air temperature results in almost identical calculated temperature profiles as those obtained when using the air temperature as a Dirichlet boundary condition.

Adding net radiation to the convective boundary condition (CASE 4) gives a large improvement in fit lower down in the soil compared to the air temperature boundary condition (CASE 3). The extra energy added to the soil surface from the net radiation boosts the soil temperatures during the summer months. The fit of the two lowest measurement positions improves compared to CASE 2, except in the soil surface layer. The surface temperatures are overestimated in this case. Using the full surface energy balance (CASE 5) has a similar effect on the temperatures lower down in the soil as with CASE 4. In this case, the additional heating of the soil surface is less, because the latent heat is included (cooling effect). When using daily averaged air temperature measurements (CASE 6) instead of the measurements at five-minute resolution (CASE 2), no significant loss of accuracy is seen. This is also the case with using monthly averages of measured temperatures (CASE 7). The effect of using statistical weather data instead of real-time measurements is shown in CASE 8. Using the monthly normal values result in a worse fit, with larger average and maximum deviation.

The 2D Ansys model from Chapter 4.7 was used to evaluate the effect of different soil surface boundary conditions on the heat transfer over the pipe wall. When modelling pipe flow, often only the daily average air temperatures are available to use for the boundary condition (CASE 6). The resulting heat transfer over the pipe wall was compared to the base case boundary condition (CASE 1 measured soil surface temperatures as Dirichlet boundary condition). For each analysis the gas temperatures obtained from the measurements, as described in Chapter 5.3.5, were used in the convective boundary condition at the pipe inner wall. The last case, CASE 8, uses monthly normal air temperatures (obtained from weather statistics). For the three cases, the pipe wall heat transfer was compared to that of the base case. Figure 5.40 shows the resulting deviations \( q_{\text{case}} - q_{\text{base case}} \). The results show that during the summer months, using the air temperature as boundary condition increases the heat transfer between gas and the ambient by six W/m². During the winter months, the resulting heat transfer is 0.5-3 W/m² less. The deviations are larger when using the monthly averaged air temperatures. Using the measured air temperatures, updated in each time step, (BC2) does not improve accuracy compared to the use of daily averaged values.

With an average heat flux from gas to ambience of 30 W/m², using air temperature as the soil surface boundary condition instead of measured soil surface temperatures leads
in the summer months to a 15% too high heat flux with both BC2 and BC6 and a 20% too high heat flux with BC8. This is consistent with the air temperature during the summer being on average lower than the soil surface temperature. During the winter months, this is the opposite, with a higher resultant heat flux when using air temperatures as soil surface boundary condition. This will have a long term effect on the gas temperatures. The measured differences are small compared to the high rates occurring during transient flow conditions. They are significant in relation to the average (near steady state state) heat transfer and will therefore predominantly effect the gas temperature over longer time scales (months to years).

Figure 5.40: Pipe wall heat transfer: deviation from base case (BC1) when using available air temperature data as boundary conditions. The black line is for monthly normal, and the gray line for daily averaged air temperature data. The start date is the 1st of June 2013 (Oosterkamp et al. [80])

5.6.2 Soil surface moisture migration

For a short time period, the moisture content in the top soil layer was measured. Two EC-5 sensors were buried at respectively five and ten cm depth in the top soil at ten meter lateral distance from the pipe. The soil moisture content was measured during the period from the 3rd of May 2014 until the 6th of June 2104. The results are shown in Figure 5.41. The results show that there is considerable moisture migration in the top soil layer. A small daily cycle is present in the measurement data. This is more pronounced close to the surface. There is also a large variation over periods spanning more than one week. The rises in soil humidity coincide with rainfall, occurring at the 6th, 7th, 8th, 16th, and the 22th of May. The delayed response of the lower measurement during the decline of the moisture content following rainfall, together with the presence of a daily cycle indicates that the reduction in upper soil moisture content during the dry period is partly due to soil surface evaporation.
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Figure 5.41: Soil surface layer moisture measurements, the 3rd of May 2014 until the 6th of June 2014.

There is also evidence of moisture migration lower into the soil; the values of the lower measurement being consistently higher compared to the upper measurement. The deeper soil measurements (Figure 5.38) also show a moisture content gradient to saturation deeper down in the soil. These results show that a heat conduction model does not physically describe all heat transfer mechanisms active in the soil surface layer. The results with the heat conduction model using measured soil surface temperature as boundary condition (CASE 1) support this. During the summer, the calculated temperatures in the top soil layer are slightly too high, while during the winter they are too low. This is an indication that moisture transport in the upper soil layer plays a minor role in the soil heat transfer. The good overall match deeper down in the soil between calculation and measurement is a strong indication that the contribution of moisture migration into the soil does not play a large role on the overall heat transfer. Further study is necessary to gain a complete understanding of the contribution of these heat transfer mechanisms.

5.7 Effect of groundwater convection

The burial configuration of the pipeline at the experimental location makes it susceptible for convective heat transfer from ground water. The pipeline is lying in a ditch refilled with sand that is pervious to water. In the pipeline elevation profile shown in Figure 3.2, there is a local crest at KP8.17. Downstream this point, the general direction of the pipeline is downhill. Here the pipeline crosses bog and wet land areas. From KP8.17 to KP12.2 there are several water plugs installed to avoid the pipeline ditch draining the surrounding bog areas and wet lands. A water plug is also present at KP8.2. Between KP7.7 and KP7.9, the pipeline crosses a small lake (Boknabergvatnet). At both sides of the lake, the pipeline is laying higher in the terrain. It is thus unlikely
that there is ground water flow from this lake through the pipeline ditch towards the sea. Between KP6.5 to KP 7.7, the general direction of the pipeline is uphill. According to design drawings, no water plugs are installed at this part of the route. The elevation difference is 58 m for this part of the route. The installation ditch can potentially serve as a drainage channel for surface water, as the underlying clay soil is relatively impervious. The ground water flow would be in this case be in the opposite direction of the gas flow inside the pipe.

5.7.1.1 Forced convection

The pipeline and ditch are under a slight incline resulting in an overall pressure gradient of 470 Pa/m. As reported in Chapter 5.3.1, the calculated intrinsic permeability of the fill sand is estimated between $0.35 \times 10^{-10}$ m$^2$ to $2.5 \times 10^{-10}$ m$^2$, dependent on choice of representative grain size. Using Darcy’s equation, the resulting ground water Darcian velocity was estimated. For the range of calculated intrinsic permeability this estimate spans from $1.7 \cdot 10^{-5}$ to $1.2 \cdot 10^{-4}$ m/s. An initial assessment of the advective contribution of ground water flow to the heat transfer is possible by using the Peclet number. Heat diffusion is considered to dominate when the Peclet number exceeds unity (Huysmans [83]). For heat transfer on the particle size scale, the particle Reynolds number may be chosen, leading to the following correlation for the Peclet number:

$$Pe_d = \frac{v_d d}{\alpha_{\text{fluid}}}$$

With $d=d_{mg}=0.25$ mm, the Darcian velocity (not pore velocity) $v_d=1.7 \cdot 10^{-5}$ m/s gives $Pe_d =0.03$. Using $d=d_{50} =0.66$ mm and $v_d=1.12 \cdot 10^{-4}$ m/s, gives $Pe_d =0.5$. This would indicate that for the low permeability value, conduction is dominating compared to advective heat transfer in the direction of the pipe axis. For the high value, the Peclet number is still below unity, but could be large enough for advective heat transfer to play a (minor) role.

It is questionable if the particle Reynolds number leads to a proper representation of the heat transfer problem for the case of a horizontal buried pipe in porous media with ground water flow in the axial direction. In Nield and Bojan [22] the problem of convective heat transfer from a heated plate in contact with a porous media flow is given. This is one of the closest analogous problems found in the literature. Using similarity variables, Nield and Bojan [22] provide an exact solution of the energy equation governing this 1D problem. This result in an expression of the Nusselt number in the direction of the flow along the plate (x-direction), given as:

$$Nu_x \approx \frac{q_x}{\Delta T \lambda_m} = 0.564 \sqrt{Pe_x} = 0.564 \sqrt{\frac{v_x}{\alpha_{\text{fluid}}}}$$

(5.7)
Here $\lambda_m$ is the averaged thermal conductivity of the solid and fluid phase and $\Delta T$ is the temperature difference between the bulk fluid and the wall at distance $x$ from the starting point. Again, the assumption is used that the ground water runs along the pipe for a distance $x = 1200$ m downhill to the measurement location. With the upper value of the Darcian flow ($v = 1.12 \times 10^{-4}$ m/s), the Nusselt number according to Eq. (4.38) is approximately 550. The resulting heat flux due to forced convection, $q''$, is one W/m$^2$ per degree temperature difference between the wall and bulk fluid. This is at least an order of magnitude smaller than the conduction heat transfer over the pipe wall. This is however only a rough estimate; the buried pipeline problem could be better estimated with a 3D representation.

Oosterkamp [45], presents results obtained with the 3D computational model from Chapter 4.6. This model was used to estimate the effect of forced convection due to Darcy flow of the ground water in the ditch. Three steady state simulation cases were run: $v = 0$ m/s, $v = 4.3 \times 10^{-5}$ m/s, and $v = 1.16 \times 10^{-4}$ m/s. In the open ditch, during installation, the ground water level in the ditch did not raise beyond the centre line of the pipe. Figure 5.42 shows the ground water level during installation. Below the blue line, the pipe wall shows signs of moisture and associated surface corrosion.

![Figure 5.42: Detail of pipeline during sensor installation. Shown is the ground water level. Below the blue line, the pipeline wall shows signs of wetting and surface corrosion.](image)

Based upon these observations, in the simulations, the ground water flow is assumed to flow only below the centre-line of the pipe. The water temperature entering the porous domain is consider to be at the lowest possible value, 273.15 K, to provoke the
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maximum effect of forced convection on the pipe inner wall heat transfer. The pipe inner wall film coefficient and gas temperatures are set at 1500 W/m²K and 302 K. The results show that within 100 m flow distance along the pipe, the water has already warmed to the temperature of the surrounding sand matrix. Downstream along the pipe, the temperature profiles and pipe-wall heat flux rapidly approach similarity for all three cases. The results are thus in agreement with the theoretical consideration that forced convection in horizontal direction does not play a significant role in this case.

5.7.1.2 Natural convection

The thermal gradient around the pipe can lead to natural convection heat transfer. The contribution of natural convection on the overall pipe to ambient heat transfer was studied using the 2D steady state ANSYS FLUENT model from Chapter 4.6. These results are also presented in Oosterkamp [45], and partly represented her ad verbatim. The Fluent porous model case uses the same thermal properties as those used for the measurement site model, and the following boundary conditions:

- Soil surface temperature: 280 K.
- Gas temperature 302 K: uniform along the pipe length.
- Inner film coefficient: 1500 W/m²K.
- Porosity: 0.35.
- Boussinesq fluid density model for water.

To evaluate the pipe wall heat transfer, the pipe wall is divided in three arc segments; the upper segment from the 12 to the 2 o’clock position, the second, side segment is from the 2 to 4 o’clock position and the third, lower segment from the 4 to the 6 o’clock position. For the base case (conduction only), the resulting heat flow rate through the upper segment is almost double compared to that at the lower segment. The model was thereafter run using a range of intrinsic permeability values. Figure 5.43 shows the resulting Nusselt numbers of the pipe wall heat-transfer and the approximated exact solution from Himasekhar and Bau [42]. The simulation results show that natural convective heat transfer does not play a role for permeabilities below $1.5 \times 10^{-10}$ m². Increase of permeability by a factor 10 results in $\text{Nu} \approx 1$ with a doubled total heat transfer rate. The low value for intrinsic permeability $\kappa=1.44 \times 10^{-11}$ m² results in a heat transfer rate of 42 W/m² and the Nusselt number remaining close to zero. At $\kappa=1.5 \times 10^{-10}$ m², the overall heat transfer has increased to 45 W/m² and $\text{Nu} \approx 0.1$, indicating a small contribution of convective heat transfer. The heat flow rate through the upper and lower pipe segment is now roughly equal.

The exact solution from Himasekhar and Bau [42] predicts a higher contribution of convective heat transfer at all permeability values, but with the same trend as the simulation. The resulting Nusselt number is roughly 0.25 higher. The differences could originate from the simulation considering only the sand in the ditch around the pipe to be a porous medium, where the exact solution considers the entire transformed domain as uniformly porous. The latter provides greater freedom for the movement of the ground water.
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Figure 5.43: Pipe inner wall heat flux and Nusselt number for different intrinsic permeability values. Heat flux is shown for different orientations of the pipe wall.

The 2D Ansys Fluent model from Chapter 4.6 was run for 100 days at the following intrinsic permeability values:

- none ($\kappa=0 \text{ m}^2$).
- medium ($\kappa=1.3\times10^{-10} \text{ m}^2$).
- high permeability values ($\kappa=1.3\times10^{10} \text{ m}^2$).

The purpose was to see if a better match with the measured values could be achieved when including natural convection heat transfer. Figure 5.44 shows the difference between measured and calculated temperatures in vertical direction above and below the pipe. For the transient case, increased natural convection gives higher heat transfer rates through the lower part of the pipe, while simultaneously reducing the heat transfer rate through the top of the pipe. This results in a minor improvement of the fit to the measured temperatures in the soil below the pipe with convective heat transfer. The same, but opposite trend is seen for the soil temperatures above the pipe close to the wall. The natural convection can explain only to some extent the difference between the model and measurements. The higher intrinsic permeability does decreases further the temperature deviations at the top and bottom measurement locations near the pipe wall. The additional convective heat transfer also results in calculated soil temperatures significantly lower than the measurements closer to the soil surface. The results also show a reducing trend in the temperature deviations with time. It could be interesting to extend the simulations for a longer duration in to see if this trend continues. Other possible causes may contribute to the noted soil temperature asymmetry between the four radial directions. Alternative explanations are that the actual permeability of the sand surrounding the pipe is much higher than the estimated value or that forced convection plays a more significant role than estimated. Higher water flow rates close to
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the wall due to channelling (porosity of the sand in contact with the pipe wall can be larger than the bulk value) can also play a role. Erosion along the pipe wall, wash out of fine particles and reduced packing of sand below the pipe can all be contributors to local higher porosity underneath the pipe.

![Graphs showing temperature deviations](image)

**Figure 5.44:** Temperature differences between model calculation and measurement for three cases of convection heat transfer in the sand [45].
5.8 Verification: long term comparison of heat transfer model performance

The flow model of the first 12 km of Europipe 2, as shown in Chapter 4.3 was run with the external heat transfer models from the parametric studies. The reason for choosing this particular part of the pipeline is that the pipeline section has a large burial section, overall high gas temperatures, and large gas temperature fluctuations. As seen in the parametric model studies, the pipe flow is most sensitive to the heat transfer model at the first buried part. For the steady state heat transfer model, the initial $U$ values are based on the burial depths of the pipeline as derived from survey data. The $U$ values have been adjusted to obtain the best overall match between calculated and measured pressures and temperatures. For the 1D radial unsteady model, the initial $U$ values have been used to determine the equivalent soil radius for each pipe flow calculation element, based upon the actual burial depth (using Equation (2.19)). Subsequently, the soil thermal diffusivity and thermal conductivity were fine-tuned to obtain the best match between calculated and measured values. The models are run using SCADA based real inlet gas temperature and mass flow rates as inlet boundary conditions. The gas pressure at the valve station at KP12 is used for the outlet boundary conditions, shown in Figure 5.45. The one-minute resolution SCADA data was treated for missing records and outliers, and subsequently smoothened using a Savitsky-Golay filter, applying a linear fit over a span of five consecutive data points. In this way, the temporal resolution of the input data is similar to that of the measurements (logged at five-minute time step). The data starts at the 28th of April 2013 and ends on the 28th of April 2014. At the ambient boundary condition, the measured air temperature at Bokn and the seawater temperature from the Norkyst 800 model were used.

![Figure 5.45: Pipeline model, boundary conditions and measurement locations.](image_url)
5.8.1 Comparison of 1D steady and 1D radial unsteady heat transfer model

Using the 1D steady and 1D radial unsteady heat transfer models, the calculated inlet pressure and pipe skin temperature at Bokn (KP6.8) are compared to the measurements. Figure 5.46 shows the inlet pressure deviations for both heat transfer models.

Figure 5.46: Inlet pressure deviations (calculated minus measured) using the 1D steady (top), and 1D radial unsteady (middle) heat transfer models. The relative difference in inlet pressure between the two models is also shown (below).
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A systematic inlet pressure deviation of 0.15-0.2 bar is seen with both models. This systematic deviation can be removed by tuning the model; a well-known way to do this is by tuning the pipe roughness, as discussed in Langelandsvik [8]. Occasional larger deviations occur. The peak values in the difference between calculated and measured pressure occur at the same time with both models and are of similar magnitude.

Figure 5.47 shows the inlet pressure development during four large inlet transients.

**Figure 5.47:** Peak differences in inlet pressure (days 207, 208, 316 and 341).
The peak differences in inlet pressure occur during quick drops in inlet pressure and are due to different rate of change between the measured and calculated inlet pressure. The
peak variations in inlet pressure are of short duration, typically between five to ten minutes. During a pressure drop event there are two distinct periods noticeable; in the first period the calculated inlet pressure drops at a faster rate compared to the calculated pressure, in the second period the rate of change reduces to below that of the measurement until the measured and calculated pressures match again at the end of the pressure drop. It is not clear what causes this difference in pressure response; likely candidates are hysteresis in the pressure measurement instruments, the collection and treatment of the measurement data (timing mismatches, interpolation, and averaging of the SCADA data) or a limitation of the flow model. The results however do show that the differences in inlet pressure response between the two heat transfer models are not significant. A similar pressure difference can be seen in the verification of flow model for the entire 650 km long pipeline in Helgaker, Oosterkamp and Ytrehus [37]. In this work, a similar deviation between measured and modelled inlet pressure is seen with both heat transfer models, and, the pressure differences are somewhat smaller with the 1D radial unsteady model. Further investigation into the cause of these pressure differences were considered beyond the scope of this work.

Figure 5.48 shows the deviations between calculated and measured outer pipe wall temperature (pipe skin temperature) at the measurement location. In contrast to the pressures, the 1D steady heat transfer model results in much larger temperature errors compared to using the 1D radial unsteady model (14 K versus 2 K). The results support the findings from the model study of Chapter 5.2.1; correct calculation of the gas temperature during transient flow is much more sensitive to the choice of the heat transfer model than the gas pressure. This is also in accordance with the results shown in Chaczykowski[35] and Helgaker et al [37]. Omitting heat storage in the heat transfer model leads to large gas temperature deviations during transient flow characterized by quick gas temperature fluctuations. The gas temperatures at the model exit (KP12.2) show a similar difference between the two heat transfer models. The results further show that the peak gas temperature errors occurring with the 1D steady heat transfer model correlate strongly with the inlet mass rate and temperature extent and rate of change. The quicker and larger the inlet flow changes are, the larger the deviations between the calculated and measured pressures and temperatures.

The choice of the heat transfer model has thus a significant effect on the accuracy of the gas temperature calculations during transient flow boundary conditions. Figure 5.49 shows the calculated gas temperature at the measurement location and the end of the pipeline. Compared is the gas temperature response at both the measurement location (KP6.8) and the model outlet (KP12) with both heat transfer models. The gas temperature response to an inlet mass rate transient occurs much faster when using the 1D steady model, compared to the 1D radial model. This is in good agreement with the results of the model studies in Chapter 5.2.1. A more gradual gas temperature response to a sudden drop in inlet mass rate is seen with the 1D radial unsteady model, resulting from transfer of stored heat in the pipe wall and surrounding soil to the gas at high rates.
Figure 5.48: Pipe outer wall temperature deviations (measured minus calculated) using the 1D steady (top) and 1D radial unsteady (middle) heat transfer models. The relative difference in pipe outer wall temperature between the two models is also shown (below).
The heat transfer response to the inlet transients is shown in detail in Figure 5.49.
In response to the inlet transient, the gas temperature drops. Using the 1D radial unsteady model, the thermal energy stored in the pipe wall and surrounding soil results in higher instantaneous heat transfer rates over the pipe inner wall to the gas. This reduces the rate of the gas temperature drop compared to the 1D steady model. As seen in the parametric model studies, the heat transfer rates in response to a gas temperature change are an order of magnitude smaller when using the 1D steady model. Figure 5.50 further illustrates the difference in heat transfer rate over the pipe wall at the measurement site for the two external heat transfer models. The first 100 days of the one-year simulation are shown. For comparison, the estimated heat transfer rates using the measurement data (as described in Chapter 3.4) are included. The results clearly show the underestimation of the heat transfer rates during transient flow conditions using the 1D steady model, and that the 1D unsteady radial model results in heat transfer behaviour similar to the experimental results.

![Figure 5.50: Inner pipe wall heat transfer rate obtained with both models at the measurement location. The calculated values from the measurements from Chapter 5.3.5 have been included.](image)

The performance of the 1D radial model is further demonstrated in Figure 5.51, showing the gas temperatures obtained with the model during the first 100 days of the simulation. Figure 5.51 also shows the experimentally determined gas temperatures, obtained from the soil temperature measurements as show in Chapter 3.4. It can be noted that there is a general good agreement between the two temperatures, also during the quicker and larger fluctuations. Only at the local minima of the larger drops in gas temperature there is a noticeable difference. A part of the difference may be explained from the method of estimating real gas temperatures. An underlying assumption is that there is a thermal steady state in the pipe wall in between every measurement, resulting in small differences when the heat transfer changes direction. The temperature differences at the end of the temperature drops are of the same magnitude as shown in Figure 5.48, showing calculated and measured pipe wall temperature. This is a good indication that the gas temperature estimation with the second method (Chapter 3.4) is
reliable. This bolsters the observation that the use of the 1D radial unsteady model still results in a noticeable gas temperature error during large and quick gas temperature fluctuations.

![Figure 5.51](image-url)

**Figure 5.51**: Comparison between the measurement estimation and the calculated gas temperatures using the 1D radial unsteady model.

The soil property measurements, shown in Figure 5.28 and Figure 5.29, have occasional changes in soil thermal properties. There can be identified two major property changes in the sand surrounding the pipe (summer 2013 and summer 2014). The simulation with the 1D radial unsteady model was extended to the autumn of 2014 to check the correlation between the thermal properties and the gas temperature error. The results did not show a marked effect of the variation of the soil thermal properties on the gas temperature deviation.

### 5.8.2 2D unsteady ambient model

The final assessment was to verify the result from the model studies that a 2D unsteady model results in similar heat transfer behaviour as the 1D radial unsteady model. For this purpose, the pipe calculation element (further to be referred to as pipe element 35) representing the measurement location at Bokn is coupled to a 2D FLUENT thermal domain (as described in Chapter 4.2.3) replacing the equivalent one dimensional radial domain. Upstream and downstream of the measurement location, the coupled pipe flow and thermal model are further exactly the same as the 1D radial unsteady model. In the 2D heat transfer model, the thermal properties according to Table 11 are used. These values are the same as used in the 1D radial unsteady model and provide the same steady state $U$ value for the 2D unsteady and 1D radial model ‘slice’ at the measurement location.
Table 11: Thermal properties used in the 2D model of the measurement location.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thermal conductivity (W/m·K)</th>
<th>Thermal diffusivity (m²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipe steel</td>
<td>45</td>
<td>1.3·10⁻⁵</td>
</tr>
<tr>
<td>Outer coating</td>
<td>0.38</td>
<td>0.3·10⁻⁶</td>
</tr>
<tr>
<td>Soil</td>
<td>1.6</td>
<td>0.66·10⁻⁶</td>
</tr>
</tbody>
</table>

The lower edge of the 2D domain has a Dirichlet boundary condition (280.6 K). The left and right vertical boundaries have Neumann boundary conditions (\(dT/dx=0\)). The top of the soil domain is forced to follow the air temperature (as is the case with the 1D radial model). The model is run with one-minute time steps.

Figure 5.52 shows the calculated heat transfer rates versus the measurement derived values at the measurement location. The use of a 2D unsteady heat transfer model at pipe element 35 does not significantly change the inner pipe wall heat transfer rate. The effect upon the gas temperature at this pipe element (and further downstream) is negligible (<0.05 K). This is also the case with the inlet pressure and pressure at pipe element 35. There is an overall good match between the experimental and calculated heat transfer rate in response to the smaller flow transients. The results do show an increasing difference in heat transfer response with the larger gas temperature changes. The experimental values are time-delayed and do not reach the same peak values during the larger drops/increases of the gas temperatures.

Figure 5.52: Inner pipe wall heat transfer rate shown during three day time period. Comparison between 2D unsteady, 1D radial unsteady heat transfer model and estimated rates using soil measurements and method 2 from Chapter 3.3.

Figure 5.53 shows the development of the measured and calculated soil temperature profiles at different radial distances and directions from the pipe wall. For both models, the general trends in the calculated soil temperature profiles are qualitatively similar to each other and the measurements. For the measurements close to the pipe wall (2 cm) at the three principal locations (top-12 o’clock, right hand side-3 o’clock, and below-6 o’clock),
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o’clock), there is a distinct difference in temperature level between top and bottom. This
temperature difference is not reproduced by the simulations. Close to the pipe wall (2
cm distance) the difference in the calculated values are small and overall higher than the
measurements. Below the pipe, this can be as much as 1.5 K. These differences between
measured and calculated temperatures are reduced at the local minima of the gas
temperature.

![Graph showing soil temperature profiles](image)

**Figure 5.53:** Development of soil temperature profiles at radial distance from the
pipe. The actual measured values are also shown.

The measurements at 20 cm radial distance from the pipe wall show a better match with
the calculations with using the 2D unsteady model. The measured temperature below
the pipe is at this radial distance higher than above the pipe. This is in accordance with
expectation. The fit between the 2D model and the measurements is worst at the right
hand side of the pipe. The measurements also show that damping of the temperature
fluctuations in the radial direction above and to the right of the pipe is larger than in the
Results

radial direction below the pipe. This is to a lesser extent the case for the 2D unsteady model. The 1D radial unsteady model provides a single value for the pipe wall heat transfer rate. In reality, the measurements show that the heat transfer rate varies along the perimeter of the wall. The 2D unsteady model more accurately captures this. The calculation results show that there are differences in the heat transfer rates through the upper and lower part of the pipe wall. These differences are not increasing during the rapid gas temperature changes. This is shown in Figure 5.54.

![Figure 5.54: two dimensional inner pipe heat transfer: heat flux through top, side and below locations compared to line integrated heat flux at pipe inner wall (using 2D unsteady FLUENT model).](image)

The 2D nature of the temperature profiles thus does not influence the line integrated pipe inner wall heat transfer rate significantly. The resulting heat transfer response of the 1D radial unsteady model can in such a case be expected to be very similar to that obtained with the 2D unsteady model, providing the heat transfer is dominated by heat storage in the pipe wall and the soil over a short radial distance from the pipe wall.

### 5.8.3 Sensitivity for thermal properties and boundary conditions

The flow model of Europipe 2 with the 1D radial unsteady heat transfer model was used to study the parameter sensitivities. The purpose was to gain an understanding of the importance of the other governing parameters of the heat transfer model. The 100 day duration simulations used a one-minute time step. The collected SCADA- and measured ambient temperature data were used as boundary conditions. For the seawater temperature, the values from the Norkyst 800 model were used. The main parameters are varied within bounds representative for the uncertainty levels they can have with the industrial models as used at Gassco AS. The parameter variation cases are shown in Table 12 and the results evaluated with respect to change in inlet pressure, the heat exchange rate at the experimental location (measurement site at Bokn), and the gas temperature and pressure at the experimental location and KP12.
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Table 12: Parameter variations

<table>
<thead>
<tr>
<th>Parameter variations</th>
<th>Symbol</th>
<th>Variations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ambient temperature ( (T_{amb}) )</strong></td>
<td>1</td>
<td>Measured air temperatures offset by + 2 K</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Measured air temperatures offset by – 2 K</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Use of daily normal air temperatures instead of real time air temperatures</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Use of measured soil surface temperature instead of air temperature</td>
</tr>
<tr>
<td><strong>Sea water temperature ( (T_{sea}) )</strong></td>
<td>5</td>
<td>Norkyst 800 model temperatures offset by + 2 K</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Norkyst 800 model temperatures offset by - 2 K</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Constant temperature of 280.15 K instead of Norkyst 800 temperatures</td>
</tr>
<tr>
<td><strong>Heat transfer model equivalent soil radius ( (r_e) )</strong></td>
<td>8</td>
<td>75% equivalent soil radius</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>125% equivalent soil radius</td>
</tr>
<tr>
<td><strong>Soil thermal conductivity ( (\lambda_{soil}) )</strong></td>
<td>10</td>
<td>75 % of nominal value</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>50 % of nominal value</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>200 % of nominal value</td>
</tr>
<tr>
<td><strong>Soil thermal capacitance ( (\rho C_p) )</strong></td>
<td>13</td>
<td>75 % of nominal value</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>50 % of nominal value</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>200 % of nominal value</td>
</tr>
<tr>
<td><strong>Inner film coefficient ( (h_i) )</strong></td>
<td>16</td>
<td>75 % of nominal value</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>50 % of nominal value</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>200 % of nominal value</td>
</tr>
</tbody>
</table>

Each of the output parameters were evaluated for the entire simulation period. For each case, the difference with the base case was calculated for the flow parameters. The statistical mean and maximum deviation of this difference were calculated. The results show that the gas pressure profile is not sensitive for the changes in the studied parameters (the differences are less than 0.04 bar at both the inlet and the experimental location). For each parameter change, the difference with the base case for gas temperatures, pressures and heat exchange rates all show identical trends.

Observed are two different time scales for which each parameter change affects pressure, temperature, and heat exchange rate. There is a long-term effect of a change for each parameter. This shows as a gradual change in the overall level of the difference to the base case. Superimposed upon this are larger fluctuations of short duration, coinciding with the larger changes in inlet mass flow rate and inlet temperature. For each parameter change, these fluctuations occur at the same moments in time, and are in most cases of similar shape, although overall levels and sign differ. In Figure 5.55, the pipeline gas conditions at the inlet are shown together with the effect on the gas temperature at KP12 for a selection of the most sensitive parameters. The results show a noticeable effect of all the parameters during the larger changes of the inlet mass flow rates and inlet temperature.
Figure 5.55: Above, inlet conditions of the pipeline. Below: difference in gas temperature at KP12 with selected changes of parameters.
Appendix I shows the inner wall heat transfer and gas temperature responses for each case. The maximum difference in gas temperature for the five largest peaks were determined as well as the average difference during the 100 day period. Figure 5.56 shows the average and peak differences in gas temperature at the experimental site for each case. The results show a similar trend at KP12 (Appendix I). The average values of the gas temperature differences (both at the experimental location and the exit) between each case and the base case reflect the effect each parameter has on the levels of heat transfer and gas temperatures at a longer timescale (several months). The most significant parameter here is the soil thermal conductivity followed by the seawater temperature. The other parameters do not influence the gas temperatures nearly as much. The reason the seawater temperature has a high influence is that the subsea sections at some locations are exposed, resulting in high overall heat transfer rates. When considering the peak differences, the soil thermal conductivity and seawater temperatures are still the most important parameters. Now also the thermal capacitance and the value of the inner film coefficient become significant. The parameter sensitivity also shows that the heat transfer during quick gas temperature changes is more sensitive to the value of the soil thermal conductivity than to the soil thermal capacitance.

![Figure 5.56: Average gas temperature difference and peak gas temperature difference between each case and the base case (at the measurement site).](image)

At the measurement site, the effect of applying a 2K offset to the air temperature, or using soil surface temperatures as boundary condition on the heat transfer rate and gas temperature is smaller. These results are in line with expectation; the measurement site is right after an exposed subsea section. Gas temperature here is dominated by the seawater temperature. In addition, the burial depth does not have a significant effect upon heat transfer rates during transient flow. This is in line with the observation that a
thin layer of soil around the pipe predominantly governs the heat transfer response to a quick gas temperature change. At the second location, KP12.2, five kilometres downstream of the measurement site, the residual effect of the seawater temperature on the gas temperature is much less. Soil thermal conductivity, seawater temperature level, and inner film coefficient values are still the dominating parameters for the peak differences. The sensitivity of the average gas temperature level for the ambient temperature level and the choice of soil surface thermal boundary condition is doubled at this location compared to the measurement location. For a significant longer section of buried pipeline, the effect the ambient temperature boundary condition on the gas temperature can be expected to be larger. A comparison with the sensitivity cases of Chapter 5.6.1 give very similar results, as shown in Figure 5.57. During the summer, a progressively increasing error in heat transfer rate is introduced by using the daily average of the measured air temperatures as boundary condition (compared to using measured soil surface temperatures). The effect on the calculated gas temperature downstream of the measurement site (KP12) in a periodic long term difference in calculated gas temperature of 0.05 K after 5 km of buried pipeline.

Figure 5.57: Difference in pipe wall heat transfer at experimental location and gas temperature at KP12 using the 1D radial unsteady model with air temperature.
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6 Discussion

The results are discussed in this chapter. The relation with relevant results published in preceding literature will be evaluated and the implications discussed.

6.1 The characteristics of rapid flow transients

The analysis of SCADA data of the experimental pipeline case shows that a typical mass rate transient at the inlet consists of a quick drop in flow rate, followed by a slow rise to a new steady mass flow rate level (saw tooth shape). In the majority of cases a change in mass flow rate is followed by an equivalent change in gas temperature, with some exceptions were the inlet gas temperature changes independently of the inlet mass flow rate; either following the mass flow, rate staying constant or showing an opposite trend. The parametric model studies were conducted with simplified step-wise approximations of both inlet mass rate and temperature transients. Studying only one transient parameter at a time allows to separate the effects and to study the pipe flow response. The results show that for both types of transients the gas temperature is affected by the choice of heat transfer model rather than the pressure. The extent and rates of change of the model transients are in the high end of the range observed with the real experimental case pipeline. The parametric model transients from Chapter 5.2 are therefore representative for the faster gas flow transients occurring in the system.

Fourier analysis of the inlet flow parameters does not show any significant periodic fluctuations. The viability to express the time varying inlet mass rate and temperature as a Fourier series is thus limited. This reduces the possibility to use exact solutions for the heat transfer problem with time dependent boundary conditions, as these are often limited to Fourier series of boundary temperatures.

6.2 The influence of the external thermal model on the accuracy of calculate gas pressure and temperature during transient flow

The results show that with transient flow conditions the choice of the external heat transfer model is far from trivial. The models that are compared are all based on the Fourier heat conduction equation. The 1D steady model is based on the one-dimensional steady form. The 1D radial unsteady model is based on heat conduction in cylindrical coordinates. The 2D unsteady model (FLUENT) is in essence a discretization of the 2D unsteady heat conduction equation.

The heat transfer response is significantly different with the 1D steady heat transfer model compared to the two unsteady heat transfer models. This is the case for both mass rate and gas temperature transients. The largest difference is in the temperature response of the gas inside the pipe. Using the 1D steady model, the gas temperature can deviate by over 10 K in response to a transient. Compared to the 1D steady model, the differences in temperature response between the 2D unsteady and the 1D radial unsteady heat transfer models are small. This is the case for both mass and temperature transients. The heat transfer behaviour of these two models was found to be similar.
independent of burial depth. The results show that only in case of a partial exposed pipe some differences in gas temperatures between the two unsteady models can be seen. Compared to the 1D steady model, these differences are still relatively minor.

Increasing the ramp time (rate of change) of the inlet transients reduces the relative difference in gas temperature response between the steady and unsteady models. The gas temperature response shows a higher sensitivity to the ramp time for a mass inlet change compared to an inlet temperature change. This is consistent with the gas temperature response to an inlet mass rate transient being rate of change dependent: the change in inlet pressure and the associated compression/decompression of the gas already inside the pipeline is much smaller with smaller rate of change of inlet mass rate. This effect of ramp time for both type of transients is as expected; the slower the rate of change, the closer the 1D steady model heat transfer behaviour is to that of the two unsteady models. The time scale of the transient needs to be close to the time the soil domain takes to go from one thermal steady state to another. Even for a shallow buried pipeline, this time scale is much larger than that of the gas temperature changes in response to the inlet transient conditions.

From the literature and the results shown in Chapter 5.2.1 and 5.8.1 it is clear that using the 1D steady heat transfer model can only provide accurate results when the pipe flow is very close to steady conditions. When the characteristics of the pipe flow become more transient, the accuracy of calculating gas temperatures and pressures reduces. In the work of Chaczykowski [35] the effect of the 1D steady versus 1D radial unsteady heat transfer model upon the calculated pipe flow parameters is demonstrated for a buried natural gas pipeline case. This pipeline case (D=1.38 m, H=1.5) is roughly comparable to the base case of the parametric studies from Chapter 5.2.1. This pipeline case is subject to rapid flow rate transients at the outlet. The results from the base case are comparable to those obtained by Chaczykowski [35]; the major difference between the two heat transfer models shows as a difference in the calculated gas temperature rather than in the gas pressures or flow rates inside the pipe. Nicholas [36] has done a similar comparison study of the 1D steady versus the 1D unsteady heat transfer model for several buried pipeline cases. Both inlet temperature and inlet pressure transients are studied. Primarily the development of the gas temperatures inside the pipe is considered and the effect on pipeline inventory. The pipeline diameter and burial depths are comparable to the base case and one-metre burial depth case of the parametric model studies. Again, the results presented are in good agreement. In both Helgaker [10] and Helgaker, Oosterkamp and Ytrehus [37], the effect of the heat transfer model is studied for the case of an exposed offshore pipeline with initial and final onshore buried sections. The effect of the 1D steady and 1D unsteady heat transfer models are compared for the same mass rate inlet transient as transient A in Chapter 5.2.1. The results are evaluated for the exit gas temperature. The gas temperature differences at the exit are similar to those obtained here (shown in Chapter 5.2.1). These results are verified in Helgaker [10] using a model of Europipe 2. The verification is done for the complete 650 km long pipeline, and during a limited period (four days). SCADA data is used and the effect of the heat transfer models is evaluated against operational gas temperature measurement at the pipeline exit. The findings of Chapter 5.6.1 are in good agreement with these results, both showing that the outlet gas temperature is sensitive
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for the choice of heat transfer model, but not the inlet pressure. During this four day period the mass rate transients are much smaller than some of these observed during the longer period of the model verification discussed in Chapter 5.1. In Helgaker [10] and Helgaker, Oosterkamp and Ytrehus [37], the evaluation of gas temperatures is at the pipeline exit after a long exposed offshore section. In this work, it is also evaluated at the end of the buried sections. The high heat transfer rate with the seawater masks much of the effect of the heat transfer model upon gas temperatures at the exit. For this reason, with the 1D steady model, the extent of the gas temperature deviations occurring during transient flow is underestimated when evaluated at the pipeline exit. All four publications do underline the necessity to include heat storage in the heat transfer model to accurately calculate gas temperatures during transient flow and the improvement that is obtained with the 1D radial unsteady model compared to the 1D steady model.

The sensitivity for the heat transfer model parameters were studied with the 1D radial unsteady model. The results show no significant sensitivity of the gas pressure to a change in the parameters of the heat transfer model. The gas temperature responds in two distinct ways to parameter changes. Firstly, there is a modest change in overall gas temperature level. This is occurring on a longer timescale (months to years). Secondly, there is a large temporary gas temperature deviation during rapid changes in gas temperature. These are occurring with the major inlet transients. The parameter sensitivity is highest for the soil thermal conductivity. A change in overall seawater temperature levels also has a significant effect. Changes in equivalent soil layer, thermal diffusivity and inner film coefficient all have smaller effect on gas temperatures. The deviation of the gas temperatures during a quick transient was found to be as high as 1.7 K when halving the soil thermal conductivity. The parameter sensitivities are in good agreement with those reported in Helgaker [10]. The soil thermal conductivity and seawater temperature were found to be the most sensitive parameters for the gas temperature (varied parameters are soil thermal conductivity, heat capacity, burial depth, burial length, air temperature and seawater temperature). The sensitivity of the gas pressure to the parameters was also Helgaker [10] found to be small.

The effect of the inner film coefficient must be noted here. During some transients, changing the inner film coefficient by 50% resulted in a gas temperature difference of 0.8 K. Even a change of 25% was found to result in temporary differences as large as 0.4 K. The Dittus-Boelter correlation is used to describe the heat transfer from the turbulent gas flow to the pipe inner wall. In the original paper from Dittus and Boelter [18] the data used as basis of the correlation shows a large spread. According to Winterton [20], the original correlation also uses two different coefficients; 0.0243 for cooling and 0.0265 for heating the fluid that are different from the coefficient of 0.023 (Equation 2.14) introduced by McAdams [19]. As discussed in Langelandsvik [8], during steady state flow, the value of the inner film coefficient is so high compared to the overall heat transfer coefficient that the uncertainty of this do not change overall heat transfer rates significantly. With an unsteady thermal model and quick changes in gas temperature, the instantaneous heat flux at the pipe inner wall is so large that the inner film coefficient starts to be a sensitive parameter. This will particularly be the case with during a large drop in mass flow rate. The value of the inner film coefficient will then be relatively low (it is directly correlated to the Reynolds number of the flow).
Discussion

while the heat transfer rate is highest. Another issue is that the Dittus-Boelter correlation uses the isobaric specific heat (in the Prandtl number) to calculate the film coefficient representing the wall heat transfer between the pipe wall and the turbulent gas. The pipe flow calculations use an energy equation based on internal energy and therefore uses the isochoric heat capacity. It would be interesting to explore if any differences occur with use of an energy equation based on enthalpy, and if a theoretical formulation for the film coefficient can be derived that is consistent within the framework of one dimensional pipe flow rather than the experimental value based correlation used today.

As discussed already in the previous chapter, the unsteady heat transfer models allow for heat storage of the wall and surrounding soil layers. The soil around the pipe has a combination of low thermal conductivity and high thermal capacitance. At the time scales of the gas temperature fluctuations, the soil domain has a low Fourier number, even when considering heat transfer over very small distances; the heat transfer regime is dominated by heat storage. A gas temperature change inside the pipe results in an immediate heat transfer at the pipe inner wall. Dependent on the direction of the heat transfer, heat is either stored in, or released from the pipe wall and surrounding soil at a high rate. This dampens the gas temperature response in the pipeline compared to the 1D steady model. The resulting difference in gas temperature in turn alters the gas density and thus the gas velocity. At operational pipeline pressures, the sensitivity of the gas density for temperature changes is small. The gas density affects the pressure and gas velocity changes through the value of the friction factor, which is an implicit function of the Reynolds number of the flow, and the change in hydrostatic fluid forces. With only minor gas density and velocity changes in response to a noticeable gas temperature change, the resulting gas pressure change will also be small.

The data from the soil measurements validate that the heat transfer response to quick gas temperature changes obtained with both of the unsteady models is very close to the real case and that the 1D steady model severely under-predicts the heat transfer rates between gas and ambient.

Another interesting aspect of the results is that the heat transfer behaviour of the 1D radial unsteady and 2D unsteady model is so similar for the burial cases considered. This is fortunate, because it allows the use of the easier to implement and less calculation intensive 1D radial unsteady model. Some interesting observations are made regarding the underlying causes of this:

- The thermal capacitance ($\rho C_p$) of the pipe wall and surrounding soil is an order of magnitude higher than that of the compressed natural gas inside the pipe. The thermal capacitance of the pipe wall is around $3.5 \times 10^6$ J/m$^3$K, and $2 \times 10^6$ J/m$^3$K for the soil. Natural gas at pipeline conditions (100-200 bar and 273.15-303.15 K) has a thermal capacitance of $0.2-0.8 \times 10^6$ J/m$^3$K. There is thus a lot of capacity to store/release thermal energy in the pipe wall and soil compared to that of the flowing gas.
- The Fourier number of the soil layer around the pipe is very small. In response to a rapid gas temperature change the soil will store/release the
heat rather than conducting it further out through the soil. The time to a new thermal steady state in response to a boundary temperature change for even a thin soil layer is much larger than the time scale of the gas temperature transient.

- The thermal diffusivity of the soil is very low, thus it takes a long time for heat to diffuse through the domain. Changes at the boundary take a long time to spread throughout the domain and the temperature rate of change becomes progressively smaller with increasing distance from the boundary. With the inner boundary (the pipe inner wall) being cylindrical and with sufficient burial depth the transient heat transfer in radial direction through the soil close to the pipe will be similar in all directions. At further distance from the pipe wall, the attenuation of temperature fluctuations depends on the radial direction. Both the model and experimental results show that this does not have a significant effect upon the inner pipe wall heat transfer and the resulting gas temperatures.

- The experimental results also confirm that heat transfer response to the quick gas temperature changes are occurring predominantly in the pipe wall and the surrounding thin layer of soil. Most of the gas temperature transients that occur on a time scale of ten hours or less have attenuated within the first 50 cm distance from the pipe wall.

For a different combination of pipeline fluid and ambient medium, the balance between the thermal properties could be less favorable and the heat transfer difference between the 1D radial unsteady and 2D unsteady model larger. This has not been investigated further in this work.

### 6.3 Ambient boundary condition

Often the external heat transfer models assume an isothermal boundary condition at the soil surface, using the ambient air or seawater temperature to set the boundary temperature. For the experimental case, the isothermal assumption is valid; the differences in measured temperatures at various distances from the pipe location do not show systematic differences due to the presence of the warm pipe. The experimental results do show large differences between the air temperature and soil surface temperature. The results of the investigations presented in Chapter 5.6.1 show that the use of air temperature as boundary condition has a small but noticeable effect upon the heat transfer. Ideally the full surface energy balance should be used in the heat transfer model but this not the most practical solution for industrial real time models. Using measured soil surface boundary conditions leads to almost as accurate calculation of the of the soil thermal profiles. The results do show that with the latter boundary condition, a minor over-prediction of temperatures in the upper soil layer during the summer (< 1 K) occurs. A possible cause of this is the omission of heat transfer associated with soil moisture transport and evaporation at the soil surface in the model. The results show that this does not influence the accuracy of the temperatures lower down in the soil. Using measured air temperature as soil surface boundary condition results in a time varying error in the pipe wall heat transfer. These errors are significant when compared
to the average heat transfer over longer periods of time (10-15%), but are small in relation to the peak heat transfer rates occurring during quick gas temperature fluctuations. The results of the sensitivity studies with the verification model (first 12 km of Europipe 2) using the 1D radial unsteady heat transfer model further support the relative importance of the thermal boundary conditions. The difference in pipe inner wall heat transfer, using measured air temperature versus measured soil surface temperature for the boundary condition shows similar results. For the 5 km long buried section, the long-term gas temperature error is 0.05 K, with peak values of 0.15 K during quick gas temperature changes. This effect should thus be accounted for pipelines with significantly longer buried sections.

The results of the surface boundary condition further show that using daily averages of the measured air temperatures does not reduce further the accuracy of the heat transfer calculations. For the Gassco online models, air temperature data retrieved from meteorological stations are used to define the upper soil boundary condition. In some cases, the historical air temperature data is used. Using monthly normal temperatures does lead to additional inaccuracy of the heat transfer calculation. The use of a convective boundary condition at the soil surface (using a heat transfer coefficient between the soil surface and air temperature) does not have a significant effect upon the pipe wall heat transfer and will not solve the basic problem of using the air temperature. To obtain on average higher soil surface temperatures during the summer months, a negative, and non-physical, heat transfer coefficient is needed. Using a time varying offset, as suggested by Nofziger and Wu [84], is only viable if the year to year variation in air temperature is small. At the measurement location, the variation of the temperature in relation to the day normal is at least as high as the averaged differences between the air and soil surface temperatures. No improvement is therefore to be expected from such a method.

6.4 Ability to represent the effect of the annual ambient temperature cycle

The diffusion of the surface temperature deeper down into the soil attenuates and phase delays its cyclic variation. Particularly the annual ambient temperature cycle is still noticeable at pipeline burial depths and influences the inner pipe wall heat transfer rates. In this work, the ability of the external heat transfer models to capture this effect, and the resulting effect on calculated gas temperatures and pressures was evaluated. The results show that the both the 1D steady model and the 1D radial unsteady model cannot properly account for this, where the 2D unsteady model can. Differences in the heat transfer errors with the 1D radial unsteady model are generally 30% less than those with the 1D steady model. For a typical gas export pipeline, this has a minor effect on the calculation of gas temperatures. The gas pressures are not noticeably affected. The smallest errors occur for the case of a large diameter pipe buried in soil with low thermal conductivity and, with small amplitudes of the ambient temperature cycle. In the scope of this work, no viable solution was found to adapt the 1D radial unsteady model to obtain the same heat transfer behaviour as the 2D model in response to an annual cyclic soil surface temperature. The periodic steady approach of Barletta et al. [43] was found to give a much better match of the resulting heat transfer rates to those
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of the 2D unsteady model. The drawback of this model is that it assumes that the gas temperatures are relatively constant over time, and that the heat transfer rate is still described using an overall heat transfer coefficient (although with a time dependent sine shaped component). The heat transfer related to quick gas temperature changes is not accurately calculated with this model, as is the case with 1D radial unsteady model. For practical purposes one would prefer to use the 1D radial unsteady model, due to its good performance with respect to transient flow, and the overall small temperature errors. The parameter sensitivities do show that for other pipeline configurations, the heat transfer and resulting gas temperature errors can be sizeable. This is especially the case for small pipe diameters, high soil thermal conductivity, and large amplitude of the ambient temperature cycle. For such cases, as a suggested possible approach is to make a hybrid model combining aspects of the 1D radial unsteady model and the Barletta model, instead of using the 2D unsteady model. The concept of the hybrid model is to use the 1D radial unsteady model only for the pipe wall layers and a surrounding thin layer of soil to capture only the heat storage occurring during quick gas temperature changes. The soil surface temperature outer boundary condition of the 1D radial unsteady model is replaced by an energy boundary condition. The Barletta model can be used to provide the input for the energy boundary condition of the 1D radial model. The radius in the Barletta model is set equal to the outer radius of the 1D radial model. The thickness of the soil layer can in this hybrid model be used as tuning parameter to reduce the overall error of the gas temperature. This still untested.

6.5 Soil thermal properties

The parametric model and sensitivity studies demonstrate the importance of the soil thermal properties for the heat transfer problem and the correct calculation of the flow. This is both the case for the heat transfer response to the gas temperature transients induced by the flow transients and the time delayed propagation of the annual ambient air temperature cycle into the soil. Particularly soil thermal conductivity was found to be an important parameter; when flow conditions results in quick changes of gas temperature, changing the value of the soil thermal conductivity affects the gas temperature significantly. The value of the thermal capacitance is also important, although not to the same extent as the thermal conductivity. The same is the case for the heat transfer response to the annual ambient air temperature cycle. The agreement between the modelled soil thermal properties, measured values of soil samples and the long term onsite measurement is quite good. The continuous soil property measurements at the experimental site show that the thermal properties of both the fill sand in the ditch and the clay-like soil follow the soil moisture content. The relationship between soil moisture content and thermal properties is qualitatively similar to that obtained with the measurements on the soil samples. The measurements of soil humidity and thermal properties in the clayey soil show relatively continuous values over time, with variations within 10%. The thermal properties and soil humidity measurements in the sand surrounding the pipe are mostly constant over time. Only during the summer of 2014, there is a significant change in soil humidity, but only at the side of the pipe. The measured thermal properties at this location show a larger coinciding change. These results do indicate that thermal properties in the sand are not
Discussion

always constant over time. The measured soil thermal profiles can be quite accurately reproduced with the measurement site 2D model, using constant values for the soil thermal properties. The match between the Europipe 2 verification model and the measurement based pipe inner wall heat transfer rates and gas temperatures, using constant thermal properties show a good agreement. For the measurement period, the thermal conductivity and diffusivity are more than 10% different from the mean value during two occurrences. The effect of these occurrences upon gas temperature was not found to be significant with the verification model.

6.5.1 The role of soil moisture in gas to ambient heat transfer

In the standard external heat transfer models heat conduction is assumed the only mode of heat transfer. As discussed above, the soil moisture content affects the soil thermal properties. Movement of the moisture through the pores can also influence the heat transfer through forced and natural convection. The grain size measurements show that the clay at the experimental location has high mud content, restricting flow through the pores. The resulting low intrinsic permeability of the clay indicates that heat transfer due to soil moisture migration will be negligible. The measured intrinsic permeability values of the sand inside the ditch are within a wide range due to the uncertainty inherent in the measurement method. The measured values at the top of the range were high enough to suspect a contribution from convection heat transfer. This was investigated by model analysis. The results show that at the lower value there is no noticeable contribution of convective heat transfer. This is both the case for forced convection due to the ground water flow under the pipe as well as natural convection. At the upper value of the intrinsic permeability, the heat transfer contribution from ground water flow is still minimal, but natural convection becomes significant.

Adding natural convection heat transfer to the heat conduction 2D model from the experimental location does not significantly improve the fit to the measurements. There are therefore other sources of uncertainty underlying the deviations between modelled and measured temperatures. A complete understanding of these causes was not obtained from the investigations. Only limited information is available regarding the local geology around the pipe. The type and distribution of soil components and their thermal properties below the pipe are largely unknown and can be another cause of the deviations. It will for example make a difference to assume if bedrock is present lower down in the soil domain or not. The temperature measurements being lower than modelled at the side and below the pipe could for example be related to the bedrock level locally being much higher than for the rest of the soil domain. Local ground water movement like springs and subterranean streams can also be a source of the deviations. For a pipeline thermal model, it is not realistic to obtain this level of detail knowledge about the conditions all the way along the pipeline route, nor is this easily implemented in an external heat transfer model.

In the available literature, the effect of natural convection is primarily assessed for steady state flow conditions. Heat transfer correlations exist based upon exact solutions. These can be used to enhance the 1D steady heat transfer model. Regarding the effect of
natural convection on the gas to ambient heat transfer, there is a reasonable agreement between the simulations and the approximated exact solution from Himsekhar and Bau [42]. Their exact solution predicts higher Nusselt numbers and quicker onset of the contribution of convective heat transfer at lower permeability values, but the overall trend is the same. For the 1D radial model, no extensions were found in the literature. In this study, the effect of porous media convection heat transfer upon the gas to ambient heat transfer could only get limited attention. How the addition of convective heat transfer to the heat conduction model affects the calculation of gas pressures, mass rates, and temperatures during transient flow was not studied systematically. How, and if, this can be represented in the 1D radial unsteady model is thus not clear. The same is the case for forced convection heat transfer due to Darcian flow of ground water. For the offshore sections of the pipeline ground water convection maybe an important aspect of the actual heat transfer problem. In case offshore sections are trenched, the trench could have been back filled with a porous medium. In some cases, offshore pipeline segments bury themselves due to sediment transport under influence of currents. In those cases, one can expect that the porous medium surrounding the pipeline will be water saturated. The flow patterns around the pipe in such case can be influenced by the residual wave action at the seabed (causing a periodical vertical pumping action of the water in the porous medium) or the effect of the tides. Forced convection due to Darcian flow of water in the soil around a pipeline, being primarily in vertical direction could have an additional dampening effect on the attenuation of the gas temperature fluctuations radially outwards from the pipe. This could possibly be emulated by using a smaller value for the soil thermal diffusivity in a ‘heat conduction only’ model. This is however at this stage speculation and requires further study.

With respect to soil moisture migration in vertical direction in the clay, the measurements show that there is a hydraulic gradient deeper down into the soil approaching saturation levels. The permeability of the clay is so small that downward movement of water into the clayey soil occurs on much larger time scale compared to the heat transfer and flow problem. This is supported by the good match between the calculated and the measured soil temperature profiles at ten meters lateral distance from the pipe wall, as shown in Chapter 5.7.1. The calculation model uses pure heat conduction heat transfer and constant thermal properties; significant vertical moisture migration would reduce the agreement of results.

### 6.6 Implications

Of the three external heat transfer models, the 2D unsteady model provides the best representation of the ambient heat transfer for a buried pipeline. This model provides the most correct spatial representation of the thermal domain. The 2D unsteady model also allows for physically more correct boundary conditions. The effect of soil layers/regions with different thermal properties also can easily be included. The effect of natural convection heat transfer in porous water saturated soil can be included with a porous media model as discussed in Chapter 4.4. The experience with the models used in the investigations is that where a 1D radial unsteady model uses minutes for calculating a certain case, the 2D unsteady model uses several hours. For real time
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operational control purposes, the 2D unsteady model is therefore not practical to use; the penalty on the calculation time is too large. The remaining uncertainty of other governing parameters, like soil thermal properties, local geology, and ambient temperatures is also large. These reasons limit the benefits of the 2D unsteady model over the 1D radial unsteady model regarding an accurate representation of the heat transfer. The results with the verification model show that the sensitivity for these parameters is significantly larger than for the choice between the 1D radial unsteady and 2D unsteady heat transfer model.

For transient pipe flow, the 1D radial unsteady model is thus the model of choice. The results show that this model results in a good trade-off between accurate representation of the soil heat transfer and model simplifications. The reduced computational effort outweighs the small errors introduced through the assumption of 1D radial heat transfer for a 2D geometry. The verification results show that the uncertainty in the other governing parameters can be so large that the 2D unsteady model will not provide an additional improvement on accuracy of flow calculation.

When the pipe flow conditions are very close to steady state, it is rational to use the 1D steady model. Near steady conditions occur when the time scales over which the changes in flow boundary conditions occur are at least on the same order of magnitude as the thermal time constant of the soil domain.
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7 Conclusion and outlook

When calculating pipe flow in large gas networks, certain assumptions and simplifications of the pipe fluid thermal model are necessary. In this thesis, the assumptions and simplifications related to the external heat transfer part of the thermal model were studied in detail for pipelines containing buried sections.

7.1 Conclusions

The largest improvement in the accuracy of transient pipe flow calculation is achieved by using an unsteady external heat transfer model instead of a steady model. The effect of on calculated gas temperatures of using an unsteady model unsteady of a steady model is an order of magnitude larger compared to the other governing parameters of the heat transfer models. The results further show that varying the choice of model, and the parameters, only has a minor effect on the pressure profiles.

The results confirm that replacing the 1D steady model with either the 1D radial unsteady or the 2D unsteady models leads to a major improvement in accuracy of calculated gas temperatures during transient flow conditions. The differences in calculated pressures were found to be comparably minor. The results further show that using the geometrically more correct 2D unsteady model does not provide a noticeable additional improvement over the 1D radial model for a buried pipeline. Only when the pipe is partially buried (partially exposed to air or seawater), do differences in heat transfer rates and resulting gas temperatures become apparent. These differences increase with higher values of soil thermal conductivity.

The difference in heat transfer between the three external heat transfer models can be explained through the effect of heat storage in the pipe wall and soil layers upon the inner pipe wall heat transfer response. The experimental results show high instantaneous heat transfer rates between the gas and the pipe inner wall in response to a gas temperature change resulting from transient flow conditions at the pipeline inlet. The two unsteady heat transfer models are shown to accurately reproduce this response, where the 1D steady model does not. Both unsteady models allow for both conduction and storage of heat in the thermal domain. This is not the case with the 1D steady model, giving at all times the steady state conduction heat transfer rate over the entire thermal domain. This results in heat transfer rates that are an order of magnitude too small during rapid fluctuations in gas temperature. The subsequent cooling/heating of the gas, as it travels further downstream in the pipeline, is underestimated, causing noticeable deviations in the temperature profile. The validity of the 1D steady model is therefore limited to flow scenarios where changes in inlet conditions (mass rates and gas temperatures) occur at time scales of several hours to days.

Of the three external heat transfer models, only the 2D unsteady heat transfer model can accurately predict the delayed effect on the gas-to-ambient heat transfer of the annual
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ambient temperature cycle. Both the 1D steady and 1D radial unsteady model cannot properly account for the attenuated and phase delayed effect on the gas-to-ambient heat transfer. The periodic steady heat transfer correlation from Barletta et al.\cite{43} was found to give a good agreement with the 2D unsteady model results. For the pipe and soil configuration typical for an export gas pipeline, both the 1D steady and 1D radial unsteady model result in a small, gas temperature error while the significance of this for the calculation of the pipe flow pressures is negligible. Sensitivity analysis of the governing parameters showed that the heat transfer errors increase with decreasing pipe diameter, increased soil thermal conductivity, and larger amplitude of the ambient temperature cycle. There are therefore other pipeline configurations where the effect on gas temperatures is significant.

The energy balance at the soil surface was determined both experimentally and by modelling. This can be captured in different ways by the boundary conditions used in the thermal models. The effect of different boundary condition approaches on the temperature development and pipe inner wall heat transfer was determined. The results show that for the studied case, using measured soil surface temperatures as boundary condition is almost as accurate as using the full energy balance. A small, time varying, error in heat transfer is introduced when measured air temperatures are used to describe the soil surface boundary condition. The effect of this on the gas temperatures is minor, but could be significant for pipelines with much longer buried sections. The time resolution of these measurements is not influencing the results noticeably. No differences were found between using temperature data at five-minute intervals, and daily averages. This error is larger when historic air temperature data is used. These results warrant the conclusion that the best practical approach is to use measured daily average air temperatures for the soil surface boundary condition.

A verification model was run with one year of experimental data. The 1D radial unsteady and 1D steady model were compared to each other and against the measurement data. Regarding inlet pressures, both models result in accurate overall calculations but during large inlet mass rate transients both models result in temporary pressure differences as large as one bar to the measurements. With both models, the occurrence and magnitude of the deviations are close to each other. Therefore, these differences cannot be attributed to the choice of external heat transfer model. The cause of these pressure deviations was not identified. Regarding gas temperatures and pipe inner wall heat transfer, the results confirm the poor performance of the 1D steady model under transient flow conditions. The results also show that there are still sizeable gas temperature deviations (~2 K) with the 1D radial model. These occur when the flow conditions are most transient. It is not quite clear what causes these differences. Parameter sensitivity of the 1D radial unsteady model shows that a parameter change results in a larger gas temperature change during the most transient flow events compared to when the flow is closer to steady state. The uncertainty in the model of the real soil thermal properties, burial depths, and ambient temperatures can thus be the cause of these deviations. During quick changes in gas temperature, the heat transfer rates are also sensitive for the value of the inner film coefficient. The results also show that soil thermal properties are important influencing parameters of the heat transfer model. The soil thermal property measurements at the experimental location show that
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in the sand around the pipe the thermal properties are mostly constant over time, but that occasionally a large change can occur in the sand surrounding the pipe. The results with the verification model do not show a clear correlation between these changes in thermal properties and the gas temperature deviations. The overall good fit between calculated and measured soil temperatures obtained with the 2D model of the experimental site, thus support the use of time constant thermal properties in the models.

For the experimental case, within the range of measured soil intrinsic permeability, the effect of both forced and natural convection upon gas to ambient heat transfer is small. This is bolstered by the overall good fit between calculated and measured soil temperatures obtained with the 2D model of the experimental site. This model considers heat conduction only. For pipeline cases with higher soil intrinsic permeability, the role of natural convection will play a significant role. The steady state simulation results of natural convection heat transfer are in agreement with the approximate solution from in overall trend but with lower overall values. This approximate solution of Himsekhar and Bau [42] can be used to extend the 1D steady model. How this can be further extended to the 1D radial unsteady model was not investigated in detail.

For a short period, the seawater bottom temperatures along the case study pipeline were measured. During the measurement period, there was a very good agreement between the measured seawater temperatures and the Norkyst 800 model data.

Both the parametric modelling and experimental results show that the best trade-off between complexity and functionality is achieved with the 1D radial unsteady model with constant thermal properties. Analysis of the soil temperature measurements of the experimental site shows that the heat transfer response occurs predominantly in the soil layer close to the pipe wall, supporting the validity of the assumption of 1D radial unsteady heat transfer. The experimental results show that the temporal development of soil temperature profiles around the pipe is asymmetrical. This does not affect the heat transfer rates significantly within the accuracy of the measurements and calculations. Small heat transfer errors are introduced when using the 1D radial unsteady model due to the incorrect attenuation and phase delay of the annual ambient temperature cycle. For a typical gas export pipeline case, the gas temperature errors resulting from this are small in comparison to the uncertainties in the governing parameters of the heat transfer model. For other pipeline configurations, this will have to be re-evaluated.

7.2 Outlook

Significant progress is made towards understanding of the influence of the external heat transfer model upon the accuracy of the pipe flow calculations during transient flow conditions.

The results presented here demonstrate that including the heat storage term in the heat transfer model contributes to improved accuracy of the pipe flow calculation under transient flow conditions. Using the 1D radial unsteady model instead of the 1D steady
model, results in a large overall improvement in the accuracy of calculated gas temperatures. Occasionally there still occur deviations of significant magnitude in calculated gas temperatures and pressures. These are in connection with rapid changes in the inlet boundary conditions. These remaining deviations may be due to the accumulative uncertainty in the other governing parameters. The results obtained so far do not indicate that the assumption of 1D radial heat transfer for an essentially 2D geometry contributes significantly to these errors. A systematic investigation into the cause of these remaining errors, and how they correlate to the inlet transients, should be undertaken. This could include a new verification of the accuracy of thermal property correlations of the gas. Of particular interest is to investigate the effect of the inner film coefficient. The used correlation for the heat transfer between pipe wall and turbulent gas flow is based on experimental data with a significant spread. In addition, there is an inconsistency; the isobaric heat capacity is used in this correlation, while the isochoric heat capacity is used in the energy equation for the flow.

More research is needed to increase the understanding of the influence of soil moisture movement upon the gas to ambient heat transfer, as this change the soil thermal properties and add convective heat transfer. The effect of soil moisture migration on pipe flow calculation during transient flow will be both relevant for buried pipes on land and subsea. A trenchd subsea pipeline will be surrounded by water saturated backfilled material. For the first part of an offshore pipeline route, with gas temperatures higher than the surroundings, natural convection heat transfer may also play a role. The varying water pressure at seabed level in shallow waters due to the effect of waves and tides can also be a cause of vertical water movement in the porous medium surrounding the pipe.
8 Summary of research articles

Article [a]


In this paper, the effect of a heat transfer model with soil heat storage upon gas flow calculation is studied. Compared are 1D steady versus 1D radial unsteady heat transfer models. The external heat transfer models are coupled to the flow through a term in the energy equation of the set of one-dimensional Navier Stokes equations describing the pipe flow. For a buried pipeline, the results confirm that the use a steady state heat transfer model leads to over prediction of the amplitude of quick gas temperature changes during transient flow conditions. The 1D radial unsteady model is shown to improve upon this. The results are compared against a pipe flow case from industry. In the paper, the observation is made that the 1D radial unsteady model leads to incorrect definition of the ambient boundary condition. In the one-dimensional external heat transfer model, the heat flow is assumed the same in all radial directions. One can achieve more representative boundary conditions with a two-dimensional model. The heat transfer rate from a two-dimensional model was calculated and shown to differ approximately 50% compared the 1D radial unsteady model. This can be improved upon by adjusting the assumed thickness of the soil surrounding the pipe in the 1D radial unsteady model.

Article [b]


The effect of different external heat transfer models on pipe flow calculation is investigated. Studied are steady, one-dimensional unsteady and two-dimensional unsteady models of the pipe wall and soil. Flow conditions at the pipeline inlet are varied. The effects of rapid changes in gas mass flow rate and temperature at the pipeline inlet are studied. The case presented is representative for export natural gas pipelines, containing offshore and buried sections along the route. Results are compared to experimental data from an existing export natural gas pipeline. The response to an inlet gas mass rate transient is shown to be different to that of gas temperature transient at the inlet. The results demonstrate that a steady state model of the ambient and soil cannot accurately represent the ambient heat exchange when rapid transients in the inlet flow occur. The reason is that inlet flow transients result in rapid temperature changes of the gas inside the pipeline. These can only be dissipated in the surrounding pipe wall and soil at a rate determined by the thermal resistance of the entire thermal domain. For both transients, the heat exchange during transient flow is underestimated. The unsteady models allow heat storage in the pipe wall and soil resulting in higher instantaneous heat exchange rates. This dampens the temperature response of the gas inside the
pipeline in response to the inlet transient. The results show that inclusion of the soil heat storage term in the heat exchange model has a large influence on the thermal accuracy of the calculated pipe hydraulic flow subject to an inlet flow transient. The effect on pressure calculation was found to be minor. The choice between a 1D radial versus 2D unsteady heat transfer model has a much smaller impact: for this case both models shows a similar response to the transients. Significant improvements in thermal calculation accuracy of transient pipe flow can be achieved by implementing a 1D radial unsteady heat transfer model of the soil instead of the currently used steady state model. The experimental results agree; the experimental verification demonstrates the improvement potential the 1D radial unsteady model has over the steady state model. The remaining temperature deviations are related to the peaks of the gas temperature inside the pipe in response to the inlet transients.

Article [c]


This paper deals with the numerical models for flow in high-pressure large diameter offshore pipelines. The paper describes the effect of different models that numerically solve the governing equations for one-dimensional compressible pipe flow using implicit finite difference methods. The pipeline model case has a diameter of 1 m and length of approximately 650 km. The effect of some key physical parameters are studied, the friction factor, equation of state and heat transfer model. The results show that the selection of the equation of state is important. The newer GERG 2004 is compared to the more traditional SRK, Peng–Robinson, and BWRS equations of state. The effect of using a unsteady heat transfer model of the pipeline and surrounding soil gives improved results for the calculated gas temperature in case of transient flow conditions. The flow model is validated by using a real pipeline case, showing that calculated gas temperatures noticeably improve compared to using a steady heat transfer model.

Article [d]


The impact of different methods for modelling heat transfer between a pipeline and the ambient is investigated. The differences in outlet temperatures between a steady and an unsteady heat transfer model are quantified, as well as the effects of simulating the annual oceanic temperature cycle over several years. A seasonal difference between measured and modeled outlet temperature is found. The results show that the absence of the heat storage term in the heat transfer model may only be a small contributing factor to this difference. Assuming the error is caused by inaccuracies in the ambient
temperature, the impact on the capacity is found to be between 0.1 and 0.5 %. By using an analytical model for partially buried pipelines instead of the typical model that assumes that pipelines are either fully exposed or fully buried, and by tuning the ambient temperature and the corresponding hydraulic roughness according to the outlet temperature in the steady-state simulations, increases the maximum capacity of three investigated pipelines by between 0.3 and 0.5 %. An 2D unsteady, heat transfer model was used to model the annual heat cycle in the soil surrounding a pipe. The results show that the annual temperature cycle in the ocean, is expected lead to a change in the gas temperature of approximately 0.3 K per 100 km of offshore buried pipeline, compared to using steady-state heat transfer between the gas and ocean. This indicates that incorrect modelling of the annual heat cycle in the soil surrounding a pipe can only give a minor contribution to the 1-2 K outlet temperature discrepancy seen in the three investigated subsea pipelines.

The results from the analysis of operational data, the 1D unsteady heat transfer model, and the 2D heat storage model indicates that there is a seasonal inaccuracy in the oceanographic sea bottom temperature data used as input to the pipeline simulations. This inaccuracy can be reduced by improving the oceanographic models, and by improving the input data to the oceanographic model.

Article [e]


The work presented here is studied the effect of the soil surface boundary on soil temperature profiles and the heat transfer between the ambient and the gas flowing inside a buried pipeline. Measurements were made of the radiation balance, key weather data parameters, and the temperature profiles in the soil near a natural gas pipeline. The soil heat conduction has been modelled with both one- dimensional and two-dimensional models. The measurement data was used to determine the soil energy balance and the heat transfer rates between the pipe and the soil. The numerical models were used to study the effects of different boundary condition assumptions upon the calculation accuracy of the soil temperature profile. The effect of typical simplifications of the soil surface boundary conditions upon the pipe-to-soil heat transfer rate was assessed thereafter. The best prediction of the soil temperature profile is obtained by using measured soil surface temperature as boundary condition, or the full surface energy balance. A reduction in predictive accuracy occurs by using simpler boundary conditions. Forcing the top node of the model to follow the ambient air temperature provides reduces the accuracy of the temperature predictions significantly in soil surface and to a lesser extent deeper down in the soil. Using daily or monthly averaged values of the measured air temperature does not change this accuracy significantly. For the pipe-to-soil heat transfer, simplification of the boundary conditions shows a difference in the long term, ‘near steady’ level heat transfer rates. Using the ambient air temperature as soil boundary condition instead of the measured soil surface temperatures resulted in a maximum difference of 16% in pipe to soil heat transfer for our model.
Summary of research articles

Article [f]


This work presents a study on the soil heat transfer from a buried natural gas pipeline. An export gas pipeline from Norway to the continent was subject to detail investigation. The aim was to improve the understanding of the heat exchange with the surrounding soil. The spatio-temporal development of soil temperatures in response to the presence of the warmer pipe was both measured and modelled. The thermal and hydraulic properties of the soil were determined through experimental methods and physical correlations/predictive modelling. The pipeline and the surrounding soil were instrumented with an array of temperature and soil moisture sensors providing the in-situ measurements. A CFD model of the experimental set-up was developed, applying the achieved soil thermal properties and local geology. In the model, measured soil surface and pipe wall temperatures were used as time dependent boundary conditions. The transient development of the thermal regime of the soil surrounding the pipeline was compared to the actual temperature measurement values. The model was used to assess the validity of the commonly used assumption that conduction is the prevailing heat transfer model. The contribution of forced and natural convection heat transfer from ground water was also assessed. The results show that, given the thermal properties determined for the soil surrounding the instrumented section of the pipeline, a numerical calculation model using heat conduction only, can represent the soil temperatures accurately at some distance to the pipe. Close to the pipe wall, the predictions are less accurate. The role ground water plays in forced and natural convection was demonstrated and found to be of minor significance for the case at hand.

Article [g]


Correct modelling of external heat transfer in pipe flow is important for several areas of application. Examples are pipeline transmission of hydrocarbons or underground heat exchangers. In this paper, the case of non-isothermal, one-dimensional, unsteady, compressible pipe flow of natural gas is considered. The heat transfer between the gas inside the pipeline and the ambient is dependent on both the gas temperature fluctuations and the temperature variations at the upper soil boundary. Of interest is the heat transfer across the pipe wall and the effect of soil heat storage due to the annual ambient temperature cycle on this. In the study generic pipeline models are used. The models describe full one-dimensional, unsteady, compressible flow, coupled to an external heat transfer model. Four external heat transfer models are used. The first represent pipe and soil for each one-dimensional pipe calculation element as a two-dimensional (2D) cross-section in ANSYS Fluent. The second, simpler, model is a
discretization of the one-dimensional (1D) heat conduction equation in radial coordinates. The third model is a 1D steady model representing pipe and soil thermal domain as an overall heat transfer coefficient. The fourth model is an 1D periodic steady model. With negligible thermal gradients along the pipeline, the heat transfer problem has a 2D nature. It is expected that the 1D models cannot represent heat transfer accurately due to the 2D nature of the temporal development of the temperature profiles in response to the longer-term upper soil boundary temperature fluctuations. The errors introduced by using simplified external heat transfer models are evaluated for a range of key parameter values. The results show the sensitivity for the governing parameters as well as the resulting effect upon the gas temperature and pressure. The results show that using a 1D steady heat transfer model gives the largest heat transfer deviation. In comparison, the 1D radial unsteady model reduces the deviations by 1/3. The deviation magnitude is most sensitive for the pipe diameter, followed by the thermal conductivity and the temperature difference between gas and environment, and the pipe radius. The resulting effect on gas temperatures for the typical gas export pipeline case is 0.2-0.3 K over a 10 km buried length. The worst case pipeline scenario shows significantly larger gas temperature differences.
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Summary Transportation of natural gas through large diameter high pressure pipelines is modeled by numerically solving the governing equations for one-dimensional compressible viscous heat conducting flow. The heat exchange between the gas and the pipeline surroundings is modeled using two different approaches. In the first case a steady state heat transfer model is investigated. This is compared to an unsteady heat transfer model which accounts for heat accumulation in the ground. Comparison of the two models show that the steady state heat transfer model over predicts the amplitude of temperature changes in the flow. Also, during large transients, a significant difference in modeled pressure and mass flow rate is observed between the two models. The models are validated using operational data from an offshore natural gas pipeline.

Introduction
Gassco is a state owned Norwegian company responsible for the operation of a network consisting of 8000 km of high pressure large diameter natural gas pipelines on the sea bed across the North Sea. Natural gas is transported from the continental shelf to processing terminals on the Norwegian mainland. After the gas has been processed and unwanted components are removed, it is fed into long export pipelines and transported to continental Europe and the UK. These pipelines on the seabed can be up to 1000 km in length. The state of the gas is only known at the inlet and outlet. Between these points one has to rely on computer models to predict the flow conditions in the pipeline. An overview of the North Sea natural gas transport system which Gassco operates is shown in Fig. 1.

Gassco uses one-dimensional compressible flow models to simulate the flow of natural gas through their pipelines. These have several important applications which include designing, monitoring and operating natural gas pipelines. They are also used to predict the pipeline hydraulic capacity and are an important part of pipeline leak detection systems. Modeling the transmission of natural gas through high pressure pipelines involves finding the numerical solution to a system of initial valued partial differential equations representing continuity, momentum and energy conservation. These equations form a system of hyperbolic partial differential equations.

An overview of different numerical techniques commonly used to solve such a system of equations can be found in the base literature article by Thorley and Tiley [14]. These include the method of characteristics, finite difference, finite volume and finite element methods. Finite difference methods are the most commonly used methods to model unsteady flow in high pressure pipelines. Explicit finite difference methods are easy to implement, but allow only for small time steps due to the CFL stability criteria. Implicit finite difference methods are unconditionally stable and allow for large time steps. These are therefore often used in commercial tools. Implicit finite difference methods were used by Kiuchi [13], Abbaspour and Chapman [7] and Chaczykowski [9]. Kiuchi solves the isothermal model, which means solving the continuity and momentum equation to find the pressure and mass flow rate in the pipeline. For short
pipelines operating at low pressures it is admissible to assume an isothermal model. However, for large pipelines operating at high pressures one has to, as shown by Osiadacz [2], solve the non-isothermal model.

![Figure 1: Overview of the Norwegian natural gas transport system in the North Sea which Gassco operates. Figure courtesy of Gassco.](image)

Modeling the correct temperature in long subsea natural gas pipelines is of great importance when predicting the pipeline hydraulic capacity [5]. Calculating the correct temperature is quite complex as there are several different terms in the energy equation which have to be modeled in approximate ways. These include the change in internal energy, Joule-Thomson effect, dissipation term and the heat exchange with the surroundings. The temperature in the pipeline depends on several thermodynamic properties which are often calculated from a real gas equation of state. The sensitivity of the pipeline gas flow model to the selection of the equation of state was investigated by Chaczykowski [8]. Modeling the heat transfer between the gas and the pipeline surroundings for offshore pipelines has typically been done by using a total heat transfer coefficient [6]. The heat transfer coefficient is found from a combination of three steps and consists of heat transfer between the gas and the inner pipeline wall, transfer through the pipe wall and transfer between the surrounding and the outer pipe wall. This is a steady state process and does not allow for heat accumulation in the ground surrounding the pipeline. In the article by Chaczykowski [9] the effect of an unsteady heat transfer model, where heat accumulation in the ground is taken into account, is investigated. This model was compared to a traditional steady state heat transfer model. It was found that a steady state heat transfer model overestimates the amplitude of the temperature changes in transient flow. The unsteady heat transfer model was only investigated for on-shore pipelines buried under the ground. Also, the inlet pressure of the pipeline considered was 8.4 MPa, which is a lot lower compared to those operated by Gassco, which can have an inlet pressure of up to 20 MPa.

The purpose of this work is to investigate the effect of the unsteady heat transfer model as suggested by Chaczykowski [9] for an offshore natural gas pipeline operating at high pressure. This model will be compared to the steady state heat transfer model which has typically been
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used for offshore pipelines. As the unsteady model is one-dimensional, the computed heat flux will be compared to that of a two-dimensional heat transfer model in order to verify the one-dimensional approximation. The models will be validated using operational data from one of Gasscos offshore natural gas pipelines.

Theory

Governing Equations

The governing equations for one-dimensional compressible viscous heat conducting flow are found by averaging the three dimensional versions over the pipe cross-section. The result is:

Continuity

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0
\]  

(1)

Momentum

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = -\frac{f \rho u |u|}{2D} - \rho g \sin \theta
\]  

(2)

Energy

\[
\rho c_v \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) + T \left( \frac{\partial \rho}{\partial T} \right)_p \frac{\partial u}{\partial x} = \frac{f \rho u^2}{2D} - \frac{4U}{D} (T - T_a)
\]  

(3)

The continuity and momentum equations are expressed in the conservative form, while the energy equation is in the non-conservative internal energy form. In the energy equation the second term on the left hand side represents the Joule Thomson effect, which is cooling upon expansion. On the right hand side the first term is the dissipation term, which is the breakdown of mechanical energy to thermal energy. The last term is the heat exchange between the gas and the pipeline surroundings where the total heat transfer coefficient \( U \) has the usual definition

\[
U = \frac{Q}{A(T - T_a)}
\]  

(4)

where \( Q \) is the heat flow, \( A \) the pipeline cross-section and \( T_a \) the ambient temperature. The density can be related to the pressure through a real gas equation of state

\[
\frac{p}{\rho} = ZRT
\]  

(5)

where \( Z = Z(p, T) \) is the compressibility factor. In this work the BWRS (Benedict-Webb-Rubin-Starling) [12] equation of state was used to determine the compressibility factor \( Z \). The friction factor \( f \) can be determined from the Colebrook-White correlation [3]

\[
\frac{1}{\sqrt{f}} = -2 \log \left( \frac{\epsilon}{3.7D} + \frac{2.51}{Re \sqrt{f}} \right)
\]  

(6)

where \( \epsilon \) is the equivalent sand grain roughness, \( D \) the pipe inner wall diameter and \( Re \) the Reynolds number of the flow. Introducing the mass flow rate \( \dot{m} = \rho \dot{u} A \) and replacing the density \( \rho \) with the pressure \( p \) in Equations (1) - (3) the partial differential equations for \( p, \dot{m} \) and \( T \) are developed into

\[
\frac{\partial p}{\partial t} = \left[ \frac{1}{p} - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right]^{-1} \left( \left[ \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\partial T}{\partial t} - \frac{ZRT \partial \dot{m}}{pA \partial x} \right)
\]  

(7)
\[
\frac{\partial \dot{m}}{\partial t} = \frac{\dot{m}ZRT}{pA} \left( -2 \frac{\partial \dot{m}}{\partial x} + \dot{m} \left[ \frac{1}{p} - \frac{1}{Z} \left( \frac{\partial Z}{\partial \rho} \right)_T \right] \frac{\partial \rho}{\partial x} - \dot{m} \left[ \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\partial T}{\partial x} \right) \\
- \frac{A \frac{\partial \rho}{\partial x}}{2DA_p} - \frac{pA}{ZRT} \dot{q} \sin \theta 
\]

\[
\frac{\partial T}{\partial t} = -\frac{\dot{m}ZRT}{pA} \frac{\partial T}{\partial x} - \frac{\dot{m}(ZRT)^2}{pA c_v} T \left[ \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \\
\times \left( \frac{1}{\dot{m}} \frac{\partial \dot{m}}{\partial x} - \frac{1}{Z} \left( \frac{\partial Z}{\partial \rho} \right)_T \frac{\partial \rho}{\partial x} + \left[ \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\partial T}{\partial x} \right) \\
+ \frac{f}{2c_v D} \left( \frac{ZRT|\dot{m}|}{pA} \right)^3 - \frac{ZRT}{p c_v D} \left( T - T_a \right) 
\]

The procedure of deriving Equations (7)-(9) can be found in the article by Chaczykowski [9]. In the natural gas industry, measured quantities at the pipe inlet and outlet are often pressure \(p\) and mass flow rate \(\dot{m}\). The rewrite of Equations (7)-(9) is beneficial as the measured flow values at the boundaries can be incorporated directly into the model, opposed to Equations (1)-(3) which require density \(\rho\) and velocity \(u\) as measured values at the boundaries.

**Steady state heat transfer model**

Gassco currently uses a steady state heat transfer model to predict the heat exchange between the gas and the pipeline surroundings [5]. For a buried pipeline, like that in Fig.2, the heat exchange between the gas and the pipeline surroundings is a combined mode of three different heat transfer processes.

![Figure 2: Cross-section of a buried pipeline consisting of three wall layers with inner radius \(r_1\) and outer radius \(r_4\). Each pipe layer has its specific thermal conductivity \(k_i\). \(D_0\) is the burial depth from ground level to the pipe centerline. \(T_a\) is the ambient temperature of either air or water.](image-url)
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The first process is the heat transfer between the gas and the inner wall, which is modeled using a film transfer coefficient determined from the Dittus-Boelter relation [4]

\[
Nu = \frac{hL}{k} = 0.023 \cdot Re^{0.8} \cdot Pr^{0.3}
\]  

(10)

where \( Nu, Re \) and \( Pr \) are the Nusselt, Reynolds and Prandtl numbers respectively, \( h \) is the film transfer coefficient, \( L \) the characteristic length and \( k \) the thermal conductivity of the gas. When the gas is cooled by the ambient, \( n = 0.4 \), and in the reverse case \( n = 0.3 \). Heat transfer through the pipe wall is modeled as a conductive process. In Fig.2 the pipe wall consists of three different wall layers, each with a thermal conductivity \( k_i \). The final process is the heat transfer between the outer wall and the surroundings which is modeled using an outer film coefficient determined from either a deep or shallow burial correlation, depending on the burial depth \( D_b \).

To compute the total heat transfer coefficient \( U \), each heat transfer process is assigned a thermal resistance, and the total heat transfer coefficient is equal to the sum of all thermal resistances. The following expression can be derived for the pipeline in Fig.2 [1]

\[
U = \left( \frac{1}{h_i} + r_1 \frac{\ln(r_2/r_1)}{k_1} + r_1 \frac{\ln(r_3/r_2)}{k_2} + r_1 \frac{\ln(r_4/r_3)}{k_3} + \frac{r_1}{k_4 h_o} \right)^{-1}
\]  

(11)

where \( h_i \) is the inner film coefficient, \( h_o \) the outer film coefficient and \( k \) the thermal conductivity of each layer.

**Unsteady heat transfer model**

While the steady state heat transfer model using the total heat transfer coefficient \( U \) allows for simple calculations of the heat exchange between the pipeline and the surroundings, it does not take into account time dependent heat accumulation in the ground and in the pipe wall. In the work by Chaczykowski [9] the heat transfer from the gas to the surroundings is considered as unsteady, so that the effect of heat accumulation is taken into account. Transient heat conduction in the solid surrounding the pipeline is now modeled by solving the one-dimensional radial heat conduction equation. Assuming azimuthal symmetry, the unsteady one-dimensional heat conduction equation takes the form

\[
\rho c_p \frac{\partial T}{\partial t} = \frac{k}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right)
\]  

(12)

The model is axial symmetric where each thermal layer is represented by a coaxial cylindrical shell, which is now considered as a thermal capacitor, and not a thermal resistance as in the steady heat transfer model. Fig.3 shows the half plane of the cross-section of a buried pipeline with different thermal elements. Equation (12) is discretized using an implicit finite difference scheme

\[
\frac{T_i^{n+1} - T_i^n}{\Delta t} = \frac{(kr)_{i-1/2}}{r_i} \left( \frac{T_{i-1}^{n+1} - T_i^{n+1}}{\Delta r^2} \right) - \frac{(kr)_{i+1/2}}{r_i} \left( \frac{T_i^{n+1} - T_{i+1}^{n+1}}{\Delta r^2} \right)
\]  

(13)

where \( r_{i+1/2} \) is the radial position located halfway between \( r_i \) and \( r_{i+1} \), \( \rho_i \) and \( c_{pi} \) is the density and heat capacity of element \( i \), while \( k_{i+1/2} \) is the heat transfer coefficient between elements \( i+1 \) and \( i \). In order to couple the one-dimensional radial heat equation with the one-dimensional flow model, the heat flow \( Q \) between the gas and the inner wall is defined as

\[
Q = \frac{k_0 D}{4} (T - T_i)
\]  

(14)
where $k_0$ is the heat transfer coefficient between the the gas and the inner wall which, as in the steady heat transfer model, is determined by the film transfer coefficient in Equation (10). $T_i$ is the temperature of the first cylindrical shell in Fig.3. At the outer domain the ambient temperature $T_a$ is set as the boundary condition. When solving the one-dimensional flow equations at a new time level, the heat flow $Q$ from the previous time step is used in the energy equation to model the heat exchange between the gas and the surroundings. For an updated gas temperature, the radial heat equation (Equation (12)) is solved together with Equation (14) to update the temperature field around the pipeline and determine the heat flow $Q$ between the gas and the surroundings.

Figure 3: Half plane of the cross-section of a buried pipeline. Thermal elements are represented by coaxial cylindrical layers.

**Numerical scheme**

Equations (1)-(3) form a system of hyperbolic partial differential equations which have to be solved numerically. In this work an implicit finite difference scheme is used, which is preferred over an explicit scheme, as it is stable for any CFL number. Explicit methods are only stable for a CFL number less than 1. For transportation of natural gas through high pressure pipelines, the CFL number is $(u + c)\Delta t/\Delta x$, where $c$ is the speed of sound, $u$ the velocity of the gas and $\Delta x$ and $\Delta t$ the spatial and temporal step. The numerical value of $u + c$ is approximately 400 m/s. The spatial step between grid points $\Delta x$ can vary, and depends on the inclination angle. For steep inclination a short $\Delta x$ is required, while for little or no inclination a larger grid size may be used. In the case of an explicit method with a short grid space of $\Delta x = 100$ m, a time step of $\Delta t = 0.25$ s or less is required to ensure stability. During steady state periods one would typically use time steps much greater than this. When using an implicit method, the time step can be set to any reasonable value, regardless of what the spatial step is. This illustrates why it is advantageous to use an implicit method compared to an explicit method when modeling the flow of natural gas through long distance pipelines.

The numerical stencil is presented in Fig.4. The pipeline is divided into $N$ grid points with $\Delta x$ being the distance between points $i$ and $i + 1$. $\Delta t$ is the time step between time level $n + 1$ and $n$. Flow values are stored at the grid points, but are computed at the midpoint between two grid points.
For pipe section \( I \), which is the section between points \( i \) and \( i + 1 \), the partial derivative of a variable \( Y \) with respect to time is approximated by

\[
\frac{\partial Y(x_i, t_{n+1})}{\partial t} = \frac{Y_{i+1}^{n+1} + Y_i^{n+1} - Y_i^n}{2\Delta t} + \mathcal{O}(\Delta t)
\]

(15)

the spatial derivative by

\[
\frac{\partial Y(x_i, t_{n+1})}{\partial x} = \frac{Y_{i+1}^{n+1} - Y_i^{n+1}}{\Delta x} + \mathcal{O}(\Delta x^2)
\]

(16)

and the individual term by

\[
Y(x_i, t_{n+1}) = \frac{Y_{i+1}^{n+1} + Y_i^{n+1}}{2} + \mathcal{O}(\Delta x^2)
\]

(17)

This method is first order correct in time and second order correct in space. When discretizing all terms in a fully implicit way, the governing equations form a system non-linear equations. Solving such a system can be computationally expensive, especially for long pipelines and complicated pipe networks. To simplify the computations the non-linear terms are linearized about the previous time step to give a system of linear equations. The procedure can be found in the article by Luskin [10]. The resulting system can be solved in an efficient way using simple linear algebra. This has been done in the following.

In the case where an unsteady heat transfer model is used, the radial heat equation is solved in the solid domain surrounding the pipeline at every grid point and time step. The number of thermal elements surrounding the pipeline depends on whether the pipeline is buried under ground or exposed to sea water. For the case where the pipeline is buried under ground each wall layer is assigned a thermal element, and the surrounding soil is divided into four layers. When exposed to sea water each wall layer is assigned a thermal element, while the heat transfer between the outer wall and the sea water is modeled using a film transfer coefficient, as there is no heat accumulation in the surrounding sea water.

Results

In the following a 650 km horizontal pipeline with an inner diameter of 1.016 m will be considered. Simulations will be run for both an on-shore and offshore pipeline. Offshore pipelines
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are usually buried under the ground for the first and final lengths of the pipeline where the gas departs the processing terminal and arrives at the receiving terminal, as shown in Fig.5. This has been included in the offshore pipeline simulations.

![Diagram of pipeline](image)

$L = 650 \text{ km}$

Figure 5: Offshore natural gas pipeline which is buried under ground for first and last 20 km. Pipeline is lying on seabed exposed to the sea water.

The following boundary conditions were used

$$p(L, t) = 9 \text{ MPa}$$
$$T(0, t) = 30 \degree \text{C}$$
$$m(0, t) = f(t) \text{ kg/s}$$ (18)

where $f(t)$ is shown in Fig.6.

![Graph of inlet boundary condition](image)

Figure 6: Inlet boundary condition for the mass flow rate.

The gas composition (in mol%) was set to: $CH_4 = 89.1704\%$, $C_2H_6 = 7.3513\%$, $C_3H_8 = 0.5104\%$, $nC_4H_{10} = 0.0251\%$, $nC_3H_{10} = 0.0311\%$, $N_2 = 0.6980\%$ and $CO_2 = 2.2209\%$. The pipe wall consists of a single steel layer with a thickness of 25 mm. The steel layer has a density of $\rho = 7850 \text{ kg/m}^3$, heat capacity $c_p = 500 \text{ J/(kg K)}$ and thermal conductivity $k = 45 \text{ W/(m K)}$. For the buried pipeline the surrounding soil was assumed to have a density of $\rho = 2650 \text{ kg/m}^3$, heat capacity of $c_p = 950 \text{ J/(kg K)}$ and thermal conductivity $k = 3 \text{ W/(m K)}$. All simulations were performed using both the steady and unsteady heat transfer model.

The pipeline was divided into 101 grid points with a grid spacing $\Delta x = 6.5 \text{ km}$. A time step of $\Delta t = 60 \text{ s}$ was used. The convergence of the numerical scheme presented in the previous
section and the discretization errors were investigated, with the local error defined as

\[ e = \frac{1}{N} \left( \sum_{i=1}^{N} \left( \frac{Y_i - \hat{Y}_{i,hi}}{\hat{Y}_{i,hi}} \right)^2 \right)^{1/2} \]  

(19)

where \( Y \) represents \( p, \dot{m} \) and \( T \) at point \( i \). The summation is done over all grid points \( N \), where \( \hat{Y}_{i,hi} \) is the numerical solution computed using the finest grid and shortest time step (high resolution solution). Results are presented in Fig.7. The spatial discretization error as a function of grid points \( N \) is shown to the left. As the numerical method is second order correct in space, a line with slope \(-2\) is indicated. Both the mass flow and temperature converge to order second order, while the pressure converges to an order of approximately \( 2.5 \). The temporal discretization errors as a function of time step \( \Delta t \) are shown to the right in Fig.7. The numerical method is first order correct in time. Both mass flow and temperature converge to first order, while the pressure converges to an order of approximately \( 1.5 \). The local errors for pressure, mass flow and temperature are small and results indicate that a grid consisting of 101 points and a time step of \( \Delta t = 60 \) s is sufficient to run simulations on long distance natural gas pipelines.

Figure 7: Local errors. Left: Local error for pressure, mass flow and temperature as a function of grid points \( N \). Right: Local error for pressure, mass flow and temperature as a function of time step \( \Delta t \).

On-shore pipeline

For the on-shore pipeline the distance from the ground surface to the pipe centerline was 2 m. The ambient air temperature was set to 5°C. Results for inlet pressure, outlet mass flow rate and outlet temperature using both the steady and unsteady heat transfer models are presented in Fig. 8. During steady state conditions there is no difference between the two solution strategies. However, when the flow conditions are transient a small difference in computed inlet pressure and outlet mass flow rate can be observed. But these differences are small compared to that of the outlet temperature which is shown at the bottom of Fig.8. During transient conditions a difference of up to 1°C was observed, with the steady state heat transfer model over predicting the amplitude of the temperature changes in the flow, which can clearly be seen in Fig. 8. At the final time step there is a small difference in outlet temperature between the two solution
strategies. The computed outlet temperatures will eventually converge to the same value, but because the thermal response of the unsteady heat transfer model is considerably slower than that of the steady heat transfer model, the time it takes for the temperature profiles in Fig. 8 to converge is longer than the simulation time.

**Offshore pipeline**

The offshore natural gas pipeline schematics is shown in Fig.5. For the first and final 20 km the pipeline is buried under ground, while for the remaining part it is lying on the seabed fully exposed to the sea water. The total length is the same as for the on-shore pipeline and the boundary conditions are unchanged. The ambient air temperature is 5°C while the ambient sea bottom temperature is 4°C. Because the sea water has a high heat capacity and currents on the sea bottom constantly move the water across the pipeline, it is assumed that there is no heat accumulation in the sea water. The heat transfer from the outer pipe wall to the surrounding sea water is modeled using a film coefficient which is computed from a Nusselt-number relation. The surrounding sea water is assumed to have a velocity of 0.5 m/s across the pipeline.

Results for inlet pressure and outlet mass flow rate are almost identical to those in Fig.8 for the on-shore case. Under the given operating conditions there was no significant difference in inlet pressure and outlet mass flow using the two different heat transfer models. There was however a small difference in outlet temperature which is presented in Fig.9.
Figure 8: Results on-shore pipeline using the two different heat transfer models. Top inlet pressure, middle outlet mass flow rate and bottom outlet temperature. The steady heat transfer model over predicts the amplitude of temperature changes in the flow compared to the unsteady heat transfer model.
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Figure 9: Outlet temperature for offshore pipeline using both unsteady and steady heat transfer model. Difference between the two temperature profiles is less than for the on-shore pipeline as there is no heat accumulation in the surrounding sea water.

Model validation

So far only a change in inlet mass flow rate has been considered, while the inlet temperature has been kept constant. In this section a change in both inlet mass flow rate and temperature will be considered. Boundary conditions are taken from operational data from a 650 km offshore pipeline operated by Gassco. The pipeline was buried under ground for the first and final 20 km. The effect of an unsteady heat transfer model on Gassco’s pipelines will be investigated.

Figure 10: Boundary conditions for model validation. Left inlet mass flow, middle inlet temperature and right outlet pressure. Data courtesy of Gassco.

The pipeline diameter is approximately 1 m. The boundary conditions for outlet pressure, inlet mass flow rate and inlet temperature are given in Fig.10. After approximately 2 days a large transient occurs with a large reduction in inlet mass flow rate and temperature. The pipeline was discretized by 98 grid points with a varying \( \Delta x \) and \( \Delta t = 60 \) s. The data is from the winter season and the ambient temperature is approximately 6°C. Results are presented in Fig.11.
Figure 11: Results model validation. Top left: Computed inlet pressure found using unsteady and steady heat transfer model compared to measured inlet pressure. Top right: Difference inlet pressure between unsteady and steady heat transfer model. During transient a difference of 0.3 MPa can be observed. Middle left: Computed outlet mass flow using different heat transfer models compared to measured value. Middle right: Difference outlet mass flow between different heat transfer models. Bottom left: Outlet temperature using two different heat transfer models compared to measured outlet temperature. Steady heat transfer model over predicts temperature changes compared to unsteady. Bottom right: Difference outlet temperature using different heat transfer models.
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Results for inlet pressure, outlet mass flow rate and outlet temperature in Fig. 11 are compared to measured values from the offshore pipeline. For the inlet pressure (top Fig. 11) a small difference during steady state conditions can be observed between the unsteady and steady heat transfer model. However, during transient conditions there is a considerable difference in inlet pressure. This difference is approximately 0.3 MPa and occurs at the beginning of the transient. For the outlet mass flow small differences are seen in Fig 11, although these small differences are present during both transient and steady state conditions. In agreement with Chaczykowski [9] the steady heat transfer model over predicts the amplitude of temperature changes in the flow. This is clearly visible in the outlet temperature (bottom Fig. 11). Although Chaczykowski only investigated on-shore buried pipelines, results in Fig. 11 demonstrate that a steady heat transfer model also over predicts the amplitude of temperature changes in the flow for offshore pipelines. Even though the pipeline investigated here was buried under the ground only for the first and final part of the pipe length, an unsteady heat transfer model for these short pipeline sections gives improved results for the computed outlet temperature.

Discussion

Unsteady heat transfer

The reason why there is such a considerable difference in inlet pressure between the two heat transfer models in Fig. 11 during the transient can be interpreted as follows. In the steady state heat transfer model the heat exchange term between the gas and the pipeline surroundings in Equation (4) is proportional to the product of the total heat transfer coefficient $U$ and the temperature difference $(T - T_a)$ between the gas and the ambient. As the ambient temperature in the model validation case was approximately 60°C and the inlet temperature in Fig. 10 is never less than 20°C the temperature difference will always be positive. The total heat transfer coefficient $U$ is also positive, implying that the heat exchange between the gas and the surroundings will always be modeled as a positive energy flux out of the pipeline. In the unsteady heat transfer model the temperature at each thermal layer is computed at every time step. After a steady state period the inner pipe wall is assumed to have the same temperature as the gas, while the outer pipe wall and soil layers further away have a lower temperature. When a transient occurs, and there is a large drop in inlet temperature like that in Fig. 10, the gas temperature drops below the temperature of the inner wall. For a short period of time, before thermal equilibrium is reached, an energy flux will be transferred from the wall to the gas. By computing the temperature at each thermal layer the unsteady heat transfer model allows for energy to be transferred from the wall to the gas. This gives a higher gas temperature at points close to the inlet compared to a steady state heat transfer model, which in turn gives a higher inlet pressure during transients like the one observed in Fig. 11.

The relation between heat conduction and heat storage can be determined by considering the Fourier number

$$F_o = \frac{\alpha t}{L^2}$$

where $\alpha = k/\rho c_p$ is the thermal diffusivity, $t$ the characteristic time and $L$ the characteristic length through which heat conduction occurs. For the on-shore pipeline the characteristic length is the burial depth, which is approximately 1.5 m. The time for the ramp up or ramp down to occur in Fig. 8 is approximately 50 hours, and the thermal diffusivity of the soil is $1.2 \cdot 10^{-6}$ m$^2$/s, giving a Fourier number of 0.1. The physical meaning of this is that the heat conduction rate is an order of magnitude less than the heat storage rate, and the transient thermal response upon the change in the mass flow rate is predominantly dictated by the heat storage effect, even
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on a two day time scale as is the case here. For shorter characteristic time scales, the larger the
effect of heat storage compared to the effect of heat conduction. In this case, the value of the
Fourier number underlines that the steady state approach for heat transfer is not valid. In such
case it should be much larger then 1.

The Biot number gives the ratio of the heat transfer resistances inside of and at the surface of a
body, and is defined as

\[ Bi = \frac{hL}{k} \]  \hspace{1cm} (21)

where \( h \) is the heat transfer film coefficient at the boundary of the body, \( L \) is the characteristic
length and \( k \) is the thermal conductivity of the body. The Biot number determines whether or not
the temperature inside a body will vary significantly in space when heated or cooled over time as
a result of thermal gradients applied to its surface. For small Biot numbers (0.1 or less) the heat
conduction inside the body is much faster than the heat convection at the surface, meaning that
temperature gradients inside the body are negligible. For the on-shore pipeline the characteristic
length \( L \) can be chosen as the volume of the body divided by the surface area. For the circular
system of the pipeline buried under ground with ambient boundary condition there are two
Biot numbers. At ground level, at a radius of 2 meters from the pipe centerline, the ambient
temperature can be coupled with a heat transfer coefficient of 50 W/(mK). The characteristic
length is \( L = 4.5 \) and the soil thermal conductivity \( k = 3 \) W/(m²K). The Biot number is then 75.

On the outer pipe wall we can consider the outer film coefficient as the heat transfer coefficient,
or alternatively the combined wall resistance and inner wall film coefficient. This will also give
a high Biot number. These high Biot numbers show that for a change of ambient temperature
and heat transfer conditions at the pipe wall, the surrounding soil will react by developing time
dependent temperature gradient. This further supports the need for an unsteady heat transfer
model.

One-dimensional approximation

The unsteady heat transfer model is a simple and straightforward way to include heat accumu-
lation in the ground. However, the model does have limitations. Because it is an axial-
symmetric one-dimensional model, it has symmetric boundary conditions, implying that the
ambient boundary condition which is set above the pipeline is automatically set for the entire
circular domain surrounding the pipeline. This is not correct, as boundary conditions on each
side and below generally differ from that of the ambient temperature boundary on top. This can
only be set correctly using a two-dimensional model.

To verify the computed heat flux in the one-dimensional unsteady heat transfer model it is com-
pared to the computed heat flux from a two-dimensional model, which was made in ANSYS
Fluent. In this model, the soil and pipe are represented by a 2D finite volume grid, and the
calculations incorporate solving the energy equation on the solid domain. The soil domain is
50 meters deep and extends 25 meters sideways in each direction from the pipe centerline, and
consisted of approximately 35000 computational cells. Symmetric boundary conditions are em-
ployed at the left and right side of the soil domain. At the bottom of the soil domain a constant
temperature boundary conditions is used which is set at 10 °C. At the top of the soil domain
the ambient temperature is coupled through a heat transfer coefficient of 50 W/(m²K). The gas
temperature is connected to the inner wall of the pipe though the film transfer coefficient in
Equation (10).

The following two cases were considered:
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- 1) Gas temperature 30 °C, ambient temperature 5 °C
- 2) Gas temperature 1.5 °C, ambient temperature 5 °C

These two cases correspond to the conditions at the inlet and outlet of the on-shore pipeline during steady state conditions. The pipe setup and thermal data are the same as in the on-shore pipeline case. For case 1, the Reynolds and Prandtl number were $3.06 \cdot 10^7$ and 0.72 respectively. For case 2 these values were $3.69 \cdot 10^7$ and 0.71 respectively. The thermal conductivity of the gas was 0.0521 W/(m K) in the first case and 0.042 W/(m K) in the second. The calculated heat flux in W/m for both cases are presented in Table 1. The computed heat flux in the 1D model was approximately 50% more than the 2D model for both case 1 and 2. The temperature field around the pipeline for case 1 and 2 is shown in Fig. 12 and 13 respectively. Results in Table 1 suggest that the 1D heat transfer model under the given operating conditions predicts too large values of the heat flux between the gas and the surroundings, owing to the one-dimensional axial-symmetric assumption.

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D heat transfer model</td>
<td>353 W/m</td>
<td>−49 W/m</td>
</tr>
<tr>
<td>2D heat transfer model</td>
<td>230 W/m</td>
<td>−33 W/m</td>
</tr>
</tbody>
</table>

Table 1: Calculated heat flux in W/m using the 1D and 2D heat transfer model. The calculated heat flux in the 1D case was approximately 50% greater than in the 2D case.

The heat flux in the one-dimensional model can be adjusted to match that of the two-dimensional model by introducing the equivalent soil radius, as is done in other compressible flow models [11]. This should be investigated in more detail for the examples shown above.

![Temperature Contour](image)

Figure 12: Contour lines for the temperature around the pipeline for case 1. The gas temperature is 30 °C and the ambient 5 °C.
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Conclusion

An unsteady heat transfer model has been compared to a steady state heat transfer model for transmission of natural gas through high pressure large diameter pipelines. This model allows for heat accumulation in the pipe wall and ground surrounding the pipeline. Results for the on-shore buried pipeline demonstrate that the steady heat transfer model over predicts the amplitude of temperature changes in the flow. The same model was applied to an offshore natural gas pipeline. Even though heat accumulation is only present at beginning and end of the pipeline where it is buried under ground, and not along the main part which is exposed to sea water, the unsteady heat transfer model still has an effect on the flow conditions in the pipeline. For large transients considerable differences were observed between the two heat transfer models. As with the on-shore pipeline, the steady state heat transfer model for offshore pipelines over predicts the amplitude of temperature changes in the flow. Also, a significant difference in modeled inlet pressure was observed between the two models under transient conditions. The computed heat flux is compared to that of a two-dimensional heat transfer model. For the considered case the one-dimensional model over predicts the heat flux by 50% compared to the two-dimensional model. In order to investigate how this affects the flow, a detailed two-dimensional heat transfer model should be used at every grid point and be compared to the one-dimensional case. The presented models were validated using operational data from an offshore natural gas pipeline. Results suggest that an unsteady heat transfer model should be used for offshore natural gas pipelines.
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Nomenclature

\( c_p \) heat capacity constant pressure [J/(kg·K)]
\( c_v \) heat capacity constant volume [J/(kg·K)]
\( D \) pipe inner wall diameter [m]
\( f \) friction factor
\( g \) gravitational acceleration [m/s²]
\( h \) film transfer coefficient [W/(m²·K)]
\( k \) heat transfer coefficient [W/(m·K)]
\( L \) characteristic length [m]
\( \dot{m} \) mass flow [kg/s]
\( \text{Nu} \) Nusselt number
\( \text{Pr} \) Prandtl number
\( p \) pressure [Pa]
\( Q \) heat flow [W]
\( T \) temperature [K]
\( T_a \) ambient temperature [K]
\( R \) gas constant [J/(kg·K)]
\( r \) pipe radius [m]
\( \text{Re} \) Reynolds number
\( t \) time [s]
\( U \) total heat transfer coefficient [W/(m²·K)]
\( u \) gas velocity [m/s]
\( x \) spatial coordinate [m]
\( Z \) compressibility factor
\( \alpha \) thermal diffusivity [m²/s]
\( \varepsilon \) equivalent sand grain roughness [m]
\( \rho \) density [kg/s]
\( \theta \) pipe inclination angle
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Abstract

The paper presents a study of gas pipeline to soil heat transfer. The effect of simplifications of the heat transfer model is investigated. Studied are steady, one dimensional unsteady and two dimensional unsteady models of the pipe wall and soil. Flow conditions at the pipeline inlet are varied. The effects of rapid changes in gas mass flow rate and temperature at the pipeline inlet are studied. The case presented is representative for export natural gas pipelines, containing offshore and buried sections along the route. Results are compared to experimental data from an existing export natural gas pipeline.

© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The effect of simplifications in the heat transfer model of a gas pipeline and the ambient soil is investigated. Of interest is the accuracy of hydraulic flow calculation when rapid transient flow conditions occur at the pipeline inlet. The aim of the study is to determine the relative importance of the heat storage term and the enhancement of such a non-steady heat transfer model from one dimensional radial to a two dimensional domain. The studied cases are for the same pipeline layout. Both the effects of rapid changes in mass flow rate and temperature of the gas at the pipeline inlet are studied. The pipeline case is characteristic for gas export pipelines from the Norwegian Continental Shelf. Experience with such pipelines is that during transient flow the calculation results from the models are less accurate than desired, Helgaker [1]. The transients studied in this work are changes in flow, pressure

* Corresponding author. Tel.: +47-90981031; fax: +0-000-000-0000.
E-mail address: oosterkamp@polytec.no
and temperature due to the packing and unpacking of the pipeline originating from fluctuations in demand. Understanding the causes of the deviations during transient flow is highly significant. The network is likely to be in a transient state, steady state is the exception. Transients are occurring on the minute time scale; the period of interest to follow a single transient to the system ranges from hours to several days.

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>Distance from top of soil to centerline of pipe (m), $D$=Internal pipediameter (m)</td>
</tr>
<tr>
<td>$H_{amb}, H_{sea}$</td>
<td>Heat transfer coefficient between thermal domain and ambient air, respectively sea (W/m²K)</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Soil thermal conductivity (W/mK )</td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>Thermal diffusivity (m²/s)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density (kg/m³)</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure (Pa)</td>
</tr>
<tr>
<td>$Z$</td>
<td>Compressibility factor</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature (K)</td>
</tr>
<tr>
<td>$\dot{m}$</td>
<td>Mass flow rate (kg/s)</td>
</tr>
<tr>
<td>$u$</td>
<td>Gas velocity (m/s)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle of incline (pipe element)</td>
</tr>
<tr>
<td>$f$</td>
<td>Darcy-Weissbach friction factor</td>
</tr>
<tr>
<td>$A$</td>
<td>Pipeline internal cross sectional area (m²)</td>
</tr>
<tr>
<td>$x$</td>
<td>Distance along pipeline (m)</td>
</tr>
<tr>
<td>$C_v$</td>
<td>Gas specific heat at constant volume (J/kgK)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat at constant pressure (J/kgK)</td>
</tr>
<tr>
<td>$h$</td>
<td>Enthalpy (J)</td>
</tr>
<tr>
<td>$q$</td>
<td>Rate of heat-transfer per unit time and unit mass of the gas (W/kg)</td>
</tr>
<tr>
<td>$q_b$</td>
<td>Heat flux at boundary (W)</td>
</tr>
<tr>
<td>$U$</td>
<td>Overall heat transfer coefficient to ambient (W/m²K)</td>
</tr>
<tr>
<td>$h_i$</td>
<td>Inner wall film coefficient (W/m²K)</td>
</tr>
<tr>
<td>$h_w$</td>
<td>Conductive term for the thermal resistance of the pipe wall layers (W/m²K)</td>
</tr>
<tr>
<td>$h_o$</td>
<td>Film coefficient representing heat transfer to the ambience, acting on pipe outer wall (W/m²K)</td>
</tr>
<tr>
<td>$r_s$</td>
<td>Radial thickness of soil domain (m)</td>
</tr>
<tr>
<td>$r_c$</td>
<td>Equivalent soil radius (m)</td>
</tr>
<tr>
<td>SCADA</td>
<td>Supervision Control And Data Acquisition</td>
</tr>
<tr>
<td>KP</td>
<td>Kilometer Post: distance in km from pipeline inlet</td>
</tr>
</tbody>
</table>

### 2. Modelling Case

The study uses a generic model of a natural gas pipeline representing the characteristics of export gas pipelines on the Norwegian Continental Shelf. The 40 inch carbon steel pipe has a 44 mm thick steel wall with a 6 mm outer plastic anti corrosion coating. The length of the offshore pipeline is 100 km. The pipeline elevation profile is kept horizontally level. The first and final 10 km of the pipeline is onshore and buried to a depth of 2 m (top of soil to pipe centre line). The middle section of the pipeline is lying on the seabed exposed to an ocean current. The ambient air temperature is 278.15 K. Sea water temperature is 277.15 K, the current velocity across the pipeline is 0.1 m/s. Two types of transients are studied (Figure 1). The first is a step change in mass flow rate at the pipeline entrance. Ramp-up and ramp down times are 60 seconds with several days of steady mass flow rate levels. Inlet gas temperature is kept constant. The second transient is a step change in inlet temperature (from 303.15 K to 308.15 K), while keeping the inlet mass flow constant. These transients represent extreme cases of real inlet transients. Soil thermal conductivity $k_s=3$ W/mK and thermal diffusivity $\alpha_s=1.2\times10^{-6}$ m²/s. The flow model is recently published by Helgaker [1], Langelandsvik [2], and Chazcykowski [3]. It is a compressible flow model suitable for single phase gas mixtures. The model is an implicit finite difference discretization of the Navier Stokes equations. The governing equations for one-dimensional compressible flow result from averaging the 3-dimensional equations.
across the pipe cross section. The derivation of these equations is described by Helgaker [1] and Langelandvik [2] (eq. 1 to eq. 3).

\[ \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x} (\rho u) = 0 \]  
\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = - \frac{\partial p}{\partial x} + \rho g \sin \theta - \frac{1}{2} \rho u^2 \frac{f}{D} \]  
\[ \rho C_v \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) + u \left( \frac{\partial p}{\partial T} \right)_\rho \frac{\partial u}{\partial x} = \frac{f \rho u^3}{2D} - \frac{4U}{D} (T - T_a) \]  

Heat transfer between the gas inside the pipe and the ambient is represented in the final term of the energy equation (eq. 3). Through defining \( q \) as the rate of heat transfer per unit time and unit mass of the gas (W/kg) for the thermal exchange with the environment, the energy equation can be rewritten as:

\[ \rho C_v \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) + u \left( \frac{\partial p}{\partial T} \right)_\rho \frac{\partial u}{\partial x} = \frac{f \rho u^3}{2D} - \rho q \]  

The advantage of using the energy equation in this form is that the flow domain can be coupled directly to the thermal domain by exchange of thermal energy at the pipe wall, instead of using an overall heat transfer coefficient for the entire thermal domain. It is worth noticing that the first term on the right hand side of equation 3 is the internal energy dissipation due to the turbulent wall friction of the gas while the second term represents the energy exchange with the environment. The pipe flow model uses calculation elements with a length of 1 km each. Based on previous work in Helgaker et al. [4], a grid spacing of 1 km has been shown to be sufficient when modelling the flow of gas through long distance export pipelines. The following boundary conditions apply: the inlet mass rate and temperature are specified (base line 400 kg/s and 30 °C), and at the outlet pressure is specified (9 MPa). Thermophysical properties of the flow are calculated using the BWRS equation of state as described by Starling [5].

2.1 Heat exchange models

Three different models of the thermal domain are compared. Underlying assumption for the models is that soil heat transfer in axial direction may be neglected; radial heat transfer is dominant.
Steady state model: the steady state model is similar to the model described in Langelandsvik [2]. This model is commonly used for modelling the ambient in gas pipe flow. The heat flux from the gas in the pipeline to the ground and vice versa is represented as a single heat transfer coefficient solely based upon the thermal resistance of the pipe wall layers and the soil. The Dittus Boelter correlation shown in Incropera and DeWitt [6] is used for the inner film coefficient \( h_i \). The conduction through the wall layers, Langelandsvik [2], can be expressed as follows:

\[
 h_i = \sum_{i=1}^{n} \ln \left( \frac{r_{oi}}{r_{ri}} \right) / k_i
\]  

(5)

In this formula, \( n \) is the number of wall layers, \( k_i \) is the thermal conductivity of wall layer \( i \) and \( r_{oi} \) and \( r_{ri} \) are the outer and inner radius of wall layer \( i \) respectively. The outer film coefficient \( h_o \) is based upon an exact steady state solution of 2D heat conduction equation, using the appropriate shape factor as shown in Incropera and DeWitt [6].

Another configuration is when the pipe is lying on the seabed exposed to sea water currents. In such case \( h_o \) can be expressed in terms of the Nusselt number. The correlation as proposed by Zukauskas [7] is used. The resulting expression for \( U \) is according to Langelandsvik [2]:

\[
 U = \frac{1}{\left( \frac{1}{h_i} + r_i h_o + \frac{r_i}{r_o h_o} \right)}
\]  

(6)

An assumption of equation 6 is that the soil surface boundary condition is isothermal as described in Ovuvorie [8].

1D radial unsteady model: few relevant studies about unsteady heat transfer of long buried pipelines can be found in the literature. In these studies the heat conduction through the soil is often considered as a 1D radial problem. On the other side, unsteady conductive heat transfer for the case of a hollow cylinder is studied extensively, offering exact as well as numerical solutions. Examples of pipeline specific studies, using numerical approximations, are Osiadacz [9] and Nicholas [10]. Particularly the latter work is of interest, studying the propagation of thermal fronts through a buried pipeline and the impact of neglecting the ground storage term in the heat transfer model. The work from Nicholas [10] uses a 1D radial unsteady thermal conduction model of the ambience together with a 1D pipe flow model. Here the case is made that the use of a single heat transfer coefficient may be adequate for the steady state approach but not when thermal transients are present in the pipeline. To verify this, the ground is represented as a series of concentric shells. Each shell has uniform thermal properties and the thickness of the shells increase with radial distance from the pipe. Unfortunately, this work does not fully disclose the numerical methods used to solve the ground thermal problem, but appears in approach similar to the 1D radial unsteady model presented in this paper. The conclusions of Nicholas [10] are that representing the heat flux between soil and gas as a steady state heat transfer coefficient when modelling transient pipe flow, leads to inaccuracies of gas temperatures and pipeline inventories. The initial thermal response of gas inside the pipeline is over/under predicted when a steady state thermal model is employed. Heat transfer inside the pipe wall can be ignored when time scales of flow changes are larger than 30 seconds, but not the heat capacity of the wall.

Our 1D radial unsteady model solves the 1D radial form of the unsteady heat equation using a finite difference scheme. An extensive description of this model and its coupling with the flow model is provided in Chaczykowsky [3] and Helgaker et al. [11]. The model consists of coaxial cylindrical layers surrounding the pipe. The gas temperature is coupled through the film heat transfer coefficient at the inner wall of the innermost layer (the pipe wall) and the ambient temperature is imposed as surface temperature on the outermost layer. The temperature field varies both in time and in the radial spatial dimension, but not angularly. For the transient problem, the flow parameters and the ambient heat exchange model are calculated separately during each time step. Each simulation is started by setting up a steady state flow condition and corresponding thermal gradient in the pipe wall and soil layers. The steady state is achieved by running the transient model with constant boundary conditions over a sufficient number of time steps. In each time step, the changes in the thermal model are calculated first, using the gas temperature of the previous time step as input. The resulting values for \( q \) for each pipe element are subsequently used in the flow calculation. One problem arising is how to define the total radial thickness, \( r_s \), of the soil domain. An initial approach is to set \( r_s \) equal to the depth of burial form the top of the soil to the pipe most outer layer. As discussed in Helgaker et al [11], this approach gives a smaller thermal domain compared to the 2D case and a too short steady state conduction path. The energy exchange between gas inside the pipe and the ambience in steady
state is then overestimated. A known way to improve upon the latter is to use a so-called equivalent, or effective soil layer radius. This is for example used by the multiphase flow simulation software OLGA as documented in OLGA documentation [12]. The equivalent soil layer radius, based upon isothermal boundary conditions is:

\[ r_e = 0.5D \left( \sigma + \sqrt{\sigma^2 - 1} \right) \]  

(7)

2D unsteady model: published work of a two dimensional approach to soil heat transfer of buried pipelines are mostly limited to steady state case. Barletta et al. [13], studied the steady periodic heat transfer of buried offshore pipelines numerically. The transient case is the annual temperature variation on the seabed in shallow water. In this work the periodical non-steady heat 2D heat conduction problem is transformed and solved numerically as a steady problem. In Gu et al. [14], the effect of soil heat storage on a case of alternating hot-cold fluid entering a buried oil pipeline is modeled numerically. This paper does not clarify how the heat transfer is coupled to the flow and how oil temperatures inside the pipeline are calculated. The paper studies the effect of moisture transfer and moisture phase change upon the temperature distribution in the ground. In Barletta et al.[15], 2D unsteady heat transfer of a completely buried pipeline is investigated. Both step-rise (rapid transient) and smooth rising case (slow transient) are studied and compared with an 1D radial unsteady model. In the model, only the soil heat transfer is modelled, not the flow of the gas inside the pipe. The problem investigated is that of pipeline start-up; i.e. initially the flow is at standstill and the thermal domain at equilibrium. The start-up of flow through the pipeline is then modelled by changing the pipe wall temperatures accordingly in one 2D plane. The response of the soil domain upon the temperature change at the wall is then evaluated through the dimensionless thermal power exchange at the wall per unit length.

The contribution and novelty presented in our work is that we investigate the unsteady heat transfer for a buried pipeline using full thermal coupling between compressible fluid flow and the thermal domain over an entire pipeline length, and, using a 2D representation of the pipe wall and soil. The 2D unsteady model couples the thermal soil domain to the energy equation of the flow model similar to the 1D radial unsteady model, using the gas temperature and resulting pipe wall heat flux. For buried sections, each pipe flow calculation element has a corresponding 2D thermal model of the pipe wall and soil through the plane perpendicular to the pipe axis. The system is shown schematically in Figure 2.

![Figure 2: 2D model description and detail of finite volume grid of each soil slice.](image)

The 2D thermal domains form 2D ‘slices’ of the soil, discretized using a Finite Volume grid with the program FLUENT. The physical dimensions of these 2D soil domains are 50*25 meters and the pipe wall layer is modelled
with perfect thermal contact to the soil. The size of the domain is chosen sufficiently large for the thermal gradients to be near zero at the vertical and lower borders. The symmetry along the y-axis is utilized to reduce the size of the model. On the lower and right hand side border of the domain, Neumann boundary conditions are employed with zero heat flux. Ambient temperature is coupled to the top border of the domain through a convective boundary condition employing heat transfer coefficient of 50 W/m²K. The grid was refined until the steady state heat transfer rate at the inner wall for $T_{\text{gas}} = 303.15$ K and $T_{\text{ambient}} = 278.15$ K did not change more than 1% with further refinement. This was evaluated after letting the solution converge to a residual of the energy equation of $1 \times 10^{-9}$. Only the energy equation for the solid domains is solved. In Fluent, the discretization scheme for the energy equation is second order upwind in space and first order implicit in time. The under relaxation factor for the energy equation is set to one, and the V cycle multigrid solver is used. At the pipeline inner wall, a convective heat transfer boundary condition is used. The gas temperature is defined as the fluid temperature and a fixed value for the film coefficient (1650 W/m²K). Radiative heat transfer is ignored, as gas temperatures are low. The resulting heat transfer through the boundary is calculated in Fluent [16] by summation of the net heat exchanged at each element on the boundary.

3 Results

In the pipeline scenario studied here, there are three distinct heat transfer regimes along the pipeline (as discussed in Ramsen et al.[17]). For the initial buried part (10 km), the gas is hotter than the environment; heat is transferred from gas to environment. The second part of the pipeline (80 km) is subsea and subjected to much higher heat transfer rates. The gas will cool down to ambient seawater temperature and then start to receive heat from the seawater to balance a drop in the internal energy due to the expansion of the gas (second term to the left of eq. 3) as the gas pressure drops downstream along the pipeline. At the end of the subsea part, the gas temperature will be approximately 0.5 K below the seawater temperature. The locations of interest to evaluate the response of the flow parameters upon the transients are at the end of the first buried part of the pipeline, the end of the offshore part and the pipeline exit. The case of a fully buried pipeline with $\sigma = 3.58$ (soil surface to centre line of pipe is 2 m) is used. From eq. 5 and eq. 6, the overall heat transfer coefficient $U$ is calculated to be 2.9 W/m²K. The equivalent soil layer radius of the 1D radial unsteady model is 4.2 m.

![Figure 3: Left: gas temperature response on inlet mass rate transients at end of first buried section (upper three curves in left graph), end of offshore section (top three curves in right graph) and pipeline exit (lower three curves in right graph).](image)

Figure 3 and Figure 4 show that there is a significant difference in gas temperature response to the inlet mass transients but not in gas pressure. In the first buried section, the difference in gas temperature between the three heat transfer models is the largest. For the second mass rate change, the difference between the steady and 2D unsteady model is as large as 4K. At the end of the offshore section, the temperature differences are much smaller, 0.3K. At the pipeline exit the differences between the models increases to 0.5 K. At the first location, the difference is 2.7 K, at the exit 1.5 K. We look in more detail at the response in the first buried part, where the differences between the models are largest. Considering the initial mass rate change (at $t=24$ hrs), the sudden increase in inlet gas velocity...
will lead to compression of the gas already inside the pipeline and thus a resulting sharp temperature increase. Initially, more gas per time unit will flow into the inlet than can flow out at the outlet (fixed outlet pressure). The pipeline inventory increases first and maximally at the pipeline inlet side and gradually declines towards the exit. This is the main reason that the spike in the temperature response at the end of the offshore section and pipeline exit is small compared to the first location. The qualitative and quantitative differences in calculated gas temperature between the 1D radial unsteady model and the 2D unsteady model are small compared to the difference with the 1D steady model. The difference between the steady and non-steady models can be explained from the heat storage capacity of the pipe wall and nearby soil layers. The difference in gas temperature response between the models can be explained as follows: For the steady state model, the U value remains constant in time. Therefore the thermal energy exchange over the pipe wall with the environment will still be governed by the term \(4U/D*(T_{gas}-T_{ambient})\). The film coefficient U is based on steady conduction throughout the entire soil domain, and has a long thermal time constant. The sudden increase in the gas temperature will result in a modest increase in the heat flux between gas and environment according to the last term in the energy equation. For the unsteady thermal models, the instant thermal response of the pipe wall and surrounding soil layers to the change in gas temperature leads to a much higher heat flux at the pipe inner wall. This inner wall heat flux is directly coupled to the heat equation, as the term: \(4U/D*(T_{gas}-T_{ambient})\) is replaced with thermal energy change of the gas due to the instantaneous inner wall heat flux. The pipe wall and soil immediately around it are allowed to respond to the gas temperature change by storing the thermal energy before conducting it further out through the soil domain. This difference in energy exchange is shown in Figure 4 at the right hand side.

The difference between the models is smallest at the end of the offshore section. Because the heat transfer coefficient between the pipe and the seawater is so high, the differences in energy exchange between the models in response to the mass rate transient is reduced at this location.

For the inlet temperature transient, calculated temperature and pressure response are shown in Figure 5. The unsteady models both have a similar pressure and temperature response and show that including heat storage in the surrounding pipe wall layers and soil delay the gas temperature response following a thermal inlet transient. The energy exchange between the gas and the environment is also in this case an order of magnitude higher for the unsteady models compared with the steady model in response to the inlet temperature transient. It takes longer for the gas flowing through the pipeline to achieve a new steady state temperature at each location along the buried parts of the pipeline when ambient heat storage is allowed; the first gas at higher temperature streaming into the inlet is cooled down by the colder pipe wall and soil until these are gradually heated up to a new steady state equilibrium with the streaming gas. Again, there are no significant differences between the 1D and 2D unsteady model. The two dimensional geometrical aspect of a buried pipe is also in this transient case of limited importance compared to the effect of including the heat storage term in the thermal domain. At the end of the offshore section, the high heat
exchange rate with the seawater has cooled down to ambient the gas that entered the pipeline at higher temperature; the models therefore show no significantly different response at this location and at the exit. The response in pressure at the end of the first buried part shows a small, but noticeable pressure peak. This caused by the hotter gas entering the pipeline having a lower density. In order to maintain the same mass rate, momentarily the flow velocity increases. The new hotter gas entering the pipeline experiences some compression due to the inertia of the slower, colder gas already inside the pipeline. With the unsteady models, the hotter gas flowing into the pipeline is initially cooled down due to heat storage in the wall and soil in the first buried section, which is not the case with the steady model. This small bump in pressure is therefore less with the unsteady models. The difference amounts to 25 KPa.

Figure 5: 2 m burial depth. Left: gas temperature response on inlet temperature transients at the end of the first buried section (upper three curves, left hand y-axis. Right: gas pressure response to inlet temperature transient at the end of the first buried section.

4 Experimental verification with real pipeline case.

The real pipeline case is that of an export gas pipeline. The 1016 mm bore pipeline has a length of 658 km (642 km is offshore). The first part of the pipeline, from inlet to the offshore landfall has been modelled using the 1D radial unsteady model. The pipeline elevation profile is shown in Figure 6.

Figure 6: Pipeline elevation profile and measurement locations

For part of this route, the pipeline goes through two short subsea sections (sounds). For the majority of the subsea section, the pipeline lies buried under the seabed. On the land sections, the pipeline is buried in sand filled ditches to an average depth of 2 m. The thickness of the soil layer is based upon pipeline design and recent survey data. Real pipeline data is obtained from the SCADA system at Gassco AS at the pipeline entrance (Pressure, temperature and
flow rate) and at the offshore landfall at KP12.2 (gas pressure). Pipe skin temperature (pipe outer wall) measurement is available at KP6.8. The pipeline elevation profile is shown in Figure 6.

The following real case of Figure 7, containing both rapid inlet mass rate and inlet gas temperature changes is used in the flow model with both the 1D steady and 1D radial unsteady heat transfer model. The calculated inlet pressures from the models are compared to the measured pressure, as shown in Figure 7. With both models, the inlet pressure calculations match the measurements almost exactly. In Figure 8, the calculated skin temperature response versus measured temperature response at KP7 is shown to the left, while to the right the relative differences for both models is shown. The results clearly demonstrate the ability of the 1D radial unsteady heat transfer model to predict the gas temperatures more accurate than the steady state model in response to inlet mass rate and temperature transients. The steady state model has a maximum deviation of 2.5 K in calculated temperature in response to rapid changes in inlet conditions, with the 1D radial model this is less than 0.5 K. It is worth noticing that the temperature deviations with the steady state model are occurring because the gas temperature rises/sinks too fast in response to a transient. This is in full agreement with the results from the modelling study. The temperature deviations with the 1D radial unsteady model are over-predictions occurring at the peaks in the gas temperature inside the pipe in response to the transients at the inlet. Further study is needed to identify the cause of these peaks, e.g. inaccurate thermal properties in the model or other influencing factors like convective heat transfer due to soil moisture.

Figure 7: Left: inlet mass flow rate (blue line) and inlet temperature (green line) of real case 1. Right: inlet pressure; blue is measured, red calculated with steady state thermal model, the green line is the pressure calculated with unsteady 1D radial thermal mode; this is coinciding with that of the steady state thermal model (red line).

Figure 8: Pipe skin measurement KP6.8; blue line is measured skin temperature, red line is skin temperature calculated with steady state thermal model, green line is skin temperature calculated with unsteady 1D radial thermal model. Right: difference between measured and calculated skin temperature at KP6.8; green line is steady state model, blue line is 1D radial model.
4 Conclusions

Studied is the effect of the heat transfer model on pipe flow calculation during transient. The response to an inlet gas mass rate transient is shown to be different to that of an inlet gas temperature transient. The results demonstrate that a steady state model of the ambient and soil cannot accurately represent the ambient heat exchange when rapid transients in the inlet flow occur. The reason is that inlet flow transients result in rapid temperature changes of the gas inside the pipeline. These can only be dissipated in the surrounding pipe wall and soil at a rate determined by the thermal resistance of the entire thermal domain. For both transients, the heat exchange during transient flow is underestimated. The unsteady models allow heat storage in the pipe wall and soil resulting in higher instantaneous heat exchange rates. This dampens the temperature response of the gas inside the pipeline in response to the inlet transient. The results show that inclusion of the soil heat storage term in the heat exchange model has a large influence on the thermal accuracy of the calculated pipe hydraulic flow subject to an inlet flow transient. The effect on pressure calculation was found to be minor. The choice between a 1D radial versus 2D unsteady heat transfer model has a much smaller impact: for this case both models shows a similar response to the transients. Significant improvements in thermal calculation accuracy of transient pipe flow can be achieved by implementing a 1D radial unsteady heat transfer model of the soil instead of the currently used steady state model. The experimental results are in agreement; the experimental verification demonstrates the improvement potential the 1D radial unsteady model has over the steady state model. The remaining temperature deviations are related to the peaks of the gas temperature inside the pipe in response to the inlet transients. Further study is needed to identify the cause(s) of this.
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A B S T R A C T

Transportation of natural gas through high pressure large diameter offshore pipelines is modeled by numerically solving the governing equations for one-dimensional compressible pipe flow using an implicit finite difference method. The pipelines considered have a diameter of 1 m and length of approximately 650 km. The influence of different physical parameters which enter into the model are investigated in detail. These include the friction factor, equation of state and heat transfer model. For high pressure pipelines it is shown that the selection of the equation of state can have a considerable effect on the simulated flow results, with the recently developed GREG 2004 being compared to the more traditional SRK, Peng–Robinson and RWGS equations of state. Also, including heat accumulation in the ground is important in order to model the correct temperature at the outlet of the pipeline. The flow model is validated by comparing computed results to measured values for an offshore natural gas pipeline.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Natural gas may be transported over long distances through high pressure transmission pipelines. An overview of the Norwegian natural gas transport system lying in the North Sea is shown in Fig. 1. The network is operated by the Norwegian state owned company Gascor. After the gas has been processed and unwanted components are removed it is fed into long export pipelines and transported from Norway to continental Europe and the UK. The pipelines have a diameter of approximately 1 m and can be between 600–800 km in length. Measurements of the state of the gas such as pressure, mass flow, temperature and composition are available only at the inlet and outlet. To know the state of the gas between these two points one has to rely on computer models.

Transmission of natural gas through high pressure pipelines can be modeled by numerically solving the governing equations for one-dimensional compressible viscous heat conducting flow. Such mathematical models have several important applications in the gas industry. These include designing, operating and monitoring natural gas pipelines and predicting the pipeline hydraulic capacity. High accuracy in transport capacity is important to ensure optimal utilization of the network, as failure to deliver the forecasted capacity can result in penalties and a poor reputation as a gas network operator (Langelandsvik et al., 2009). They also play an integral part in software based leak detection systems. It is therefore crucial that these models are as accurate as possible, but at the same time fast and efficient as conditions in the pipeline are usually transient.

An overview of different numerical techniques used to solve the governing flow equations can be found in base literature articles (Thorley and Tilley, 1987). These include the method of characteristics, finite difference, finite volume and finite element methods. Finite difference methods have commonly been used to model the flow of natural gas through pipelines (Abbaspour and Chapman, 2008; Chaczkyowski, 2010; Kuchi, 1994), with implicit methods being preferred to explicit, as these are stable for any choice of time and spatial step.

In order to accurately model the flow through high pressure pipelines one has to solve the full non-isothermal model (Osiadacz and Chaczkyowski, 2001), which implies solving the continuity, momentum and energy conservation equations for the flow. As well as solving the governing flow equations, several physical processes have to be modeled in appropriate ways. These include
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>pipe cross section [m$^2$]</td>
</tr>
<tr>
<td>$c_p$</td>
<td>heat capacity at constant pressure [J/(kg K)]</td>
</tr>
<tr>
<td>$c_v$</td>
<td>heat capacity at constant volume [J/(kg K)]</td>
</tr>
<tr>
<td>$D$</td>
<td>pipe diameter [m]</td>
</tr>
<tr>
<td>$F_0$</td>
<td>Fourier number</td>
</tr>
<tr>
<td>$f$</td>
<td>friction factor</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational constant [m/s$^2$]</td>
</tr>
<tr>
<td>$h$</td>
<td>film transfer coefficient [W/(m$^2$ K)]</td>
</tr>
<tr>
<td>$k$</td>
<td>heat transfer coefficient [W/(m K)]</td>
</tr>
<tr>
<td>$m$</td>
<td>mass flow rate [kg/s]</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure [Pa]</td>
</tr>
<tr>
<td>$p_c$</td>
<td>critical pressure [Pa]</td>
</tr>
<tr>
<td>$p_r$</td>
<td>reduced pressure</td>
</tr>
<tr>
<td>$Q$</td>
<td>heat flow [W]</td>
</tr>
<tr>
<td>$R$</td>
<td>gas constant [J/(kg K)]</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$r$</td>
<td>pipe radius [m]</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature [K]</td>
</tr>
<tr>
<td>$T_a$</td>
<td>Ambient temperature [K]</td>
</tr>
<tr>
<td>$T_c$</td>
<td>critical temperature [K]</td>
</tr>
<tr>
<td>$t$</td>
<td>time [s]</td>
</tr>
<tr>
<td>$U$</td>
<td>total heat transfer coefficient [W/(m$^2$ K)]</td>
</tr>
<tr>
<td>$v$</td>
<td>gas velocity [m/s]</td>
</tr>
<tr>
<td>$x$</td>
<td>spatial coordinate [m]</td>
</tr>
<tr>
<td>$Z$</td>
<td>compressibility factor</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>equivalent sand grain roughness [m]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>thermal conductivity [W/(m K)]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density [kg/m$^3$]</td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>molar density [kg mol/m$^3$]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>pipe inclination angle</td>
</tr>
</tbody>
</table>

The friction factor, equation of state and heat exchanges between the gas and the surroundings. Previous research has looked into the sensitivity of the pipeline gas flow model to the selection of the equation of state (Chaczekowsky, 2009) and the effect of the pipeline thermal model (Chaczekowsky, 2010). However, in both these cases the investigated pipeline had an inlet pressure of 8.4 MPa, which is typical of an on-shore distribution network. Offshore pipeline like those in Fig. 1 can have an inlet pressure of up to 20 MPa, well above that typically considered in the literature.

The objective of this study is to validate the one-dimensional flow model for high pressure offshore natural gas pipelines. An implicit finite difference method is used to solve the governing flow equations. The model is validated by running simulations on an offshore natural gas pipeline and comparing numerical results to measured values. Different physical processes which enter into the one-dimensional flow model will be investigated and discussed in detail. These include the friction factor, equation of state and heat transfer between the gas and the surrounding environment. For the equation of state the recently developed GEG 2004 will be compared to the more traditional SRK, Peng–Robinson and BWRS equations of state currently used today. The heat exchange between the gas and the surroundings will be modelled using both a steady and unsteady external heat transfer model. The main difference between these two approaches is that the unsteady heat transfer model takes into account heat accumulation in the ground surrounding the pipeline.

2. Theory

2.1 Governing equations

The governing equations for one-dimensional compressible viscous heat conducting flow are found by averaging the three-dimensional versions across the pipe cross section. The result is:

Continuity

$$ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0 $$

Momentum

$$ \frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = f \nu \frac{\partial u}{2D} - \rho g \sin \theta $$

Energy

$$ \frac{\partial (\rho e)}{\partial t} + \frac{\partial (\rho e u)}{\partial x} = \frac{\partial (\rho h u)}{2D} - \rho g \sin \theta $$

where $Z = Z(p,T)$ is the compressibility factor. When working with natural gas pipelines, one is often interested in knowing the pressure and mass flow at the inlet and outlet. By replacing the density with pressure and introducing the mass flow rate $m = -\rho u$, where $A$ is the pipeline cross section, Equations (1)–(3) can be developed into partial differential equations for $p$, $m$ and $T$ (Chaczekowsky, 2010). The result is:

$$ \frac{\partial p}{\partial t} + \frac{1}{Z} \left( \frac{\partial (\rho e)}{\partial x} \right) = \frac{ZRT \left[ \frac{1}{\rho} - \frac{1}{(\rho u)} \right]^2}{p} \frac{\partial m}{\partial x} $$

$$ \frac{\partial m}{\partial t} = \frac{mZRT}{pA} \left( \frac{1}{Z} \frac{\partial (\rho e)}{\partial x} \right) - A \frac{\partial (\rho e u)}{2DA} $$

$$ \frac{\partial (\rho e)}{\partial t} + \frac{\partial (\rho e u)}{\partial x} = \frac{\partial (\rho h u)}{2D} - \rho g \sin \theta $$
Fig. 1. Overview of the Norwegian natural gas transport system in the North Sea. Figure courtesy of Gasco.
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\[ \frac{\partial T}{\partial t} = -\frac{\rho c_p T}{\partial x} \frac{\partial T}{\partial x} - \frac{\rho c_p T \partial T}{\partial x} \left( \frac{1}{Z} \right) - \frac{1}{\rho c_p T} \left( \frac{\partial T}{\partial x} \right)^2 + \frac{1}{\rho c_p T} \left( \frac{1}{Z} \right) \frac{\partial T}{\partial x} \]

\[ + \frac{f}{2 \nu} \left( \frac{Z R T}{\partial x} \right)^3 - \frac{Z R T}{\partial x} \left( \frac{1}{Z} \right) - \frac{Z R T}{\partial x} \left( \frac{1}{Z} \right) \frac{\partial T}{\partial x} \]

(7)

2.2. Friction factor

The friction factor accounts for the frictional force between the fluid and the pipe wall. The friction factor \( f \) for a pipe, commonly denoted the Darcy–Weisbach friction factor, is defined as

\[ f = \frac{-\partial p}{\partial x} \frac{1}{\frac{1}{2} \rho u^2} \]

(8)

This is a semi-empirical parameter, meaning that no analytical description of these forces has been developed. For pipeline flow with high turbulence intensity (described by the Reynolds number), it is also impossible to fully calculate this parameter by computational simulation.

Today the Colebrook–White formula is the most widespread relation for determining \( f \), which combines the two main regions for the friction factor. For low Reynolds numbers the friction factor is solely dependent on Reynolds number (smooth turbulent flow), whereas for higher Reynolds numbers the friction factor becomes independent of Reynolds number and only depends on the internal roughness (turbulent flow). Colebrook–White is a mathematical combination of these two expressions that was developed in the 1930s (Colebrook, 1939).

\[ \frac{1}{\sqrt{f}} = -2 \log \left( \frac{e}{3.7 D} + \frac{2.51}{Re \sqrt{f}} \right) \]

(9)

where \( e \) is the equivalent sand grain roughness, \( D \) the diameter of the pipe and \( Re \) the Reynolds number of the flow. Later, several modifications to the smooth turbulent law have been suggested (McKee et al., 1978), while how to determine the roughness elements on the inner wall by means of measurement has been discussed based on recent experiments (Langelandsvik et al., 2008; Shockling et al., 2006). For transportation of natural gas through offshore pipelines, the Reynolds number is typically of the order 10^7, meaning the friction factor lies in the region between smooth and fully rough turbulent flow. Based on operational data from natural gas pipelines, it is stated that the transition from smooth to fully rough turbulent flow is more abrupt than that suggested by Colebrook–White, and that the friction factor in this region bears significant uncertainty (Langelandsvik et al., 2005). A modified friction factor formula was proposed by the European Gas Research Group (GERG) (Gersten et al., 2000).

\[ \frac{1}{\sqrt{f}} = -2 \log \left( \frac{1.469}{\partial e \partial \sqrt{f}} + \left( \frac{\varepsilon}{3.7 D} \right)^n \right) \]

(10)

where \( \partial e \) is the draft factor which accounts for other pressure losses such as curvature and pipe joints, and \( n \) is used to control the shape of the transition, \( n = 1 \) corresponds to a smooth Colebrook–White transition while \( n = 10 \) a more abrupt transition.

In Fig. 2 the friction factor \( f \) computed using the Colebrook–White and GERG friction factor formulas for an equivalent sand grain roughness of 3 µm is shown. In the GERG formula the draft and transition factor were set to \( \partial e = 1.01 \) and \( n = 3 \) (Piggott et al., 2002). The GERG friction factor formula gives a more abrupt transition from smooth to fully rough turbulent flow compared to Colebrook–White with the friction factor in the transition region being considerably lower. However, limited information is available as to what values of \( \partial e \) and \( n \) should be used in high pressure pipelines. It is therefore difficult to conclude whether the GERG friction factor formula is any significant improvement of the traditional Colebrook–White correlation.

2.3. Equation of state

The equation of state is the relationship between state variables. Several different equations of state, including SRK, Peng–Robinson, BWRS, AUA-8, GERG 88 and GERG 2004, are applied in the industry today. The sensitivity of the gas pipeline flow model to the selection of the equation of state has been investigated previously (Chaczykowski, 2009) for the SRK, BWRS, AUA-8 and GERG 88 equations of state. These did not influence the computed flow parameters and line-pack values in any significant way. However, the inlet pressure in the considered pipeline was only 8.4 MPa, which is typical of that of an on-shore distribution network. Offshore natural gas pipelines can have inlet pressures in the range 18–20 MPa. The sensitivity of the selection of the equation of state for high pressure pipelines will therefore be investigated in the following. The equations of state considered are SRK, Peng–Robinson, BWRS, GERG 88 and GERG 2004.

2.3.1. SRK

The Soave–Redlich–Kwong (SRK) is a modification of the Redlich–Kwong equation of state and was first published in 1972 (Soave, 1972). It is a cubic equation of state, and in the original article by Soave it is validated up to 12 MPa. It can conveniently be expressed as

\[ 2\beta^3 - 3\beta^2 + \frac{Z(A - B - B^2)}{A - B} = 0 \]

(11)

where \( A \) and \( B \) are constants which depend on reduced pressure and temperature.
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\[ A = 0.427 \frac{\rho_r}{T_r} \]  
\[ B = 0.08664 \frac{\rho_r}{T_r} \]  
\[ \text{where the subscript } r \text{ denotes reduced state variables } (\rho_r = \frac{\rho}{\rho_c}, \ T_r = \frac{T}{T_c}, \ p_r \text{ and } T_r \text{ being critical pressure and temperature). The parameter } a \text{ is a function which depends on the reduced temperature and theacentric factor. Mixing rules are applied to gas mixtures.} \]

2.3.2. Peng–Robinson

Peng–Robinson is also a cubic equation of state and is structurally similar to SRK. It was first published in 1976 and is claimed to predict the liquid phase densities more accurately compared to SRK (Peng and Robinson, 1976). On polynomial form it can be expressed as

\[ Z^3 - 3(1-B)Z^2 + (A-3B^2-2B)Z - (AB - B^2 - B^3) = 0 \]  
\[ \text{where} \]
\[ A = 0.45724 \frac{\rho_r}{T_r} \]  
\[ B = 0.07780 \frac{\rho_r}{T_r} \]  
\[ \text{As with SRK } a \text{ is a function of reduced temperature and acentric factor. Owing to their simple mathematical structure, cubic equations of state such as SRK and Peng–Robinson along with their modifications are still frequently used in the industry today. However, they have proven to be inaccurate, especially for pressures above 12 MPa (Modicotte, 2000).} \]

2.3.3. BWRS

The Benedict–Webb–Rubin–Starling (BWRS) equation of state is based on a variational expansion in density. It was published in 1973 and is a modification of the BWR equation of state (Starling, 1973). The BWRS equation of state is formulated as

\[ p = \rho_r T_r + \left( \frac{D_0}{T_r} + \frac{C_0}{T_r} + \frac{D_2}{T_r} \right) \rho_r^2 + \left( b r T - a \frac{d_p}{T} \right) \rho_r^3 \]  
\[ + a \left( \frac{d_p}{T} \right) \rho_r^4 \left( 1 + \gamma_{p,a} \exp \left( -\gamma_{p,b} \rho_r \right) \right) \]  
\[ \text{In total it contains 11 coefficients. Values and mixing rules can be found in the literature. Because of its ability to cover both liquid and gases the BWRS is widely used for simulations of pipelines with high density hydrocarbons (Modicotte, 2000). For the offshore network in Fig. 1, the operator Gasco currently uses a BWRS equation of state with coefficients which are especially tuned for hydrocarbons, which will be denoted as BWRSI in the following. BWRSI has the same form and mixing rules as BWRS. The only difference is that the numerical values of the coefficients are different.} \]

2.3.4. GERG88

The European Gas Research Group (GERG) has performed an extensive research into compressibility factor measurements. The GERG 88 virial equation of state was developed to accurately predict the compressibility factor of natural gas mixtures (Jaeschke et al., 1991). It takes the form

\[ Z = 1 + \frac{B_M(T)}{p_m} + \frac{C_M(T)}{p_m^2} \]  
\[ B_m(T) = \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j B(T) \]  
\[ C_m(T) = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} x_i x_j x_k C(T) \]  
\[ \text{where } B(T) \text{ and } C(T) \text{ are the second and third virial coefficients which depend on temperature and gas composition. } x_i, x_j \text{ and } x_k \text{ represent the mole fractions of the } i^{th}, j^{th} \text{ and } k^{th} \text{ component. For compressibility factor calculations GERG 88 is claimed to have an uncertainty of less than } 0.1 \% \text{ for pressures up to } 12 \text{ MPa and temperatures in the range } 265\text{–}335 \text{ K.} \]

2.3.5. GERG 2004

GERG has since published the GERG 2004 equation of state which accurately predicts compressibility factors for pressures and temperatures up to 30 MPa and 365 K respectively (Kunz et al., 2007). The GERG 2004 is explicit in Helmholtz free energy \( \omega \) with density and temperature as independent variables. As a function of reduced density \( \delta \) and temperature \( \tau \) the compressibility factor is determined

\[ q(\delta, \tau) = 1 + \delta \frac{\partial q}{\partial \delta} \]  
\[ \text{where } \delta \frac{\partial q}{\partial \delta} \text{ is the dimensionless Helmholtz free energy. The GERG 2004 equation of state can also conveniently be used to predict other thermodynamical properties such as enthalpy, internal energy, heat capacity and Joule–Thomson coefficients to mention a few. An expansion of GERG 2004, referred to as GERG 2008, has also recently been published (Kunz and Wagner, 2012). The only difference between GERG 2004 and GERG 2008 is that GERG 2008 includes components which were not considered in GERG 2004, namely n-nonane, n-decane and hydrogen sulfide. These components were not considered in this work. The compressibility factor as a function of pressure and temperature for a typical North Sea natural gas mixture was calculated using all the equations of state mentioned above. The composition of the gas in mol% was set to the following: CH4 - 89.16%, C2H6 - 2.35%, C3H8 - 0.51%, n-C4H10 - 0.03%, i-C4H10 - 0.03%, n-C5H12 - 0.002%, i-C5H12 - 0.001%, N2 - 0.70%, CO2 - 2.22%. In the 10 flow model (Equations (5)–(7)) the partial derivatives of Z with respect to temperature and pressure are required. These are found by taking the derivative of the above expression with respect to \( p \) and \( T \). In Fig. 3 the compressibility factor \( Z \) as a function of pressure at different temperatures is presented. Up to 10 MPa the different equations of state predict almost the same value of the Z factor. Above 10 MPa a more noticeable difference is observed. Partial derivatives of Z with respect to temperature and pressure are presented in Figs. 4–6. In Figs. 4 and 5 the computed values agree well with each other over the entire pressure range. In Fig. 6 some deviations above 20 MPa are observed.}

2.4. Heat transfer model

The final term in the energy equation (Equation (7)) represents the heat exchange between the gas and the surrounding environment, where the total heat transfer coefficient \( U \) has the usual definition
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Fig. 3. Compressibility factor $Z$ as a function of pressure at different temperatures. For pressures below 10 MPa only small differences between the different equations of state are observed. For pressures above 10 MPa a considerable difference can be seen.

Fig. 4. Partial derivative of $Z$ with respect to temperature at constant pressure ($\partial Z/\partial T$).
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\[ U = \frac{Q}{AT - T_a} \]  

(22)

\[ U = \frac{r_1}{r_1 + b_1} \sum_{n=1}^{N} \left( \frac{r_n}{r_{n-1}} \right)^{3/2} \]  

(23)

where \( r_1 \) is the outer radius of the pipe, \( r_i \) the inner radius, \( r_o \) outer radius of wall, \( \lambda_w \) the thermal conductivity of wall, \( b_i \) the inner wall film heat transfer coefficient and \( b_o \) the outer film heat transfer coefficient. This is a steady state approach which does not allow for heat accumulation in the ground. To include heat accumulation in the ground one has to solve the unsteady heat transfer model (Chacykowski, 2010), in the unsteady heat transfer model the one-dimensional radial heat equation is solved in the domain surrounding the pipeline.

\[ \rho c_p \frac{dT}{dr} = \frac{k}{r} \left( \frac{1}{r} \frac{dT}{dr} \right) \]  

(24)

The radial heat equation can be expressed on dimensionless form as

\[ \frac{\partial T^*}{\partial \xi} = \frac{1}{F_0} \frac{\partial}{\partial \xi} \left( F_0 \frac{\partial T^*}{\partial \xi} \right) \]  

(25)

where \( * \) represents a dimensionless variable, \( F_0 \) is the Fourier number which is defined as

\[ F_0 = \frac{a \xi}{L^2} \]  

(26)

where \( a = \frac{\kappa}{\rho c_p} \) is the thermal diffusivity, \( r \) the characteristic length through which heat conduction occurs. The Fourier number is the ratio of the heat conduction rate to the heat storage rate. For small Fourier numbers (much less than 1) the heat storage rate is greater than the heat conduction rate, underlining that heat accumulation should be included in the model. The radial heat conduction equation is solved on the domain shown in Fig. 7. The model is axial symmetric, where each thermal layer is represented by a coaxial cylindrical shell. Equation (24) is discretized using finite differences. The following equations are solved for the unsteady external heat transfer model (Chacykowski, 2010)

\[ Q = -k \frac{dT}{dr} \left( r_1 \right) \]  

\[ \rho c_p \frac{dT}{dr} = \frac{k}{r} \left( \frac{1}{r} \frac{dT}{dr} \right) - \frac{k}{r} \left( T_1 - T^* \right) \]  

(27)

\[ \rho c_p \frac{dT}{dr} = \frac{k}{r} \left( \frac{1}{r} \frac{dT}{dr} \right) - \frac{k}{r} \left( T_1 - T^* \right) - \frac{k}{r} \left( T_2 - T^* \right) \]

\[ \rho c_p \frac{dT}{dr} = \frac{k}{r} \left( \frac{1}{r} \frac{dT}{dr} \right) - \frac{k}{r} \left( T_2 - T^* \right) - \frac{k}{r} \left( T_1 - T^* \right) \]

\[ \rho c_p \frac{dT}{dr} = \frac{k}{r} \left( \frac{1}{r} \frac{dT}{dr} \right) - \frac{k}{r} \left( T_3 - T^* \right) - \frac{k}{r} \left( T_2 - T^* \right) \]

The first line represents the heat exchange between the gas and the temperature at point 1, where \( k_b \) is the heat transfer coefficient between these two points, \( k_b \) depends on the inner wall film heat transfer coefficient and the heat conduction between the inner wall and point 1, \( k_i \) is the heat transfer coefficient between points i and i + 1, while \( k_o \) is the heat transfer coefficient between the ambient and \( T_3 \) and depends on the outer film heat transfer coefficient. For an updated gas temperature in the pipeline, the system of equations above are solved in the domain surrounding the pipeline to determine the updated temperature field. For an updated temperature field the heat flow \( Q \) between the gas and the surroundings is computed. This value is then used to model the heat exchange between the gas and surroundings at the next time step, using the fact that \( U = Q/(AT - T_a) \). The radial heat equation is only solved for sections where the pipeline is buried under ground. When it is exposed to sea water, the heat transfer between the outer wall and the sea water is modeled using a film heat transfer coefficient, as there is assumed to be no heat accumulation in the surrounding sea water.

3. Numerical scheme

Transportation of natural gas through high pressure natural gas pipelines is modeled by numerically solving the governing equations for one-dimensional compressible flow. Equations \((5)-(7)\) form a system of hyperbolic partial differential equations which are solved using finite differences, with the discretization being implicit in time. The numerical stencil is presented in Fig. 8.

A pipeline is divided into \( N \) grid points. The distance between point \( i \) and \( i + 1 \) is the discretization length \( \Delta x \), while the time step between time level \( n + 1 \) and \( n \) is \( \Delta t \). Flow values are stored at grid points, but are computed at the midpoints between two grid points. For pipe section \( i \), being the pipe section between points \( i \) and \( i + 1 \), the partial derivative of a flow variable \( y \) with respect to time is approximated by

\[ \frac{\partial Y(x_i, t_{n+1})}{\partial t} = \frac{1}{2\Delta t} \left[ Y(x_{i+1}, t_{n+1}) - Y(x_i, t_{n+1}) \right] + O(\Delta t) \]  

(29)

the spatial derivative by

\[ \frac{\partial Y(x_i, t_{n+1})}{\partial x} = \frac{1}{\Delta x} \left[ Y(x_{i+1}, t_{n+1}) - Y(x_i, t_{n+1}) \right] + O(\Delta x^2) \]  

(30)

and the individual terms by

\[ Y(x_i, t_{n+1}) = \frac{1}{2} \left[ Y(x_{i+1}, t_{n+1}) + Y(x_i, t_{n+1}) \right] + O(\Delta x^2) \]  

(31)

This is method is first order correct in time and second order correct in space, and is the same method as in the work by Kuchu (1994) and Abbaspour and Chapman (2008). When discretizing all terms in a fully implicit way, the governing equations form a system on non-linear equations. Kuchu and Abbaspour and Chapman solve the system of non-linear equations using the Newton–Raphson method. This can however be time consuming, especially for long pipelines and complicated networks, and would not be feasible for real time applications. To simplify the computations the non-linear terms are linearized about the previous time step to give a system of linear equations. This system can be solved in an efficient way using simple linear algebra, which is done in the following.

4. Results

The influence of the friction factor, equation of state and heat transfer model on the transmission of natural gas through offshore pipelines is investigated. A 650 km offshore pipeline is considered, with a slightly simplified setup shown in Fig. 5. For the first and last 25 km, where the gas departs the processing terminal and arrives at the receiving terminal, the pipeline is buried under ground. For the 600 km between this it is an offshore pipeline lying at a depth of
Appendix
Appendix

approximately 300 m. The pipeline is assumed to be lying on the seabed completely exposed to the seawater. The ambient sea water temperature is in the region 4–6°C depending on location along the pipeline. The pipeline was divided into 101 grid points, with an average grid spacing of Δx = 6.5 km. The time step was Δt = 60 s.

The composition of the gas was kept constant and was set to (in mol%): C4H8 = 89.16%, C5H12 = 7.35%, C6H14 = 0.51%, C7H16 = 0.03%, C8H18 = 0.03%, nC9H20 = 0.002%, iC8H18 = 0.0013%, N2 = 0.70%, CO2 = 2.22%. Inlet mass flow, inlet temperature and outlet pressure were given as boundary conditions.

4.1. Discretization errors

When using finite differences the governing equations are transformed into algebraic expressions in discrete time and space. Such a process introduces discretization errors in the solution. As the numerical method presented in Section 3 is first order correct in time and second order correct in space, the discretization errors will be proportional to Δt and Δx² respectively. In order to investigate the discretization errors in the model, simulations were carried out with different grid sizes and spatial steps. Flow values which represent typical transient conditions were used as boundary conditions. The local error is defined as

$$
e = \left( \frac{1}{N} \sum_{i=1}^{N} \left( Y_i - Y_{ih} \right)^2 \right)^{1/2}$$

(32)

where Y represents p, u, T at point i. The summation is done over all grid points N is presented, while the temporal discretization error as a function of time step Δt is presented to the right. Corresponding values are given in Tables 1 and 2. As the numerical method is first order correct in time and second order correct in space, the 1 and −2 slopes are included. The numerical method converges approximately to the expected order. The local discretization errors are small, and will for a correct choice of time and spatial step not effect the flow field solution in any significant way.

In the remaining sections operational data from high pressure pipelines will be used, with computed results being compared to measured values. Boundary conditions are inlet mass flow, inlet temperature and outlet pressure, which are presented in Fig. 11.

4.2. Influence of friction factor

The two different friction factor formulas presented in Section 2.2 were investigated for the flow. A friction factor is most noticeable in the modeled inlet pressure. The equivalent sand grain roughness was set to 3 μm. The effect of the draught factor and transition shape factor in the GREG formula was investigated in Fig. 12. To the left the draught factor was kept constant at Δt = 1.01 while the transition shape factor varied. To the right the transition shape factor was kept constant at n = 3 while the draught factor varied. All results are compared to measured data. Results in Fig. 12 suggest that the draught factor should be in the region 1.01–1.03, while the transition shape factor in the region 3–4. These values are in agreement with those in the literature (Piggott et al., 2002; Sletfjord, 1998).

When using the Colebrook–White friction factor formula with an equivalent sand grain roughness of 3 μm, the modeled inlet pressure is considerably higher compared to the GREG formula and the measured values, as shown in Fig. 13. This can be explained by considering the Moody diagram in Fig. 2. As the GREG formula predicts a more abrupt transition from smooth to fully rough turbulent flow, the friction factor in the Reynolds number range 10⁶–10⁸ is higher in the Colebrook–White formula compared to the GREG formula for the same equivalent sand grain roughness. When reducing the equivalent sand grain roughness to 1.5 μm in the Colebrook–White formula in Fig. 13, the modeled inlet pressure matches that of the GREG formula and the measured inlet pressure.

4.3. Influence of equation of state

The influence of the equation of state on the flow model was investigated by running simulations with SRK, Peng–Robinson, BWRS, GREG 88 and the GREG 2004 equation of state. The most noticeable difference between the different equations of state was observed in the modeled inlet pressure, which is shown in Fig. 14. To the left the modeled inlet pressure during the entire four day period is presented, while a close up view after one day presented to the right. Modeled values are compared to the measured inlet pressure. Gasco currently uses the BWRS equation of state with coefficients especially tuned for hydrocarbons, denoted as BWRS*. The modeled inlet pressure is in the region 15–18 MPa. GREG 2004 is the only equation of state in the literature which is stated to be valid for such high pressures. The difference between the GREG 2004 equation of state and the tuned BWRS* is approximately 0.1 MPa. The measured inlet pressure lies between the modeled pressure using the GREG 2004 and BWRS* equation of state. The standard BWRS equation of state predicts an inlet pressure which is too high compared to the measured pressure, while the tuned BWRS* matches closely that of the measured pressure. Considering the equations of state available in the literature, GREG 2004 would be the preferred choice, as it gives the most accurate results for high pressure pipelines. The tuned BWRS* also gives similar results for the modeled inlet pressure. It should be noted that GREG 2004 is computationally demanding compared to all other equations of states considered here, with the increase in computational time being almost a factor 10.

4.4. Heat transfer model

Using the same boundary conditions, the model was run using both the steady and unsteady external heat transfer models. Results for inlet pressure, outlet mass flow and outlet temperature for two different cases are presented in Figs. 15 and 16. Note that boundary conditions for Fig. 15 are given in Fig. 11, while boundary conditions for Fig. 16 are not included. For the outlet temperature the steady heat transfer model over predicts the amplitude of temperature changes in the flow compared to the unsteady heat transfer model which takes into account heat accumulation in the pipe wall and ground. Heat accumulation in the ground is only considered where the pipeline is buried under ground, and not where it is exposed to sea water. Where the pipeline is buried under ground, heat accumulation in the ground is more important than heat accumulation in the pipe wall. There is also an observable difference in computed outlet mass flow between the two heat transfer models. After abrupt changes in outlet mass flow, the unsteady heat transfer model agrees better with measured values compared to the steady heat transfer model.

5. Discussion

When considering the friction factor, results computed using the Colebrook–White and GREG friction factor formulas differ considerably from each other, which can be explained by
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considering the friction factor as a function of Reynolds number in Fig. 2. It has previously been reported that the transition from smooth to fully rough turbulent flow is more abrupt than that predicted by Colebrook–White (Langelandsvik et al., 2005). In the Reynolds number range $10^7$–$10^9$, the GERR friction factor formula predicts a lower friction factor $f$ compared to Colebrook–White, which in turn results in a lower modeled inlet pressure. It has previously been reported that for pipelines operated by Gassco, the measured surface roughness of the pipe is higher compared to that which has been used in online models in order to model the correct inlet pressure (Langelandsvik, 2008). In order to model the same inlet pressure using the Colebrook–White and GERR formulas, the equivalent sand grain roughness had to be reduced from 3 to 1.5 μm in the Colebrook–White formula. Owing to the more abrupt transition from smooth to fully rough turbulent flow, the GERR friction factor formula would be more suitable to model the flow of natural gas through pipelines for Reynolds numbers in the range $10^7$–$10^9$. However, more validation and preferably a large-scale laboratory test should be conducted before drawing any conclusions on whether the GERR friction factor formula is an improvement of the Colebrook–White formula.

For the different equations of states considered in Section 4.3, the biggest influence was observed in the modeled inlet pressure. As the inlet pressure lies in the region 15–18 MPa, this is also the region where the different equations of state differ most from each other, as was observed in Fig. 3. As GERR 2004 is the only equation of state which is explicitly stated to be valid for such high pressures, it is also believed to be the best reference. At the outlet the difference in computed outlet mass flow and temperature was small. As the outlet pressure was in the region of 9 MPa, the different equations of state agree well with each other in this pressure region in Fig. 3. Therefore, the difference in computed flow variables at the outlet is not that significant.

The tuned BWRS equation of state currently used by Gassco matches the results of the GERR 2004 quite well. The GERR 88 equation of state also gives adequate results for the modeled inlet pressure. Owing to the fact that GERR 2004 is validated for pressures up to 36 MPa and temperatures up to 365 K, and that it can

| $N$ | $\Delta x$ | $|\varepsilon|$ | $e$ | $O$ | $|\varepsilon|$ | $e$ | $O$ | $|\varepsilon|$ | $e$ | $O$ |
|-----|-------------|--------------|-----|-----|--------------|-----|-----|--------------|-----|-----|
| 26  | 26          | $9.1177 \times 10^{-7}$ | $4.0748 \times 10^{-6}$ | $2.6242 \times 10^{-6}$ |
| 51  | 13          | $1.1964 \times 10^{-7}$ | $3.011 \times 10^{-6}$ | $1.86 \times 10^{-6}$ | $1.3345 \times 10^{-6}$ | $2.16$ |
| 101 | 8.5         | $7.6746 \times 10^{-8}$ | $3.679 \times 10^{-7}$ | $1.92 \times 10^{-7}$ | $1.649 \times 10^{-7}$ | $2.04$ |
| 201 | 3.25        | $2.6177 \times 10^{-9}$ | $2.86 \times 10^{-8}$ | $1.564 \times 10^{-8}$ | $1.93 \times 10^{-8}$ | $2.09$ |
| 301 | 301         | $2.625 \times 10^{-10}$ | $2.56 \times 10^{-9}$ | $1.60 \times 10^{-9}$ | $1.82 \times 10^{-9}$ | $2.03$ |
| 401 | 1.625       | $8.2602 \times 10^{-10}$ | $2.56 \times 10^{-9}$ | $1.60 \times 10^{-9}$ | $1.82 \times 10^{-9}$ | $2.03$ |
| 501 | 0.825       | $1.5771 \times 10^{-10}$ | $2.46 \times 10^{-9}$ | $1.63 \times 10^{-9}$ | $1.82 \times 10^{-9}$ | $2.03$ |

Fig. 9. Offshore natural gas pipeline which is buried underground for the first and final 25 km. The total length is 650 km.
coveniently be used to determine physical properties such as heat capacity, enthalpy, entropy and internal energy, it would be the preferred equation of state when modeling the flow through high pressure natural gas pipelines. However, compared to all other equations of states considered here, GERG 2004 is the most computationally demanding. For the examples considered above, the computational time for the entire simulation using GERG 2004 was found to be approximately 10 times greater compared to other equations of state. This significant increase in computational time is likely due to all coefficients which are required in the case of GERG 2004. Because of this great increase in computational time, the tuned BWRS equation of state is still the preferred choice for real time applications. The difference in computed inlet pressure between GERG 2004 and the tuned BWRS was approximately 0.1 MPa.

It is shown by example how the heat exchange between the gas and the surroundings should be modeled using an unsteady heat transfer model which accounts for heat accumulation in the ground. Results in Fig. 15 for the outlet temperature illustrate how a steady heat transfer model over predicts the amplitude of temperature changes in the flow, while the unsteady heat transfer model shows a better agreement with measured values. Heat accumulation in the ground is only considered important where the pipeline is buried under ground, and not where it exposed to sea water. In the examples above, the pipeline was only buried...
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Fig. 14. Influence of the equation of state on the modeled inlet pressure. Results found using the SRK, Peng–Robinson, BWRS, BWRS*, GERG 88 and GERG 04 equations of state. Right figure is a close up view of the left after one day of operation.

under ground at the beginning and end of the pipeline where the gas leaves the processing terminal and arrives at the receiving terminal. Both of these lengths are approximately 2.5 km. Even for such a short section of pipeline, an unsteady heat transfer model should be used. In the example in Section 4.3, the relation between heat conduction and heat storage can be determined by considering the Fourier number. The thermal diffusivity of the soil is approximately 1.2 × 10⁻⁶. The characteristic length, in this case the burial depth, is 1.5 m, while the characteristic time is the time for ramp down to occur in Fig. 15. The Fourier number is determined to be 0.1. The physical meaning of this is that the heat conduction rate is an order of magnitude less than the heat storage rate, and the transient thermal response upon the change in the mass flow rate is predominantly dictated by the heat storage effect, even on a day time scale as is the case here. For shorter characteristic time scales,

Fig. 15. Simulated results compared to measured values using both the steady and unsteady external heat transfer models for boundary conditions in Fig. 11. Top inlet pressure, middle outlet mass flow, bottom outlet temperature.

Fig. 16. Simulated results compared to measured values using both the steady and unsteady external heat transfer model. Top inlet pressure, middle outlet mass flow, bottom outlet temperature.
the larger the effect of heat storage compared to the effect of heat conduction. This underlines that the steady state approach for heat transfer is not valid, and that an unsteady heat transfer model should be used.

In general the computed inlet pressure and mass flow agree well with measured values. For the outlet temperature, an unsteady heat transfer model gives better results for the amplitude of temperature changes in the flow compared to a steady heat transfer model. However, the modeled temperature lies slightly below the measured temperature. The reason for this deviation between measured and modeled temperature arises either because of an incorrect ambient temperature or that the assumed burial depth is not correct. As it is an offshore pipeline, the ambient sea bottom temperature along the pipeline is determined from oceanographic models. In order to accurately model the flow, it is important to know the correct ambient temperature along the whole pipeline.

6. Conclusion

The flow of natural gas through high pressure offshore pipelines is modeled by numerically solving the governing equations for unsteady one-dimensional compressible viscous heat conducting flow. The numerical discretization errors are shown to be small, and discrepancies between modeled and measured flow values is most likely due to physical approximation errors, and not numerical errors. The selection of the equation of state for high pressure pipelines is studied in detail. The different equations of state gave different results for inlet pressure, with the recently developed GEG 2004 believed to be the best reference. However, as it is computationally demanding to solve, the BWRS equation of state is still used for compressibility factor calculations in offshore pipelines. The difference in computed inlet pressure between GEG 2004 and the tuned BWRS was approximately 0.1 MPa. It is shown by example how an unsteady heat transfer model which takes into account heat accumulation in the ground greatly improves the modeled outlet temperature compared to a steady heat transfer model which has traditionally been used when modeling the flow through offshore pipelines. Some discrepancies between the modeled and measured outlet temperature are still present, which most likely are due to an incorrect ambient temperature.
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ABSTRACT

The soil temperature distribution influences the thermal interaction between the ambient and subsurface objects. This paper shows the effect of the soil surface boundary conditions on heat transfer calculations around a buried pipeline. The results are compared to measurements from an experimental installation. Measurements include soil temperatures, the soil surface radiation balance, and weather parameters. The heat conduction problem is modelled with one- and two-dimensional models. The models were used to find the sensitivity for different soil surface boundary condition assumptions. The results are compared to the measured soil thermal profiles and the pipeline to ambient heat transfer. Using both the measured soil surface temperature and the full surface energy balance provides similar and accurate soil temperature prediction. A reduction in predictive accuracy of soil temperatures occurs when using measured air temperatures for the soil surface boundary condition. This has an effect on the long term pipeline to ambient heat transfer.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The heat transfer between the fluid in a gas pipeline and the environment is an influencing factor on the calculation of gas pressures, temperatures, and mass flow rate. To describe the soil surface boundary of a heat transfer model properly, the full surface energy balance needs to be used. Important aspects include solar, atmospheric, soil surface radiation, and convection heat transfer to the air surface layer. The migration of moisture into and out of the soil due to precipitation, condensation, and evaporation is an additional factor needed to describe fully the heat transfer problem. Due to the large length of export gas pipelines, the external ambient heat transfer model is desired to be as simple as possible in pipe flow calculations. The heat transfer problem of a buried gas pipeline is described in detail in Archer and O’Sullivan [1], Bau [2], and Sund et al. [3].

Typically, the models are limited to steady state conduction. In such models, the two-dimensional aspect of heat transfer of a buried pipe is made one-dimensional by using a steady state conduction shape factor, as shown in Incropera and DeWitt [4]. The heat transfer from the gas to the ambient is captured in an overall heat transfer coefficient, U, coupling the ambient heat transfer to the energy equation governing the pipe flow. This overall heat transfer coefficient combines the convective heat transfer from gas to pipe wall and the thermal resistance of the pipe wall layers and the soil. In Bau [5], the steady state one-dimensional (1D) heat transfer model is extended to include convective heat transfer due to soil moisture migration around the pipe. Non-steady heat transfer models are normally restricted to 1D radial heat conduction, as described in Chacykowski [6], Nicholas [7], and Helgaker et al. [8]. The use of two dimensional (2D) heat transfer models in connection with pipe flow is discussed in Oosterkamp et al. [9] and Yu et al. [10]. The effect upon calculated gas pressures and temperatures of the heat transfer model is described in detail in the above mentioned publications and an overview is provided in Sund et al. [3].
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In all these models, the detailed aspects of the ambient to soil energy balance are ignored. The heat transfer models used in modelling gas pipe flow used simplified boundary conditions. The full surface energy balance is not considered; it is not practical to measure this everywhere along the land-based sections of a pipeline route. Detailed knowledge of the soil surface temperatures above the buried pipeline is usually not available either. In the heat transfer models it is common practice that the soil surface temperature is either set equal to the air temperature or through a convective boundary condition. The air temperatures along the pipeline route are normally not measured directly. These are often obtained from a nearby meteorological station or derived from historical weather data. There is limited information available in the literature on the effect of the simplifications of the external heat transfer models as used in the flow modelling of gas and oil pipelines. In for example Yu et al. [16], an unsteady 2D heat transfer model is coupled to the flow equations of pipe flow in an oil pipeline. The model uses a convective boundary condition at the soil surface, with the air temperature approximated by a sine function of time. The analysis is based on the boundary conditions at the pipe wall and the numerical methods that are employed to solve the heat transfer problem.

The problem of heat transfer of a buried gas pipeline has analogies with that of underground heat exchangers. In the literature, several publications can be found dealing with the effect of the model assumptions. In Florides and Kalogirou [11], a review of heat transfer models for ground heat exchangers is provided, discussing 1D, 2D and 3D heat transfer models. Some of these include the effect of soil moisture migration. The effect of the boundary conditions is given little attention. In Dzener et al. [12], measured air temperature is used together with the analytical solution of one dimensional heat conduction (Hielle [13]) to predict the subsurface soil temperatures. The amplitude and phase shift of the annual soil surface temperature is approximated by fitting a sine with a one period period to the air temperature data. Based on the assumption that the soil temperature is not influenced by the pipe, the measured air temperature is used to compute the heat transfer coefficients at the surface.

In this study, we investigated the effect of different approaches to the soil surface boundary conditions on the prediction of the thermal regime in the ground. We subsequently looked at the effect of the boundary conditions on the heat transfer between the pipeline and the surrounding soil. In the study, we used measurement data from the soil around a pipeline for verification purposes. The sensitivity of the soil thermal profile to the soil-to-atmosphere boundary conditions was first investigated with a 1D heat conduction model of the soil. This was compared to the measured soil temperature at different depths. The full surface energy balance was estimated from correlations using measured weather data and net radiation measurements. The effect of the choice of soil surface boundary condition representation on the heat transfer between pipe and soil was thereafter determined using a 2D heat transfer model of the soil and pipe. It is a specific objective of the study to determine the effect of using measured air temperature as soil surface boundary condition on the resulting heat transfer between the gas inside the pipeline and the ambient.

2. Methodology

2.1. Background theory and mathematical expressions used

In elementary soil heat transfer, the ground is considered a homogeneous medium into which heat flows vertically through conduction. Fourier law describes heat flow as

\[ q_z = -\frac{dT}{dz} \] (1)

This 1D assumption is only valid if conduction is the sole form of energy transfer and horizontal energy transport does not play a significant role. In reality, the problem is more complex due to the effect of groundwater movement and phase changes occurring during freezing/thawing of soil layers. The presence of the warm pipe (28–30 °C) may affect the assumption of purely vertical heat conduction. The expectation is that at sufficient lateral distance from the pipe the effect is small enough to allow the use of a 1D model.

The temperature regime in the soil upper layer governs the ground thermal regime. This is the zone influenced by the climatic conditions [22]. The basic to understanding this regime is the surface energy balance, defined as

\[ q_z = q_r + q_n + q_e \] (2)

Here \( q_r \) is the net exchange of radiation from the atmosphere to the soil surface, \( q_e \) is the transfer of sensible heat from soil surface
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2.2. Experimental system

The experimental station is located on Bokn on the west coast of Norway. This is approximately 7 km from the inlet of a pipeline exporting natural gas to the continent. The pipeline has a diameter of 1 m and 2.3 m burial depth from the pipe centre. At the site, the pipeline and soil are instrumented with temperature and soil humidity sensors, and weather data are collected. Fig. 1 shows the measurement setup schematically.

In the soil, close to the pipe wall, the installation consisted of four sensor booms, placed in the radial directions O–A, O–B, O–C, and O–D. Radial sensor spacing is similar on each of the booms. Similar sensors were installed at 1 m, 3 m and 10 m distance from the pipe outer wall to measure the soil depth profiles. The temperature sensors were PT100s with a 4 mm diameter stainless steel sheath. The data-logger connection was a four-wire configuration (full bridge). The resolution of the measurement was 0.001 K. For each measurement point, the calibration of the data-logger channel, measurement-bridge, connectors, leads, and sensors was as one connected system. The calibration procedure comprised a series of multiple comparative measurements in the temperature interval from 0 to 30 °C. The sensors were tested in a hot bath calibrator (Hart 7103 Microbath) against a calibrated reference PT100 temperature measurement probe. The estimated accuracy after calibration exceeds ±0.05 K within the measurement interval.

The measurement programme further contained ambient air temperature, air humidity measurement, and a four component net radiometer from Huskflux Thermal Sensors [27]. This instrument measures the incoming hemispherical solar and long wave radiation, as well as the outgoing (reflected solar) and upward long wave radiation.

In this investigation, we looked primarily at the measurements performed at the farthest distance (10 m) from the pipe wall. Here the soil temperature profile will be least influenced by the presence of the warm pipe. At the far field (10 m lateral distance from the pipe wall), the temperature sensors are located at the following depths: 1 cm (M103), 5 cm (M100), 25 cm (M102), 84 cm (M106), 234 cm (M124), 334 cm (M126) and 534 cm (M128). Sensors measuring soil volumetric water content (Decagon EC5) are located at 334 cm and 534 cm depth. The sensor response is calibrated to the soil type.

The sensors were installed after drilling a 10 cm diameter hole to a depth of 6 metres. Soil samples were taken to measure the thermal properties of the soil. In this area, the available geological maps show that the bedrock is predominantly consisted of gneiss. The soil consists of a 25–30 cm thick top soil layer, followed by clay
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<table>
<thead>
<tr>
<th>Table 1 Soil thermal properties.</th>
<th>Thermal conductivity (W/m K)</th>
<th>Thermal diffusivity (m^2/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top soil</td>
<td>1.5</td>
<td>0.40-0.50*10^-6</td>
</tr>
<tr>
<td>Clay</td>
<td>1.8</td>
<td>0.80-1.20*10^-6</td>
</tr>
<tr>
<td>Bedrock</td>
<td>2.4</td>
<td>1.0*10^-4 [29]</td>
</tr>
</tbody>
</table>

containing a range of smaller and larger pebbles, on top of the bedrock. The depth to which the clay layer extends is unknown.

The thermal properties of the soil samples (top soil and clay) were measured at different soil moisture contents with the thermal needle probe technique, using a Decagon KD2 Pro with a 1-1 dual needle. The correlation between volumetric water content and relevant thermal properties (thermal conductivity λ and thermal diffusivity α) was thus determined. These measurements are reported in Oosterkamp [28]. The soil volumetric water content measurements show that the soil volumetric water contents at 534 cm depth is nearly 0.27 m^3/m^3. The soil volumetric water content at 534 cm depth is nearly 0.32 m^3/m^3. Table 1 shows the values for thermal conductivity λ and thermal diffusivity α used in the study.

The measurement data were collected from 16-May-2013 to 03-Sep-2014. There is a four week gap in the data during January 2014 due to equipment malfunctioning. Weather data from preceding years are obtained from two meteorology stations near the measurement site: Hagesunds Apple Station (18 km distance) and Kvitby Station (18 km distance). The historical air temperature data from the Kvitby station are used to set up the initial soil temperature profile for the numerical models. Only during a limited time period could wind speed, air humidity and dew point measurements be measured at the Bokn site; the missing data are complemented with data from the Kvitby station. The data from the Hagesunds Apple Station are used to fill (rare) gaps in the data from the Kvitby station.

3. Computational models

Numerical models were made of a one-dimensional column of the soil and a 2D cross-section of the soil with the buried pipeline. The one-dimensional finite difference model was used to test the different boundary conditions and the effect of simplifications of the surface energy balance against the experimental results. The two dimensional finite volume model was used to assess the effect of the boundary condition simplifications on the pipe wall heat transfer.

The one-dimensional model is a finite difference discretization of the one-dimensional unsteady heat conduction equation:

\[ \rho c_p \frac{\partial \theta}{\partial t} = \frac{1}{\Delta x} \left( \alpha \frac{\partial^2 \theta}{\partial x^2} \right) \]  

(8)

The discretization scheme is central in space, and the resulting set of equations was obtained not explicitly and implicitly. Form the explicit model, care was taken that the time step is chosen to fill the CFL stability criterion \(\alpha \Delta t / \Delta x^2 \leq 1 / 2\). The implicit model used a Crank–Nicholson scheme [30], where the thermal profile is defined as

\[ T_k = T(x_{k-1}, t), \quad z_0 = 0, \quad z_N = L \]  

(9)

and where \( L \) is the spatial extent of the domain. The resulting scheme (using trapezoid rule to approximate the integral) is

\[ \frac{1}{\alpha \Delta t} \left[ T_{k+1} - T_k \right] = \frac{T_{k+1} - 2T_k + T_{k-1}}{2(\Delta x)^2} + \frac{T_{k+1} - 2T_k + T_{k-1}}{2(\Delta x)^2} \]  

(10)

It is well established practice to put the resulting set of equations in matrix form \( [A] \times [\theta] = [D] \), where \( [D] \) is the new temperature field at \( t + \Delta t \) and \( [D] \) contains solely terms of the known temperature field at \( t \). The solution in each time step is found by using matrix inversion in Matlab. In the model, the lower boundary condition is implemented as \( \frac{\partial \theta}{\partial z} = 0 \) \( [t] \) \( L = 25 \text{ m} \). The discrete difference approximation of this is \( \frac{T_{k+1} - T_k}{\Delta z} = 0 \). As \( T_{k+1} \) is a fictitious node, it is substituted by \( T_{k+1} \), and inserted into the last equation of the difference scheme. Secondly, an explicit Euler scheme was implemented; this has the following form:

\[ 1 = \frac{\alpha \Delta t}{\alpha \Delta t} - \frac{T_{k+1} - 2T_k + T_{k-1}}{\Delta x^2} \]  

(11)

Also the explicit Euler scheme was tried:

\[ 1 = \frac{\alpha \Delta t}{\alpha \Delta t} - \frac{T_{k+1} - 2T_k + T_{k-1}}{\Delta x^2} \]  

(12)

All three schemes are second order accurate in space. The Euler schemes are of first order, and the Crank Nicholson scheme is second order accurate in time. Comparing the above models provided no significant calculation time or accuracy improvement. The numerical study of the effect of the top boundary condition was therefore performed using the explicit discretization. The models were run with uniform grid size of 0.05 m. Refinement of the grid did not lead to significant change of the resulting temperature profiles.

Prior to each run the calculation domain is given an initial steady state temperature profile. This initial temperature profile is obtained by running the model using the day normal air temperatures for a 25 year period. This also provides the value of the soil temperature at the lower boundary of the domain. It is important during initial setup that the influence of the annual temperature cycle has propagated all the way to the lower boundary of the domain; otherwise, the initial temperature profile of the domain will influence the results of the subsequent transient simulation. When the initial temperature profile is set up, the hourly ambient temperatures (Kvitby station, MAM [31]) from 16-May-2005 until 16-May-2013 are applied as upper boundary condition. The resulting temperature profile is used as initial condition for each model case. Fig. 2 shows this schematically.

The one-dimensional model is used to study the effect of the definition of the upper boundary condition on the temporal development of the vertical soil temperature profile. Different boundary condition cases are applied to the upper node of the model, at
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Table 2
Boundary condition cases.

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC1: Base case</td>
<td>( T(0,t) - T_{m0}(t) )</td>
<td>Dirichlet, base node follows soil surface temperature</td>
</tr>
<tr>
<td>BC2: Air temperature</td>
<td>( T(0,t) - T_{a}(t) )</td>
<td>Dirichlet, top node follows soil surface temperature</td>
</tr>
<tr>
<td>BC3: Convection</td>
<td>(-\frac{q'}{h(0,t)} + T(0,t) - T_{a}(t))</td>
<td>Neumann, heat conduction rate into the soil surface is equal to the heat transfer between soil surface and air</td>
</tr>
<tr>
<td>BC4: Convection plus radiation</td>
<td>(-\frac{q'}{h(0,t)} + T(0,t) - T_{a}(t))</td>
<td>Neumann, heat conduction rate into the soil surface is equal to the sum of the heat transfer between soil surface and air and the soil surface radiation balance</td>
</tr>
<tr>
<td>BC5: Full surface energy balance</td>
<td>(-\frac{q'}{h(0,t)} + T(0,t) - T_{a}(t))</td>
<td>Neumann, heat conduction rate into the soil surface is equal to the full soil surface energy balance</td>
</tr>
<tr>
<td>BC6: Daily average air temperatures</td>
<td>( T(0,t) - T_{d}(t) ) (daily averages)</td>
<td>Dirichlet, top node follows daily average air temperature measurements</td>
</tr>
<tr>
<td>BC7: Monthly average air temperatures</td>
<td>( T(0,t) - T_{e}(t) ) (monthly averages)</td>
<td>Dirichlet, top node follows monthly average air temperature measurements</td>
</tr>
<tr>
<td>BC8: Monthly normal air temperatures</td>
<td>( T(0,t) - T_{n}(t) ) (monthly normal values)</td>
<td>Dirichlet, top node follows monthly normal air temperature from the Kvitseby station statistics (Klima) [31]</td>
</tr>
</tbody>
</table>

For BC3 and BC4, a heat transfer coefficient of 100 W/m²K is used. For BC5, the convective heat transfer coefficient is calculated according to Eq. (6), and the latent heat, \( q_{l} \), according to Eq. (7) [25].

For each boundary condition, the accuracy of fit of the calculated temperature depth profiles in relation to the measured values is used to evaluate the results. The used criteria are the normal root mean square error (NRMSE) of the fit, the maximum difference, and the mean and standard deviation of the difference. The NRMSE of the fit is calculated with the MATLAB routine using the following general scheme:

\[
\text{NRMSE} = 1 - \frac{\|x(1:N) - x_{ref}(1:N)\|^2}{\|x(1:N) - \text{mean}(x_{ref}(1:N))\|^2}
\]

If the NRMSE is one, the fit is perfect. A NRMSE of zero implies that the fit is no better than that obtained with fitting a straight line. The larger negative value of NRMSE is, the worse the fit is.

The 2D model is a cross section of the soil and the pipe at the measurement site at Bolå. This model, shown in Fig. 3, is made with Ansys Fluent [32]. The model uses the Fluent as a server option. This allows a third party application to take control of Fluent by executing commands in the text console. A dedicated Matlab script controls the execution of the model in Fluent. The Matlab script reads the measurement data of the top soil layer temperature and pipe gas temperature. These are used as boundary conditions in the Fluent case and refreshed at the beginning of each 5 min transient time step. At the end of each time step simulation, the resulting soil temperatures and pipe wall heat transfer rate are collected in Matlab. The transient Fluent case obtains its initial temperature field in the same manner as the one-dimensional models, as seen in Fig. 2. Thermal soil properties are based upon measurements of the soil samples [28].

Ansys Fluent uses the following energy transport equation in the solid domain:

\[
\frac{\partial}{\partial t} \int_{V} \rho \int_{f} C_{p} dT = \nabla \cdot (\rho \int_{f} \nabla T) + \nabla \cdot (\int_{f} \frac{1}{ho} \nabla H) = \nabla \cdot (\lambda \nabla T) + S_{n}
\]

Here \( \nabla \) is a velocity vector, \( \rho \) is enthalpy, and \( S_{n} \) is an energy source term. The second term on the left represents the convective energy transfer due to rotational or translational motion of solids. In our model, the solid domain is stationary, and source terms \( S_{n} \) for example internal heating are absent; therefore Eq. (15) reduces to the 2D heat conduction equation. The discretization scheme for the energy equation is second order upwind in space and first order implicit in time. A V-cycle multigrid solver is used [32].

Fig. 3. 2D computational grid and boundary conditions for the numerical model of the Bolå measurement location. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Schematic of the system used for calculating gas temperatures from the soil measurements close to the pipe wall.

Care was taken that the boundary condition cases for this model were consistent with those shown in Table 1. For case BC1, the measured temperatures from the sensors at 1 cm depth in the soil are applied at the soil surface nodes. For case BC2, the soil surface nodes follow the measured air temperatures. Case BC5 is implemented as a heat flux boundary condition at the soil surface. Cases BC6 and BC7 use the averages of measured air temperatures to set the soil surface node temperatures. For all boundary condition cases, the boundary conditions at the vertical and lower edges of the model domain, as well as at the pipe inner wall, are the same:

- vertical edges: \( \frac{dT}{dz} = 0 \)
- lower edge: \( T = 8.4 \, ^\circ C \)
- pipe inner wall: \( -\lambda \frac{dT}{dz} = -h_i(T(t,0) - T_{\text{in}}(t)) \)

The inner film coefficient \( h_i \) is calculated from the operational gas flow conditions using the Dittus-Boelter correlation [33], having typical values of 1400–1600 W/m²K.

The measurement set-up did not allow for direct measurement of gas temperature \( T_{g_{\text{m}}} \). The soil temperature measurements closest to the pipe outer wall are used to approximate the gas temperature from the measurements. This is based upon the thermal energy balance of a radial 1D calculation cell surrounding these measurement points, as shown in Fig. 4.

The calculation cell stretches 3 cm in the radial direction from the pipe wall, with the temperature measurement point at the center. The thermal energy change from time step \( n-1 \) to \( n \) (\( \Delta t = 300 \, s \)) is balanced with the energy flux over the cell boundaries in time step \( n \). Thermal energy storage in the pipe wall is neglected, so that the thermal energy flux over the inner cell boundary can be expressed as

\[
q^* = U(T_{g_{\text{m}}} - T_{\text{in}})
\]  

(16)

Here \( U \) is the overall heat transfer coefficient combining the thermal resistances of the inner wall film coefficient, the pipe wall layer and the first 2 cm of soil. \( T_{g_{\text{m}}} \) is the unknown gas temperature and \( T_{\text{in}} \) is the measurement at the cell center at time step \( t \). By using the temperature measurement \( T_{\text{in}} \) at five centimetre distance from the pipe wall, the thermal energy flux over the outer cell boundary can be calculated. \( T_{\text{in}} \) follows from

\[
T_{\text{in}} = T_{\text{soil}} + \frac{0.03 \lambda (T_{\text{soil}} - T_{\text{soil}})}{U} = \frac{\lambda}{0.03U} (T_{\text{soil}} - T_{\text{soil}})
\]

(17)

Fig. 5. Daily averaged measurement values of net surface radiation (16 May 2013 until 11 June 2014).

4. Results and discussion

4.1. Evaluation of surface energy balance

The energy balance at the soil surface consists of the sum of the heat conducted into the soil \( q_0 \), the net radiation \( q^* \), the latent heat \( q_L \) and the sensible heat \( q_s \). The latter three components are derived from the measurements. The net radiometer measurements include both the incoming and outgoing long wave and short wave radiation energy at 600 s intervals and are combined to provide the net radiation \( q^* \) at the soil surface. The sensible heat \( q_s \) and latent heat \( q_L \) are derived from Eqs. (6) and (7) using air humidity, air temperature, air pressure and air speed measurements. The constants \( C_h \) and \( C_A \) are set to 0.003 and 0.0015 as suggested in Herb et al. [25]. The equations are not scaled to the presence of vegetation and thus provide the upper bound values for \( q_s \) and \( q_L \). The virtual temperature, \( T_v \), used in Eqs. (6) and (7) is calculated using the saturation vapour pressure correlation given in Hatau et al. [34]. The necessary values for air humidity, air pressure and wind velocity (\( u_{10} \)) are taken from the historical records of the Kotsuy station (eBlima [31]). Because the experimental site is in an open field, the wind-sheltering coefficient is assumed unity. Fig. 5 shows the resulting daily averaged net radiation.

4.2. Effect of boundary conditions on soil temperature profiles with the one-dimensional model

The thermal diffusivities of the numerical model were first tuned to obtain the best fit to the measurements when employing the base case boundary condition BC1. \( T(0,t) = 
\]

For each of the boundary condition cases from Table 2, a transient simulation was run with the one-dimensional model. Fig. 6 shows the accuracy of fit of the temperature-depth profiles in terms of normal root mean square errors (NRMSE) and max deviation for each boundary condition case. The mean and standard deviation of the difference between calculated and measured temperatures are also shown.

The results of the base case, BC1, show generally a good match with low maximum deviations and an average difference of less than one degree. Deeper down in the soil the accuracy is less, the deepest measurement \( M_{354} \) showing on average one degree higher mea-
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Fig. 6. Results from the boundary case studies with the one-dimensional model. The deviation is defined as measured value minus calculated value.

ured temperatures compared to the calculation. Note that the calculated temperature in the soil surface layers is slightly higher than the measurements. Using the air temperature as boundary condition, BC2 reduces the accuracy of the fit significantly, but still provides almost as accurate results in the lower soil layers. As expected, at the upper measurement positions (top soil layer) the resulting accuracy is significantly lower. This is reflected in a high maximum temperature deviation in the upper soil layers, especially at M005.

Using a convective boundary condition at the soil surface incorporating the air temperature (BC3) leads to almost identical calculated temperature profiles as those obtained when forcing the surface temperature to follow the measured air temperatures (BC2). When choosing the heat transfer coefficient at the lower value of nine W/m²K as used by Jung and Choi [21], the fit in the soil surface becomes less accurate.

The combination of convective and net radiation at the surface (case BC4) gives a large improvement in the fit lower down in the soil compared to boundary condition (case BC2). The extra energy added to the soil by including the net radiation balance boosts the soil temperatures during the summer months. The fit of the two lowest measurement positions improves compared to case BC1, except in the soil surface layer. The surface temperatures in this case are overestimated. Using the full energy balance (case BC5) has a similar effect on the temperatures lower down in the soil as with case BC4, but the additional heating of the soil surface is less because the latent heat is included. The results are in accordance with the findings of Cleall and Munoz-Criollo [20], who concluded that using the full heat balance in an 1D analytical model leads to calculations that match well with measurements. In our case, a somewhat better accuracy is achieved both at moderate depth (less than 1 degree versus over 2 degrees) as well as in the soil surface. The difference with the approach of Cleall is that they used correlations for the components of the soil surface energy balance based upon average values of relevant weather parameters. Since we used onsite measurements, the resulting predictions can be expected to be better.

In our results, the general trend of the calculated temperature profile in the soil surface follows the measurements, but shows spikes with non-physically high temperature values. The probable cause is related to the calculation of the convective heat transfer coefficient h using Eq. (6). Low values of h lead to overestimation of the effect of net solar radiation. Due to the discretization of the top boundary condition in the numerical scheme, the heating effect of the net solar radiation with a near zero value for h becomes so large that the upper calculation cell gets a non-physical high temperature during that time step. This error will propagate further down into soil domain over time. Using a minimum cut-off value for the convective heat transfer coefficient reduces this effect. Even with a minimum value of h = 50 W/m²K, the soil surface temperatures are periodically overestimated. Using the easier to implement boundary conditions of case BC6 (daily averaged air temperatures) and BC7 (monthly averaged air temperatures) leads to very similar results as with BC2 (measured air temperatures at 10 min intervals). This shows that for the temperature development in the soil the temporal resolution of the boundary condition is of less importance. For pipeline models, often real air temperature data are unavailable and statistical weather data are used instead. Often the monthly average temperatures are used to define the soil boundary condition. In boundary condition case 8, the monthly normal temperatures of the Kvitsoy station are used as input (k) [31]. This gives the worst prediction of soil temperature profiles at all depths. The average deviations are doubled to 1.5–2.0°C.
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Fig. 7 shows the daily averaged temporal development of the deviation between measured and calculated temperatures in the soil surface layer for three boundary cases. For the base case (BC1), during the summer, the calculated temperatures are slightly too high, while during the winter they are too low. This could be an indication that moisture transport in the upper soil layer plays a minor role in the soil heat transfer at this location. For the other two cases, the seasonally dependency is opposite, during the summer the calculated temperatures are too low. For the air temperature boundary condition case (BC2) this can be explained from soil surface layer temperature reaching higher temperatures compared to the air temperature during summer day time. For the full surface energy boundary condition case (BC5), this difference during the summer is much less than with BC2. The probable cause here is an overestimation of the latent and sensible heat or a season dependent measurement error of the radiation balance. During the winter months, the calculated soil surface layer temperature is too high. For the BC2 case, this is associated with the air temperature being higher than the soil surface layer temperature. For the BC5 case, a probable cause is underestimation of the latent and sensible heat or a seasonal dependent measurement error of the radiation balance.

Fig. 8 shows the comparison between the daily averaged sum of $q_\text{h}$ and $q_\text{s}$ as derived from the surface balance in the base case simulation and the measurement-derived values. Clearly, during the summer the measured values are higher and during the winter lower than the model derived values.

Fig. 9 shows the effect of these three boundary condition cases on the temporal development of the soil temperatures at 5.34 m depth. The deviations are clearly sine shaped with a relatively similar mean of 0.8–1.0 °C but different amplitudes for the three cases. For the base case (BC1), the peak-to-peak amplitude is 0.3 °C. For the air temperature case (BC2) it is 0.5 °C, and for the full energy balance case (BC5) it is 0.7 °C.

The mean deviation could be a systematic error caused by the presence of the warm pipe. At the measurement location, the pipeline fluid (natural gas) has a higher temperature than the soil. The effect of the presence of the pipeline on the soil temperature profiles was studied with the 2D numerical model. Over distance the amplitude of the gas temperature fluctuations attenuates exponentially. For distances several metres away from the pipe, the temperature of the gas flowing inside the pipe can be considered constant. During the simulation, the gas temperature is kept at the average of 27 °C. The initial temperature profile is set up in a similar way as that of the 1D numerical model and the other boundary conditions remain the same. Fig. 10 shows the soil temperature profiles at different times during the year at 10 m and 24 m lateral distance from the pipe outer wall. From Fig. 10, it can be seen that at 10 m lateral distance there is still some influence of the pipe wall temperature upon the soil temperature profile. During February and November, the soil temperatures at 5 m depth are 1–1.2 °C higher at 10 m distance from the pipe, reducing to 0.5–0.8 °C during May and August. This is in good agreement with the deviations obtained with the 1D simulation using the base case boundary conditions. Largely, the deviations between the 1D model and the measurements deeper in the soil can be explained by the presence of the warmer pipe.

4.3. Effect of soil surface boundary conditions on the pipe to soil heat transfer

The 2D Ansys model was used to evaluate the effect of different soil surface boundary conditions on the heat transfer over the pipe wall. When modelling pipe flow, often only the daily average air temperature is available as input for the boundary condition (BC6). The resulting heat transfer over the pipe wall was compared to those obtained when using the base case boundary condition (BC1), employing the measured soil surface tempera-
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![Soil temperature profiles from Fluent Ansys simulations.](image)

Fig. 10. Fluent Ansys simulations of two soil temperature profiles at different distances from the pipe wall and at different dates. The blue dashed horizontal lines indicate the upper and lower level of the pipe in the soil. The markers show the measured soil temperature values at the different dates. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

With an average heat flux from gas to ambient of 30 W/m², the effect of choosing air temperature as the soil surface boundary condition instead of measured soil surface temperatures leads in the summer months to a 15% too high heat flux with both BC2 and BC6 and a 20% too high heat flux with BC8. This is consistent with the air temperature during the summer being on average lower than the soil surface temperature. During the winter months, this is the opposite, with higher heat flux due to the choice of air temperatures as soil surface boundary condition.

5. Conclusions

When modelling the heat transfer between gas pipelines and the ambient, assumptions are made regarding the choice of thermal boundary condition at the soil surface. In this study, we looked at the effect of different approaches to define the boundary condition at the soil surface. The resulting accuracy of soil profile temperature prediction and pipe to ambient heat transfer rate were assessed, using both 1D and 2D numerical models for a specific buried pipeline case. In the simulations, measurements of the radiation balance, key weather parameters and soil surface temperatures were used to define cases with different soil surface boundary condition assumptions. The measured soil thermal profile was used to verify the calculations and to assess the effect of each boundary condition case. The results give rise to the following conclusions:

1. Using the measured soil surface temperature as boundary condition (base case) in the 1D numerical model provides the best prediction of the soil temperature profile. The model gives a minor over-prediction of temperatures in the upper soil layer during the summer (<1 °C). A possible cause of this is the omission of heat transfer associated with soil moisture transport and evaporation at the soil surface in the model. The temperature deviations in the deeper soil layers can be related to the presence of the warmer gas pipe in the soil.
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2. Compared to the base case, using the full surface energy balance as soil surface boundary condition results in comparable calculation accuracy for the four lowest measurement positions in the soil. In the soil surface, the accuracy is reduced. The probable causes are errors in the estimation of the latent and sensible heat, or a seasonable dependent measurement error of the radiation balance.

3. When using the measured air temperature as soil surface boundary condition, the accuracy of the predicted soil temperature profiles is significantly reduced. The biggest differences are seen in the soil surface layer, the effect deeper down in the soil is less. During the summer months, the temperatures in the soil surface are underestimated by as much as 8°C while during the winter the predicted soil surface temperature is too high by up to 3°C. Using daily averaged or monthly averaged air temperature measurements in the soil surface boundary condition does not further reduce the calculation accuracy significantly. For the 2D model, applying the measured air temperature as soil surface boundary condition instead of the measured soil temperatures, the difference in the heat transfer rate between pipe and ambient is found to be as large as 16% and varying in time. Using daily averaged values of the measured air temperature does not change this difference noticeably.

4. Using historically based, monthly normal temperatures as the soil surface boundary condition reduce the calculation accuracy. The resulting average deviations of the calculated soil temperature profiles are at least twice those obtained with the other boundary condition cases. The resulting error in heat transfer rate between pipe and ambient is found to be larger (up to 20%) and varying in time.

5. The one-dimensional numerical model was used to determine the soil energy balance and to derive the combined effects of latent and sensible heat due to convection and evaporation at the soil surface. This was found to be more accurate based upon wind speed, air pressure, relative humidity and ambient temperature measurements using the correlations from Herb et al. [25]. Both approaches are in good agreement and follow each other in overall trend, but there are seasonal differences. The used correlation from Herb et al. [25] results in higher values during the summer months and lower values during the winter.

6. The fit between the one-dimensional numerical model and the data indicates that the influence of the pipe at 10 m lateral distance is in accordance with the calculations of the 2D numerical model. The influence decreases from a minimum at the soil surface to a maximum at 10 m depth of approximately 1.0°C. An error of the same magnitude is found for the lowest measurement position if the 1D numerical model is employed.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>Heat transfer coefficient (W/m²·K)</td>
</tr>
<tr>
<td>$k_e$</td>
<td>Constant representing coverage of overgrowing vegetation</td>
</tr>
<tr>
<td>$q_e$</td>
<td>Net exchange of radiation (W/m²)</td>
</tr>
<tr>
<td>$Q_p$</td>
<td>Sensible heat transfer (W/m²)</td>
</tr>
<tr>
<td>$q_L$</td>
<td>Latent heat transfer (W/m²)</td>
</tr>
<tr>
<td>$q_s$</td>
<td>Soil conductive heat transfer (W/m²)</td>
</tr>
<tr>
<td>$f_{sat}$</td>
<td>Saturation specific humidity ($R_{eart} / R_{eair}$)</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Ambient specific humidity ($R_{eart} / R_{eair}$)</td>
</tr>
</tbody>
</table>
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Appendix B: Derivation of governing equations for 1D flow

The equations used for 1D unsteady compressible viscous flow with external heat transfer are:

Conservation of mass:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0
\]  
(1)

Conservation of momentum:

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = - \frac{f \rho u |u|}{2D} - \rho g \sin \theta
\]  
(2)

Energy:

\[
\rho c_v \left( \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} \right) + T \left( \frac{\partial p}{\partial T} \right) \frac{\partial u}{\partial x} = \frac{f \rho u^3}{2D} - \frac{4q_w}{D}
\]  
(3)

Conservation of mass

How the conservation of mass equation is obtained in general form is described in for example White \[85\]. The derivation to 1D form shown here is taken from Ytrehus \[86\], using the integral form of a control volume. The net flux of mass entering the boundaries of a control volume is equal to the change of mass inside the control volume within a time interval. This can be expressed as:

\[
\int \frac{\partial \rho}{\partial t} dV + \int \rho \mathbf{u} \cdot \mathbf{n} dS = 0
\]  
(4)

Here \( \rho \) is the fluid density, and \( V \) and \( S \) are the volume and surface area of the control volume. The Reynolds transport theorem is used together with the transformation:

\[
\int \frac{\partial \rho}{\partial t} dV = \frac{\partial}{\partial t} \int \rho dV
\]  
(5)

Together this result in (with system volume \( V \) passing through local control volume \( S^* \)):
Appendix

\[ \frac{\partial}{\partial \nu} \int \rho dV + \int_s \rho (\bar{u} - \bar{b}) \cdot \vec{n} dS = 0 \]  \hspace{1cm} (6)

A fixed control volume is used in pipe flow, thus the control surface velocity vector, \( \vec{b} \), is set to zero. Further, the mean velocity \( \bar{u} \) is defined as:

\[ \bar{u} = \frac{1}{A} \int_A u \, dA \]  \hspace{1cm} (7)

Integration of Equation (6) over the pipe cross section \( A \), assuming that the density \( \rho \) is constant over cross section, and using \( dV = dA dx \) results in:

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0 \]  \hspace{1cm} (8)

In Thorley and Tiley [11], further steps are described. Firstly, the relationship between density \( \rho \) and pressure \( p \) is described through the compressibility \( Z \), obtained from the Equation of State:

\[ \rho = \frac{p}{ZRT} \]  \hspace{1cm} (9)

This is rewritten as:

\[ \ln \rho = \ln p - \ln Z - \ln R - \ln T \]  \hspace{1cm} (10)

The time derivative of Equation (10) is:

\[ \frac{1}{\rho} \frac{\partial \rho}{\partial t} = \frac{1}{p} \frac{\partial p}{\partial t} - \frac{1}{Z} \frac{\partial Z}{\partial t} - \frac{1}{T} \frac{\partial T}{\partial t} \]  \hspace{1cm} (11)

The compressibility factor is a function of \( p \) and \( T \) and its derivative with respect to time is:

\[ \frac{\partial Z}{\partial t} = \left( \frac{\partial Z}{\partial p} \right)_T \left( \frac{\partial p}{\partial t} \right) + \left( \frac{\partial Z}{\partial T} \right)_p \left( \frac{\partial T}{\partial t} \right) \]  \hspace{1cm} (12)

Equation (8) can be rewritten as:

\[ \frac{1}{\rho} \frac{\partial \rho}{\partial t} = \left[ \frac{1}{p} - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right] \left( \frac{\partial p}{\partial t} \right) - \left[ \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \left( \frac{\partial T}{\partial t} \right) \]  \hspace{1cm} (13)

Using the mass flow rate \( \dot{m} \) instead of velocity \( \bar{u} \):
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\[ \dot{m} = \rho u A \quad (14) \]

Equation (8) can be rewritten as:

\[ \frac{1}{\rho} \frac{\partial \rho}{\partial t} = -\frac{ZRT}{pA} \frac{\partial \dot{m}}{\partial x} \quad (15) \]

Combining Equations (13) and (15) gives:

\[ \frac{\partial p}{\partial t} = \left[ \frac{1}{T} \frac{\partial Z}{\partial T} \right] \left[ \frac{1}{p} \frac{\partial (\rho Z)}{\partial p} \right] \frac{\partial T}{\partial t} - \frac{ZRT}{pA} \frac{\partial \dot{m}}{\partial x} \quad (16) \]

**Momentum equation**

The starting point is Newton second law, stating that the sum of forces acting on a system of gas particles is equal to their momentum rate of change. The derivation of the momentum equation can be found in textbooks, like, White [85]. The derivation to the 1D form shown here is taken from Ytrehus [86]. The acting forces on the fluid are pressure forces, shear forces and body forces (gravity in case of pipe flow).

The linear momentum rate of change for a control volume can be written in integral form as:

\[ \frac{d}{dt}(m\ddot{u}) = \sum F = \int \frac{\partial}{\partial t}(\rho \ddot{u}) dV + \int \rho \ddot{u} (\ddot{u} \cdot \ddot{n}) dS \quad (17) \]

Using the Reynolds control theorem together with Equation (17) gives:

\[ \frac{\partial}{\partial t} \int \rho \ddot{u} dV + \int \rho \ddot{u} (\ddot{u} - \dddot{\bar{b}}) \cdot \ddot{n} dS = \sum F \quad (18) \]

The sum of the forces in the pipe flow direction, with constant pipe cross-section \( D \), is:

\[ \sum F_x = pA - \left( p + \frac{\partial p}{\partial x} \right) A - \tau_s \pi D - \rho g A \sin \alpha \quad (19) \]

Using the general expression for a turbulent flow profile
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\[ \beta u^2 A = \int_A u^2 dA \]  \hfill (20)

With \( \beta = 1 \), and control surface velocity vector, \( b \) set to zero, combining and integrating Equation (18) and Equation (19) leads to:

\[ \frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = \tau_w D - \rho g \sin \alpha \]  \hfill (21)

The shear force \( \tau_w \) in Equation (21) can be expressed in terms of the Darcy friction factor, the result is Equation (2). This is developed further by Helgaker[10] in the steps below. Firstly, use the following expression for the gas velocity:

\[ u = \frac{\dot{m}ZRT}{pA} \]  \hfill (22)

Partial differentiation of the logarithmic identity with respect to \( x \) gives:

\[ \frac{1}{u} \frac{\partial u}{\partial x} = \frac{1}{\dot{m}} \frac{\partial \dot{m}}{\partial x} + \frac{1}{Z} \frac{\partial Z}{\partial x} + \frac{1}{T} \frac{\partial T}{\partial x} - \frac{1}{p} \frac{\partial p}{\partial x} \]  \hfill (23)

With fully written out partial derivation of \( Z \) with respect to \( x \) this becomes:

\[ \frac{1}{u} \frac{\partial u}{\partial x} = \frac{1}{\dot{m}} \frac{\partial \dot{m}}{\partial x} + \left[ \frac{1}{T} + \frac{1}{Z} \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\partial T}{\partial x} - \left[ \frac{1}{p} - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right] \frac{\partial p}{\partial x} \]  \hfill (24)

Using the mass flow rate \( \dot{m} \) instead of velocity \( u \) and Equation (24) in Equation (2) gives:

\[ \frac{\partial \dot{m}}{\partial t} = \frac{\dot{m}ZRT}{pA} \left( -2 \frac{\partial \dot{m}}{\partial x} + \dot{m} \left[ \frac{1}{p} - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right] \frac{\partial p}{\partial x} - \dot{m} \left[ \frac{1}{p} - \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_T \right] \frac{\partial T}{\partial x} \right) \]  \hfill (25)

\[ -A \frac{\partial p}{\partial x} - \frac{fZRT \dot{m} |\dot{m}|}{2DAp} = \frac{pA}{ZRT} g \sin \theta \]

Energy Equation

The energy equation used in the flow model is in the non-conservative internal energy form. The derivation is provided in for example White [85]. A derivation is also given in Ytrehus [87]. The derived form of the energy equation looks like this:
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\[ \rho c_v \frac{DT}{Dt} + T \left( \frac{\partial p}{\partial T} \right)_p \frac{\partial u_j}{\partial x_j} = \tau_y \frac{\partial u_j}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ k \frac{\partial T}{\partial x_j} \right] \]  \hspace{1cm} (26)

To get to the one-dimensional form, this equation is integrated over the pipe cross-section. This has been detailed in Ytrehus and Helgaker \[88\]. The same steps are repeated here for the non-conservative internal energy form. The Reynolds decomposition for turbulent flow is used:

\[
\begin{align*}
    u_i &= u_i + u_i' \\
    T &= T + T' \\
    p &= p + p'
\end{align*}
\]  \hspace{1cm} (27)

The Reynolds decompositions are inserted in Equation (26) and averaged over time.

The first term to the right, the dissipation term is developed as:

\[
\bar{\Phi} = \tau_y \frac{\partial u_i}{\partial x_j} \rightarrow \left( \tau_y - \rho \mu u_i u_j \right) \rightarrow \frac{\partial u_i}{\partial x_j} \]  \hspace{1cm} (28)

All the time-averaged terms are subsequently averaged over the pipe cross-section. For the dissipation term, this leads to:

\[
<\bar{\Phi}> = \frac{1}{A} \int \bar{v} \frac{\partial u_i}{\partial x_j} dA
\]  \hspace{1cm} (29)

This needs an expression of the turbulent velocity profile. In Ytrehus and Helgaker \[88\], a classical expression for the velocity profile and shear layer in the core layer, overlap layer and viscous sub layer is used with the following results:

\[
<\bar{\Phi}> = \rho \frac{fu_i^3}{2D} \sqrt{\frac{C_f}{2}} \left[ \frac{1}{\kappa_k} \ln \frac{R^+}{y_0'} + \frac{3}{2\kappa_k} + \frac{y_0'}{R^+\kappa_k} \right]
\]  \hspace{1cm} (30)

\(C_f\) is the Fanning friction factor, \(\kappa_k\) the Von Kármán constant and \(y_0'\) and \(R^+\) are dimensionless sublayer thickness and pipe radius.

Expressed in one dimension, Equation (26) now becomes (analogous to Thorley and Tiley \[11\]):

\[
\rho c_v \left( \frac{\partial \bar{T}}{\partial t} + \bar{v} \frac{\partial \bar{T}}{\partial x} \right) + T \left( \frac{\partial \bar{p}}{\partial \bar{T}} \right)_p \frac{\partial \bar{u}}{\partial x} = \frac{W \bar{u} + \Omega}{A} = \frac{\rho f u_i^3}{2D} - \frac{4q_w}{D}
\]  \hspace{1cm} (31)
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With \( W \) being the frictional force per unit length \( (W=A\rho f|u|u/2D) \) and \( \Omega \) the heat flow per unit length \( (\Omega=4q_wA) \) and time of the pipe.

The simple dissipation term \( \rho f u^3 \) in Equation (31) is an extrapolation of that for laminar flow by replacing the laminar friction factor \((64/Re)\) by the turbulent friction factor \(f\). To include the turbulent structure it needs to be expanded according to Equation (30), resulting in:

\[
\rho c_v \left( \frac{\partial T}{\partial t} + \frac{\partial x}{\partial t} \frac{\partial T}{\partial x} \right) + T \left( \frac{\partial p}{\partial T} \right)_p \frac{\partial u}{\partial x} = \rho \frac{4\tau_v}{\rho u^2 D} u^3 F - \frac{4q_w}{D} \tag{32}
\]

Here \( F \) is the dissipation factor that is a function of the Reynolds number, following from Equation (30):

\[
F = \sqrt{\frac{f}{8}} \left[ y_0^* + \frac{1}{\kappa_k} \ln \frac{R^+}{y_0^*} - \frac{3}{2\kappa_k} + \frac{y_0^*}{R^+\kappa_k} \right] \tag{33}
\]

According to Ytrehus and Helgaker \[88\], \( R^+=0.5*Re^{4}/(f/8) \) and \( y_0^* \) is set to 10, and for typical Reynolds numbers and pipe roughness in natural gas pipe flow, \( F \) is close to 1.

The further derivation is shown in Helgaker\[10\] and summarized here. First, the ‘Joule-Thomson’, expressed as derivative of pressure with respect of temperature needs to be converted to an expression using the equation of state.

\[
\left( \frac{\partial p}{\partial T} \right)_p = \rho R \left[ Z + T \left( \frac{\partial Z}{\partial T} \right)_p \right] \tag{34}
\]

Dividing by \( \rho c_v \) gives:

\[
\frac{\partial T}{\partial t} = -u \frac{\partial T}{\partial x} - \frac{R}{c_v} \left[ Z + T \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\partial u}{\partial x} + \frac{1}{\rho c_v} \frac{fu^3}{2D} - \frac{1}{\rho c_v} \frac{4U}{D} (T - T_u) \tag{35}
\]

This leads to:

\[
\frac{\partial T}{\partial t} = -\frac{\dot{m}ZRT}{pA} \frac{\partial T}{\partial x} - \frac{R}{c_v} \left[ Z + T \left( \frac{\partial Z}{\partial T} \right)_p \right] \frac{\dot{m}ZRT}{pA} \times \left[ \frac{1}{\dot{m}} \frac{\partial \dot{m}}{\partial x} + \frac{1}{Z} \left( \frac{\partial Z}{\partial p} \right)_p + \left( \frac{\partial Z}{\partial T} \right)_p \frac{\partial T}{\partial x} \right] + \frac{1}{T} \frac{\partial T}{\partial x} - \frac{1}{p} \frac{\partial p}{\partial x} \right] \tag{36}
\]

\[
+ \frac{f}{2c_v D} \left( \frac{ZRT \dot{m}}{pA} \right)^3 - 4U \frac{ZRT}{pc_v D} (T - T_u)
\]
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This can be rewritten into:

\[
\frac{\partial T}{\partial t} = -\frac{\dot{m}ZRT}{pA} \frac{\partial T}{\partial x} - \frac{\dot{m}(ZRT)^2}{pA\gamma} T \left[ \frac{1}{T} + \frac{1}{Z} \frac{\partial Z}{\partial T} \right]_\rho \\
\times \left( \frac{1}{\dot{m}} \frac{\partial \dot{m}}{\partial x} - \left[ \frac{1}{p} - \frac{1}{Z} \frac{\partial Z}{\partial p} \right] \frac{\partial p}{\partial x} + \left[ \frac{1}{T} + \frac{1}{Z} \frac{\partial Z}{\partial T} \right] \frac{\partial T}{\partial x} \right)
\]

\[\frac{f}{2c_wD} \left( \frac{ZRT\dot{m}}{pA} \right)^3 - 4U \frac{ZRT}{pc_wD} (T - T_a) \]

(37)
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Appendix C: Calibration coefficients PT100 sensors.
SENSOR CALIBRATION FUNCTIONS-PT100’s

01
CHANNEL 02 PT100 y = -0.00000122 x3 +0.00002409 x2 +0.00471644 x -0.24642669
02
CHANNEL 03 PT100 y = -0.00000074 x3 +0.00000680 x2 +0.00205917 x +0.04563493
03
CHANNEL 04 PT100 y = -0.00000142 x3 +0.00003426 x2 +0.00414312 x -0.18452533
04
CHANNEL05 PT100 y = -0.0000012 3x3 +0.00003562 x2 +0.00496058 x -0.30402681
05
CHANNEL06 PT100 y = -0.00000048 x3 -0.00001015 x2 +0.00346171 x -0.10030988
06
CHANNEL07 PT100 y = 0.00000048 x3 +0.00003265 x2 +0.00259816 x -0.1575088407
07
CHANNEL08 PT100 y = 0.00000038 x3 +0.00003651 x2 +0.0035942 x -0.14918403
08
CHANNEL09 PT100 y = -0.00000005 x3 –0.00004280 x2 +0.00299523 x –0.16579518
09
CHANNEL10 PT100 y = -0.00000021 x3 -0.00002527 x2 +0.00493347 x -0.31638390
40
CHANNEL11 PT100 y = 0.00000005 x3 -0.00003726 x2 +0.00424717 x -0.29223761
41
CHANNEL 12 PT100 y = 0.00000036 x3 -0.00006213 x2 +0.00308612 x -0.07950819
42
CHANNEL13 PT100 y = -0.00000060 x3 -0.00001531 x2 +0.00433196 x -0.23458843
43
CHANNEL14 PT100 y = 0.00000044 x3 -0.00006742 x2 +0.00440558 x -0.07495497
44
CHANNEL15 PT100 y = -0.00000022 x3 -0.00003503 x2 +0.00396780 x -0.11091219
45
CHANNEL16 PT100 y = 0.00000049 x3 -0.00002726 x2 +0.00281120 x -0.34081292
46
CHANNEL 17 PT100 y = 0.00000011 x3 -0.00005799 x2 +0.00340279 x -0.02400151
47
CHANNEL 18 PT100 y = -0.00000144 x3 +0.00000959 x2 +0.00642954 x -0.00418518
48
CHANNEL 19 PT100 y = 0.00000017 x3 -0.00004549 x2 +0.00298155 x -0.03561348
49
CHANNEL 20 PT100 y = -0.00000042 x3 -0.00001606 x2 +0.00325945 x -0.11008189
--------------------------------------------------------------------------------------------------------------------------50
CHANNEL 21 PT100 y = 0.00000009 x3 -0.00003653 x2 +0.00264629 x -0.10162142
51
CHANNEL 22 PT100 y = -0.00000032 x3 -0.00002486 x2 +0.00316119 x -0.04127221
52
CHANNEL 23 PT100 y = -0.00000055 x3 -0.00000851 x2 +0.00406766 x -0.46428427
53
CHANNEL 24 PT100 y = -0.00000114 x3 +0.00000871 x2 +0.00437463 x +0.02023250
54
CHANNEL 25 PT100 y = -0.00000020 x3 -0.00002400 x2 +0.00496051 x -0.29423479
55
CHANNEL 26 PT100 y = 0.00000005 x3 -0.00004991 x2 +0.00409063 x -0.03724903
56
CHANNEL 27 PT100 y = 0.00000029 x3 -0.00004842 x2 +0.00331857 x -0.02565265
57
CHANNEL 28 PT100 y = 0.00000013 x3 -0.00002149 x2 +0.00279092 x -0.07050170
58
CHANNEL 29 PT100 y = 0.00000007 x3 -0.00004067 x2 +0.00080560 x +0.00367090
59
CHANNEL 30 PT100 y = 0.00000064 x3 -0.00004016 x2 +0.00169238 x -0.39334720
---------------------------------------------------------------------------------------------------------------------------60
CHANNEL31 PT100 y = -0.00000100 x3 -0.00001280 x2 +0.00461675 x +0.02651559
61
CHANNEL 32 PT100 y = -0.00000021 x3 -0.00002126 x2 +0.00440945 x -0.13212262
62
CHANNEL 33 PT100 y = -0.00000024 x3 -0.00001206 x2 +0.00110528 x -0.07042931
63
CHANNEL 34 PT100 y = -0.00000164 x3 +0.00004465 x2 +0.00426603 x -0.14084408
64
CHANNEL 35 PT100 y = -0.00000049 x3 -0.00001331 x2 +0.00473606 x -0.08162772
65
CHANNEL 36 PT100 y = -0.00000100 x3 -0.00000331 x2 +0.00599948 x -0.16060144
66
CHANNEL 37 PT100 y = -0.00000119 x3 +0.00000888 x2 +0.00476687 x -0.01799079
67
CHANNEL 38 PT100 y = -0.00000090 x3 +0.00000677 x2 +0.00313502 x -0.12050269
68
CHANNEL 39 PT100 y = -0.00000071 x3 +0.00000431 x2 +0.00336929 x -0.05489964
69
CHANNEL 40 PT100 y = -0.00000004 x3 -0.00003311 x2 +0.00228083 x -0.03195113
74
CHANNEL 45 PT100 y = 0.00000258 x3 -0.00026957 x2 +0.00212937 x +0.30885919
76
CHANNEL 47 PT100 y = 0.00000201 x3 -0.00021626 x2 +0.00139483 x +0.27583142
---------------------------------------------------------------------------------------------------------------------------80
CHANNEL 101 PT100 y = -0.00002995x2 + 0.00089838x + 0.00000899
81
CHANNEL102 PT100 y=0
82
CHANNEL103 PT100 y = -0.00002995x2 + 0.00089838x + 0.00000899
83
CHANNEL104 PT100 y = -0.00002995x2 + 0.00089838x + 0.00000899
84
CHANNEL105 PT100 y = -0.00004991x2 + 0.00149730x + 0.00001498
85
CHANNEL106 PT100 y=0
86
CHANNEL107 PT100 y = -0.00002995x2 + 0.00089838x + 0.00000899
87
CHANNEL108 PT100 y = -0.00002995x2 + 0.00089838x + 0.00000899
88
CHANNEL109 PT100 y = -0.00002995x2 + 0.00089838x + 0.00000899

252
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# Appendix D: Europipe 2- Flow Model Data

<table>
<thead>
<tr>
<th>Pipe element</th>
<th>Elevation (m)</th>
<th>steel wall layer thickness (mm)</th>
<th>pp wall layer thickness (mm)</th>
<th>concrete wall layer thickness (mm)</th>
<th>burial depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-14</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>-36</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-36</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>5</td>
<td>-40</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>6</td>
<td>-42</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>7</td>
<td>-56</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>8</td>
<td>-82</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>9</td>
<td>-82</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>10</td>
<td>-80</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>11</td>
<td>-78</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>12</td>
<td>-78</td>
<td>29.8</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>13</td>
<td>-78</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>-80</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>-78</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>-81</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>-85</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>-80</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>-54</td>
<td>29.8</td>
<td>6</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>-32</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>21</td>
<td>0</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>22</td>
<td>28</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>23</td>
<td>72</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>24</td>
<td>110</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>25</td>
<td>120</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>26</td>
<td>111</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>27</td>
<td>109</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>28</td>
<td>92</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>29</td>
<td>85</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>partial</td>
</tr>
<tr>
<td>31</td>
<td>0</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>partial</td>
</tr>
<tr>
<td>32</td>
<td>-34</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>partial</td>
</tr>
<tr>
<td>33</td>
<td>-11</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>partial</td>
</tr>
<tr>
<td>34</td>
<td>0</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>35</td>
<td>20</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>36</td>
<td>39</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>37</td>
<td>42</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>38</td>
<td>51</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>39</td>
<td>56</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>40</td>
<td>59</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>41</td>
<td>63</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>42</td>
<td>76</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>43</td>
<td>89</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>44</td>
<td>82</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>45</td>
<td>58</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>46</td>
<td>45</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>47</td>
<td>44</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>48</td>
<td>37</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>49</td>
<td>35</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>51</td>
<td>21</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>52</td>
<td>40</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>53</td>
<td>33</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>54</td>
<td>34</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>55</td>
<td>52</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>56</td>
<td>24</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>57</td>
<td>22</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>58</td>
<td>15</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>59</td>
<td>20</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>60</td>
<td>18</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>61</td>
<td>14</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>62</td>
<td>18</td>
<td>44</td>
<td>3</td>
<td>0</td>
<td>2.3</td>
</tr>
</tbody>
</table>
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Appendix E: Results from parameteric model studies

Figure E.1: Response to inlet mass transient (transient A). The soil thermal conductivity is reduced from 3 to 1 W/m²K.

Figure E.2: Response to inlet mass transient (transient A). The soil thermal conductivity is increased from 3 to 6 W/m²K.
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**Transient A, \( H_c = 1 \text{ m} \)**

*Figure E.3: One meter burial depth case. Gas temperatures in response to the inlet mass rate transient are shown at different locations along the pipeline route.*

**Transient B, \( H_c = 1 \text{ m} \)**

*Figure E.4: One meter burial case. Gas temperatures in response to the inlet temperature transient are shown at different locations along the pipeline route.*
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Figure E.5: One cm burial case: Gas temperatures in response to the inlet mass rate transient are shown at different locations along the pipeline route.

Figure E.6: One cm burial case. Gas temperatures in response to the inlet temperature transient are shown at different locations along the pipeline route.
Figure E.7: Temperature response at different locations along the pipeline route in response to a sudden drop in gas temperature at the inlet. Shown are one minute ramp time (above) and ten minute ramp time (below).
Figure E.8: Temperature response at different locations along the pipeline route in response to sudden drop in inlet gas temperature. Shown are one hour ramp time (above) and six hour ramp time (below).
Figure E.9: Temperature response at different locations along the pipeline route in response to inlet mass flow rate change. Shown are one minute ramp time (above) and ten minute ramp time (below).
Figure E.10: Temperature response at different locations along the pipeline route in response to inlet mass flow rate change. Shown are one hour ramp time (above) and six hour ramp time (below).
Appendix F: Inner film coefficient

Figure F.1: Calculated inner film coefficient (from the 28th of April 2013 to the 27th of October 2013).

Figure F.2: Calculated inner film coefficient (from the 28th of October 2013 to the 28th of April 2014)
Appendix G: Measured temperature soil profiles

Figure G.1: Soil temperature measurements in vertical direction above the pipe (from the 14th of September 2013 to the 14th of September 2014).

Figure G.2: Soil temperatures measurements along vertical line at 1 m lateral distance from the pipe wall. Temperature measurements in the soil at the pipe outer wall are shown by the black line (from the 14th of September 2013 to the 14th of September 2014).
Figure G.3: Soil temperatures along vertical line at 3 m lateral distance from the pipe wall. Temperature measurements in the soil at the pipe outer wall are shown by the black line (from the 14\textsuperscript{th} of September 2013 to the 14\textsuperscript{th} of September 2014).

Figure G.4: Soil temperatures along vertical line at 10 m lateral distance from the pipe wall. Temperature measurements in the soil at the pipe outer wall are shown by the black line (from the 14\textsuperscript{th} of September 2013 to the 14\textsuperscript{th} of September 2014).
Appendix

Appendix H: Measured and modelled temperature curves

Figure H.1: Calculated versus measured temperatures. 10 m lateral distance from the pipe wall (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).

Figure H.2: Difference in calculated versus measured temperatures. 10 m lateral distance from the pipe wall (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).
Figure H.3: Calculated versus measured temperatures. 3 m lateral distance from the pipe wall (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).

Figure H.4: Difference in calculated versus measured temperatures. 3 m lateral distance from the pipe wall (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).
Figure H.5: Calculated versus measured temperatures. 1 m lateral distance from the pipe wall (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).

Figure H.6: Difference in calculated versus measured temperatures. 1 m lateral distance from the pipe wall (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).
Figure H.7: Calculated versus measured temperatures. Vertical direction above pipe (from the 16th of May 2013 to the 20th of August 2014).

Figure H.8: Difference in calculated versus measured temperatures. Vertical direction above pipe (from the 16th of May 2013 to the 20th of August 2014).
Figure H.9: Calculated versus measured temperatures. Horizontal direction from pipe (from the 16th of May 2013 to the 20th of August 2014).

Figure H.10: Difference in calculated versus measured temperatures. Horizontal direction from pipe (from the 16th of May 2013 to the 20th of August 2014).
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Figure H.11: Calculated versus measured temperatures. Vertical direction below pipe (from the 16\textsuperscript{th} of May 2013 to the 20\textsuperscript{th} of August 2014).

Figure H.12: Difference in calculated versus measured temperatures. Vertical direction below pipe (the 16\textsuperscript{th} of May 2013 to the 9\textsuperscript{th} of August 2014).
Appendix

Appendix I: Results of sensitivity study on the verification model

The figure below shows the inlet gas mass rate and temperature used in the simulation (SCADA data).

![Inlet Gas Mass Flow Rate and Temperature](image1)

**Figure I.1:** Gas mass flow rate and temperature at the inlet.

The following figures show the difference in the gas temperature between the case and the base case at the measurement location for each parameter variation.

![Sensitivity Cases for Air and Soil Surface Temperature](image2)

**Figure I.2:** Sensitivity cases for air and soil surface temperature (KP6.8).
Figure I.3: Sensitivity cases for seawater temperature (KP6.8).

Figure I.4: Sensitivity cases for soil thermal conductivity (KP6.8).

Figure I.5: Sensitivity cases for soil thermal capacitance (KP6.8).
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Figure I.6: Sensitivity cases for inner wall film coefficient (KP6.8).

Figure I.7: Sensitivity cases for equivalent soil radius (KP 6.8).

The following figures show the difference in gas temperature between the case and the base case at KP12 for each varied parameter.
Figure I.8: Sensitivity cases for air and soil surface temperature (KP12).

Figure I.9: Sensitivity cases for seawater temperature (KP12).

Figure I.10: Sensitivity cases for soil thermal conductivity (KP12).
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Figure I.11: Sensitivity cases for soil thermal capacitance (KP12).

Figure I.12: Sensitivity cases for inner wall film coefficient (KP12).

Figure I.13: Sensitivity cases for equivalent soil radius (KP12).
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The following figures show the difference in inner wall heat exchange rate between the case and the base case at the measurement location for each varied parameter.

Figure I.14: Sensitivity cases for air and soil surface temperature (KP6.8).

Figure I.15: Sensitivity cases for seawater temperature (KP6.8).
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Figure I.16: Sensitivity cases for soil thermal conductivity (KP6.8).

Figure I.17: Sensitivity cases for soil thermal capacitance (KP6.8).

Figure I.18: Sensitivity cases for inner wall film coefficient (KP6.8).
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Figure I.19: Sensitivity cases for equivalent soil radius (KP 6.8).

Figure I.20: Average gas temperature difference and peak gas temperature difference between each case and the base case (KP12).