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ABSTRACT

This work targets multiple approaches for controlling the initial growth conditions of directional solidification, and their effect on the final material microstructure and performance. Challenges related to both seeded and non-seeded growth conditions are addressed.

Seeding with pre-defined silicon crystals are a relatively simple way of limiting random nucleation, and tuning the final microstructure of the ingot. The microstructure of the ingot will, to a large extent, reflect the microstructure of the seed particles, meaning that monocrystalline seeds lead to a near-monocrystalline, or mono-like, microstructure, while fine-grained multicrystalline seeds lead to the more refined high performance multicrystalline microstructure. This work reveals that the main challenges with the mono-like method are i) the parasitic grain structure developing from the periphery of the ingot and ii) dislocation sources appearing between multiple seed crystals. While dislocations generated at stress-points can be minimized by proper seed preparation, and by introducing small gaps between individual seeds, the dislocation structures generated due to seed misorientation can become very detrimental for the final material performance. The magnitude and complexity of the misorientation appears to be determinative in the advance of these dislocation structures, and a better understanding of the mechanisms governing the dislocation behaviour at the seed junctions is needed. While the mono-like method targets to eliminate both grain boundaries and dislocations, the high performance method utilize certain properties of random angle grain boundaries to terminate the propagation of dislocation clusters. Seeding of this type of material is therefore usually done with very fine-grained seeds that contains a very high fraction of random angle grain boundaries. This part of the work focuses on investigating the microstructural differences between ingots seeded with polysilicon chips and fluidized bed reactor granules. The work suggests that larger and more uniformly shaped seeds may be more suitable for seeding purposes, as they contain less morphological extremities for stress and dislocation generation, and are less prone to microstructural coarsening. Nevertheless, due to the high density of grain boundaries, further performance improvements to this type of material can mainly be realized through advances in impurity control and/or post-processing.

Non-seeded growth methods are mainly governed by the nucleation conditions during the earliest stages of solidification, i.e. the nucleation stage. In this work, samples cut from the bottom of ingots are investigated in terms of locating possible nucleation sites, and mechanisms active during this stage. By correlating experimental observations with the free growth model, we posit that nucleation takes place preferably on $\beta$-Si$_3$N$_4$ particles, due to their high compatibility with silicon and their large size. The clear signs of dendritic growth indicate that dendrites play an important role also during directional solidification of multicrystalline silicon, and should be avoided if a finer grain structure is desired. Based on this study, it is also suggested that proper engineering of Si$_3$N$_4$ particles, together with certain cooling parameters, may prove useful for achieving different microstructures.
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# SYMBOLS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Lattice spacing</td>
<td>Å</td>
</tr>
<tr>
<td>$A$</td>
<td>Cross-sectional area</td>
<td>cm²</td>
</tr>
<tr>
<td>$\hat{b}$</td>
<td>Burgers vector of a dislocation</td>
<td></td>
</tr>
<tr>
<td>$C_C$</td>
<td>Matrix representing the coordinate system / orientation of a grain</td>
<td></td>
</tr>
<tr>
<td>$C_S$</td>
<td>Matrix representing the coordinate system / orientation of a sample</td>
<td></td>
</tr>
<tr>
<td>$C(\Delta n)$</td>
<td>Shockley-Read-Hall pre-factors</td>
<td></td>
</tr>
<tr>
<td>$G$</td>
<td>Orientation matrix, relating the grain orientation to the sample orientation</td>
<td></td>
</tr>
<tr>
<td>$G_B$</td>
<td>Disorientation matrix, relating the orientation matrix of two individual grains</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td>Applied force</td>
<td>N</td>
</tr>
<tr>
<td>$f(\theta)$</td>
<td>Factor adjusting for the wettability</td>
<td></td>
</tr>
<tr>
<td>$[Fe]_i$</td>
<td>Concentration of interstitial iron</td>
<td>cm⁻³</td>
</tr>
<tr>
<td>$F_{oR_{Fe(i)}}$</td>
<td>Fraction of total recombination caused by interstitial iron</td>
<td></td>
</tr>
<tr>
<td>$\Delta G$</td>
<td>Total Gibbs free energy of change</td>
<td>J/mol</td>
</tr>
<tr>
<td>$\Delta G_i$</td>
<td>Gibbs free energy of change for formation of a new solid interface</td>
<td>J/mol</td>
</tr>
<tr>
<td>$\Delta G_v$</td>
<td>Gibbs free energy of change for formation of a new solid volume</td>
<td>J/mol</td>
</tr>
<tr>
<td>$\Delta G_{cr}$</td>
<td>Critical Gibbs free energy of change for formation of a stable nucleus</td>
<td>J/mol</td>
</tr>
<tr>
<td>$\Delta g_V$</td>
<td>Gibbs free energy of change per unit volume</td>
<td>J/(cm²mol)</td>
</tr>
<tr>
<td>$\Delta H_V$</td>
<td>Enthalpy of change for solidification</td>
<td>J/mol</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Sphere curvature</td>
<td>cm⁻¹</td>
</tr>
<tr>
<td>$K_{a1}$</td>
<td>K-alpha emission lines for EDS</td>
<td>keV</td>
</tr>
<tr>
<td>$\vec{l}$</td>
<td>Line vector of a dislocation</td>
<td></td>
</tr>
<tr>
<td>$\Delta n$</td>
<td>Injection level</td>
<td>cm⁻³ (sun)</td>
</tr>
<tr>
<td>$\rho_{sol}$</td>
<td>Solid phase density</td>
<td>g/cm³</td>
</tr>
<tr>
<td>$\rho_{sol}$</td>
<td>Liquid phase density</td>
<td>g/cm³</td>
</tr>
<tr>
<td>$\vec{r}$</td>
<td>Rotation vector</td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>Radius of nucleus</td>
<td>μm</td>
</tr>
<tr>
<td>$r^*$</td>
<td>Critical radius of nucleus</td>
<td>μm</td>
</tr>
<tr>
<td>$R_{nuc}$</td>
<td>Radius of substrate particle</td>
<td>μm</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>min</td>
</tr>
<tr>
<td>$T_{dwell}$</td>
<td>Furnace dwell temperature</td>
<td>K</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>Nucleation undercooling</td>
<td>K</td>
</tr>
</tbody>
</table>
$\Delta T_{fg}$ Critical undercooling for onset of free growth K
$T_m$ Melting point temperature K
$p$ Position of molybdenum cup mm
$\tau_{shear}$ Resolved shear stress Pa
$\tau$ Minority carrier lifetime $\mu$s
$\tau_{Fe(i)}$ Minority carrier lifetime in Fe$_i$-state $\mu$s
$\tau_{FeB}$ Minority carrier lifetime in FeB state $\mu$s
$\tau_{SRHFe(i)}$ Minority carrier lifetime associated with Shockley-Read Hall recombination $\mu$s
$v$ Pulling speed mm/min
$V$ Growth velocity mm/min
$V_C$ Critical growth velocity mm/min
$\gamma_{\text{liq-sol}}$ Interfacial energy between a liquid and solid nucleus J/m$^2$
$\gamma_{\text{liq-subst}}$ Interfacial energy between a liquid and solid substrate J/m$^2$
$\gamma_{\text{sol-subst}}$ Interfacial energy between a solid nucleus and solid substrate J/m$^2$
$\lambda$ Angle between the applied force and the slip direction °
$\phi$ Angle between the applied force and the slip-plane normal °
$\Omega$ Angle between the longitudinal \{110\}-plane and the desired top plane of monocrystalline seed plates °
$\theta_F$ Misorientation angle between two grains °
$\theta_d$ Decomposed disorientation angles °
$\theta$ Wetting angle °
$(\varphi_1, \Phi, \varphi_2)$ Set of Euler rotations °

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>Aluminium oxide</td>
</tr>
<tr>
<td>CSL</td>
<td>Coincident Site Lattice</td>
</tr>
<tr>
<td>CZ</td>
<td>Czochralski</td>
</tr>
<tr>
<td>EDS</td>
<td>Energy Dispersive X-ray Spectroscopy</td>
</tr>
<tr>
<td>EBSD</td>
<td>Electron Backscatter Diffraction</td>
</tr>
<tr>
<td>FBR</td>
<td>Fluidized Bed Reactor</td>
</tr>
<tr>
<td>FeB</td>
<td>Iron-Boron complex</td>
</tr>
<tr>
<td>Fe$_i$</td>
<td>Interstitial iron</td>
</tr>
<tr>
<td>FE-SEM</td>
<td>Field Emission Scanning Electron Microscope</td>
</tr>
<tr>
<td>G5/7</td>
<td>Generation 5/7 ingot size</td>
</tr>
<tr>
<td>HF</td>
<td>Hydrofluoric acid</td>
</tr>
<tr>
<td>HPMC Si</td>
<td>High-performance multicrystalline silicon</td>
</tr>
<tr>
<td>LAGB</td>
<td>Large-angle grain boundary</td>
</tr>
<tr>
<td>mc-Si</td>
<td>Multicrystalline silicon</td>
</tr>
<tr>
<td>Mono-Si</td>
<td>Monocrystalline silicon</td>
</tr>
<tr>
<td>Mono-like Si</td>
<td>Near-monocrystalline silicon</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>PECVD</td>
<td>Plasma-enhanced chemical vapour deposition</td>
</tr>
<tr>
<td>PL</td>
<td>Photoluminescence</td>
</tr>
<tr>
<td>Poly-Si</td>
<td>Polysilicon</td>
</tr>
<tr>
<td>QSSPC</td>
<td>Quasi Steady State Photoconductivity</td>
</tr>
<tr>
<td>QSSPL</td>
<td>Quasi Steady State Photoluminescence</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of interest</td>
</tr>
<tr>
<td>SAGB</td>
<td>Small-angle grain boundary</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscopy</td>
</tr>
<tr>
<td>Si</td>
<td>Silicon</td>
</tr>
<tr>
<td>SiC</td>
<td>Silicon carbide</td>
</tr>
<tr>
<td>SiO₂</td>
<td>Silicon dioxide</td>
</tr>
<tr>
<td>Si₃N₄</td>
<td>Silicon nitride</td>
</tr>
<tr>
<td>SiOₓNᵧ</td>
<td>Silicon oxynitride</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>μ-PCD</td>
<td>Microwave Photoconductance Decay</td>
</tr>
<tr>
<td>VGF</td>
<td>Vertical Gradient Freeze</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

The global energy consumption has been increasing by approximately 1.5% annually in recent years [1], mainly driven by an increasing demand for higher living standards in developing countries, and with no signs of it slowing down. Resource extraction and energy production based on fossil fuels will therefore put considerable strain on our planet for many years to come. However, according to the Renewable Energy Policy Network for the 21st Century (REN21) [1], 2014 has been the first year in four decades where the global carbon emissions associated with energy consumption have remained stable during economic growth. This stabilization can be attributed to increased environmental awareness and increased interest in utilizing renewable energy sources. Several countries, as well as the European Union, have announced new policies and large investments targeted towards renewables that, hopefully, will set the stage for new economic opportunities and can provided clean energy to the millions of people still living without any energy services.

Today, approximately 22.8% of the global energy production originates from renewable energy sources, but with solar energy contributing only 0.9% [1]. However, more than 60% of all PV capacity in operation worldwide at the end of 2014 has been added over the past three years, and the total share of renewables is expected to continue to rise sharply [2]. Thus, the scientific and industrial community need to push for further efficiency improvements and cost reductions.

Approximately 92% of the global annual solar electricity is today produced by crystalline silicon materials. While the percentage of total energy produced by monocrystalline silicon (mono-Si) has remained stable around 36% since 2010, the production by multicrystalline silicon (mc-Si) has seen a steady increase from 47% to 56% over the same time period [3]. Laboratory cell efficiencies give an indication of the development of the different technologies, and by the start of 2015 the highest confirmed terrestrial cell efficiencies at standard conditions (i.e. AM1.5 spectrum at 25°C) were 25.6% and 20.8% for monocrystalline and multicrystalline cells, respectively. Today’s commercial cell efficiencies are, on the other hand, closer to 18% and 15%, respectively.

The actual solidification of the crystalline silicon material covers a considerable fraction of the total cost of a finished module [3]. After the entry of low-cost cells from China, the difference in retail cost between monocrystalline and multicrystalline cells has been diminishing. As of August 2015, the retail price for a silicon wafer is approximately 18% higher for a monocrystalline cell [4]. However, despite the diminishing price difference, there is still a considerable momentum in favour of multicrystalline cells that is mainly driven by a higher production throughput and the solidification process being less energy intensive. The appearance of new and promising modifications to the otherwise mature directional solidification method has also spawned additional interest for multicrystalline technologies, both scientifically and industrially.
1.1. Motivation

Multicrystalline silicon produced by directional solidification usually contains large amounts of crystal defects, such as dislocations and grain boundaries that, upon interaction with impurities, can be very harmful for the final device performance. Dislocations are generally considered to be, by far, the most detrimental defect in multicrystalline silicon, and it has been estimated that the final cell efficiency can be increased 3-4% by complete elimination of dislocations in the material [5]. However, the importance of grain boundaries should not be underestimated. Even though grain boundaries are generally known to be less detrimental, they may still act as sources for additional dislocation generation and thereby indirectly affect device performance. The negative impact of crystal defects on the material quality and final device performance has, especially in recent years, spawned a demand for better control of the final material microstructure. Post-treatment methods are not very efficient in highly dislocated materials and the focus has therefore shifted towards controlling the microstructure directly during the solidification step instead.

The main motivation for this thesis has been to gain further insight into how to control the microstructure of directionally solidified silicon, and how to produce a material with characteristics superior to those of conventional multicrystalline silicon. The foundations for the ingot microstructure are established during the earliest stage of solidification, and multiple approaches have therefore been used to investigate and control the initial nucleation and growth conditions.

Methods based on growth from seed crystals are of particular interest in literature, especially with the advance of the so-called mono-like and high performance multicrystalline silicon. The initial stage of solidification, i.e. the nucleation step, is currently associated with considerable contingency, and considered to be relatively uncontrollable. The introduction of seed crystals has been found to be a simple but effective way to limit random nucleation events occurring on the crucible, as growth of the added seed crystals is favoured over nucleation of new crystals. However, seeding methods are not without challenges, and the first part of this work aims at identifying limitations in both methods.

In addition to new microstructural challenges, these methods also bring additional costs and completely new challenges if they are to be used industrially, e.g. costs related to production and design of seed material and modifications of existing furnace infrastructure. Due to the size of industrially grown ingots, precise control over thermal conditions in the furnace is also required in order to acquire ingots with uniform, and reproducible, microstructure and quality. Methods based on seeding may therefore not be viable in the long term, and in the second part of this work we consider if more potent methods can be developed by focusing on the actual nucleation process instead.

1.2. Outline

The thesis is divided into six main chapters along with a final collection of scientific manuscripts produced during the course of these three years.
The present chapter, Chapter 1, aims at adapting the work to a broader context according to the current state of the photovoltaic community. The motivation for this thesis is shortly presented together with a summary of the scientific papers.

Chapter 2 will present the theoretical knowledge necessary to understand the concepts and approaches presented in this work; including crystallography, structural defects, nucleation and growth. The final part of this chapter will then give a general overview of emerging growth methods and the methods used in this work.

Chapter 3 describes the different experimental procedures that have been used during the course of this work; including seed-preparation, solidification methods and characterization techniques.

Finally, chapter 4 puts the results together in a broader and conclusive assessment that will be used as a basis for discussing potential future work in Chapter 5.

1.3. SUMMARY OF SCIENTIFIC MANUSCRIPTS

The major part of this work is divided into five separate scientific papers. The first four papers cover the work done on seed-assisted growth, namely the so-called mono-like (P1 and P2) and high performance multicrystalline (P3 and P4) silicon methods. The final work on nucleation is presented in paper P5.

**PAPER P1**

This paper covers the introductory work done on small-scale and pilot-scale solidification experiments. The main part of this work consisted of growing small-scale ingots from single monocrystalline seeds, cut with different crystallographic orientation from a Czochralski ingot, in order to study the effect of seed orientation on the ingot grain structure. The crystallographic orientation of the different seeds, parallel to the growth direction, was varied between <100>, <110>, <211> and <111>. A monocrystalline core crystal grew directly from the seed crystal, with the same crystallographic orientation as the seed. However, parasitic grains were found to nucleate on the crucible wall during the growth process, forming a multicrystalline roof over the central core crystal that limited its progress. The extent of the core crystal depends on the orientation of its low-energy crystallographic {111}-planes, and it was suggested that the fraction of monocrystalline material could be increased by using seed with favourably oriented {111}-planes.

The pulling speed clearly affected the parasitic structure, with a slow pulling-speed favouring a twinned grain structure and a fast pulling-speed favouring a more random grain structure, which was suggested to be related to a much more convex growth interface in the fast pulling case. <110>-oriented seeds appeared to have the most favourably oriented {111}-planes and was therefore selected as growth direction for the pilot-scale ingot presented in P2. Even
though this paper covers some introductory results from the pilot-scale ingot, the main part of this work will be explained in paper P2.

PAPER P2

As a continuation of the work presented in paper P1 and the previous work by Ervik et al on industrially solidified mono-like silicon [6], this paper mainly focuses on challenges related to using multiple seed crystals in growth of larger mono-like ingots. Morphological imperfections and imperfect placement of individual seeds are usually related to considerable dislocation generation, which has to be addressed in order to make the method more viable in the future. The ingot was grown from a seeding-structure consisting of six <110>-oriented seed arranged with pre-defined crystallographic junctions, where the seeds were placed either in physical contact or with mm-sized gaps in-between.

It became evident that even sub-1° misorientations in the placement of neighbouring seed crystals lead to formation of small-angle grain boundaries that, in most cases, were accompanied by broad dislocation clusters. The extent of the dislocation clusters was found to correlate well with the complexity of the misorientation at the respective junctions, i.e. the number of tilt axes and their respective tilt values. Based on this observation it was suggested that a larger misorientation can be tolerated if it is limited to a single and/or a specific tilt axis, which is probably related to the specific types of dislocations generated at each boundary, and their movement in the silicon lattice.

Even though seed misorientation was found to be most detrimental for material performance, additional dislocations were also found to originate from the bulk volume of the seeds, on the surfaces of the seeds and in the peripheral areas of the ingot. Dislocations originating from the bulk seed volume were, however, found to not necessary move far into the main ingot volume. Surficial sources can generally be related to morphological imperfections, such as scratches, or indentation of other seeds or solid particles. The majority of these sources could be removed by introducing small gaps in-between neighbouring seeds. On the other hand, the gap should still remain below 1mm to prevent dislocation generation inside the gaps.

Peripheral dislocations are usually a result of thermal expansion of the ingot towards the crucible wall, which will continue to be a persistent problem for ingots that grows in direct contact with a crucible. However, the propagation of dislocations from the periphery towards the interior of the ingot was hindered by the parasitic structure surrounding the monocry stalline core, suggesting that a surrounding multicry stalline structure in fact can be beneficial for reducing the dislocation concentration in the main part of the ingot.

PAPER P3

This paper focuses on the microstructure achieved by seeding with multicry stalline seed material, so-called High-performance multicry stalline silicon (HPMC Si). Contrary to
conventionally grown mc-Si, where the initial grain structure of the ingot is determined by the nucleation conditions, the initial grain structure of seeded HPMC Si ingots are pre-defined by the grain structure of the seed particles. A pilot-scale ingot was grown from both polycrystalline silicon chips (poly-Si) and granular fluidized bed reactor silicon (FBR) in separate compartments, for studying the effect of seed material on the final ingot microstructure. In addition to being produced in fundamentally different ways, these particles also have different particle morphologies, where poly-Si chips are sharp and irregular and FBR granules are even and spherical.

Both compartment of the seeded ingot displayed a considerable reduction in the average grain size when compared to a conventional multicrystalline (mc-Si) ingot grown under similar conditions. The compartments also displayed a considerable increase in the density of random angle grain boundaries relative to the mc-Si ingot. Both of these properties can be related to the grain structure of the seed particles. Closer investigations of the seed particles reveal that there is a considerable coarsening of the seed grain structure during ingot solidification, especially in the case of the granular FBR seeds. However, due to the irregular shapes of poly-Si chips, melt may penetrate into the seed structure and initiate growth below the main seed interface. The average grain size therefore ended up being similar for both seed interfaces, and remained fairly similar throughout the whole ingot height.

More importantly, the seeded ingot was found to generate less dislocations that the conventional mc-Si ingot, which can be related to the high density of random grain boundaries. Random grain boundaries are known to terminate dislocation clusters and do therefore not allow clusters to become as big, and dominate to the same degree, as in conventional mc-Si. Poly-Si chips were found to contain more random grain boundaries than FBR granules. But, as twins appear to form relatively quickly within the gaps between poly-Si chips, the net density of random grain boundaries became relatively similar to that of the FBR compartment. The top parts of the poly-Si compartment contained approximately 35% more area covered in dislocation clusters than the top parts of the FBR compartment. This may be explained by an increased influence of $\Sigma 27$ grain boundaries in the chip-seeded compartment, which are well known to generate dislocations. There are also indications on that poly-Si seeded ingots may be more prone to dislocation generation during the earliest stage of solidification, due to the irregular shape of the poly-Si chips allowing for indentation and melt penetration into the seeding structure.

Supplementary photoluminescence measurements revealed high concentrations of interstitial iron in the material (Appx. B), and, based on this, we assume that there are considerable amounts of precipitated iron in the material, especially at dislocations and grain boundaries. Due to a low response to phosphorus gettering, it is assumed that considerable amounts of precipitated iron also remains in the material after the gettering process, thereby being the main contributor to the remaining low lifetime regions found at the grain boundaries after phosphorus gettering. Smaller grains responded less to phosphorus gettering than larger grains, due to increased influence of the grain boundary on the bulk volume of the grains, which resulted in larger grains having a higher lifetime increase with phosphorus gettering than smaller grains.
The second part of the work on multicrystalline seeding aims to further elaborate the difference in gettering response between seeded and conventionally grown multicrystalline silicon. It supplies additional experimental results that relate to this thesis, particularly from the work on defect eccentricity characterization and metal-decoration analysis by micro X-Ray Fluorescence (μ-XRF).

Eccentricity characterization is a method previously developed by the MIT group for associating the recombination activity of specific dislocation clusters with their complexity, i.e. the eccentricity variation of the dislocations located in the cluster. This approach has previously been shown to be valid for clusters in conventional multicrystalline silicon and is in this work also validated for very fine-grained materials, despite the lower dislocation density. The μ-XRF results are also consistent with these and previous observations, where metal-rich (e.g. iron) precipitates appear to form favourably at the few disordered dislocation structures existing in the material.

The remaining part of the work complements paper P3 by observing that smaller, non-dislocated, grains suffer from increased influence from grain boundaries, with a tight correlation between grain size and maximum intragranular lifetime entitled by the bulk point-defect concentration.

This work focuses on revealing information about the nucleation mechanisms acting during the earliest stage of solidification, by studying bottom cuts from multicrystalline ingots, and is a continuation of the previous work by Brynjulfsen [7]. The experimental study is mainly based on observations done by Scanning Electron Microscopy (SEM) on Sopori etched samples and Energy Dispersive Spectroscopy (EDS) for qualitative composition analysis. These observations are further discussed in terms of the athermal nucleation model and the free growth model, previously used for grain refinement in aluminium, in order to explain microstructural differences commonly observed in non-seeded multicrystalline silicon.

The work is based on the assumption that the α-Si3N4 coating is an essential part of the nucleation process. Experimental observations indicate that α-Si3N4 coating particles readily transform into a nearly continuous layer of large and clearly faceted β-Si3N4 particles on the bottom interface between the solidified ingot and the crucible. By using the free growth model it is further suggested that initial nucleation mainly takes place on the large β-Si3N4 particles, at undercoolings below what has usually been reported in literature. It is, however, important to note that we do not rule out nucleation on α-Si3N4 particles.

The β-Si3N4 layer appears to be in contact with the solidified silicon only at localized points, and not continuously, and it is therefore suggested that nucleation can only take place at these
positions. This is further supported by an apparent accumulation of grains and parallel twins at several of these locations. The parallel twins indicate that dendrites may have an important effect also on the grain structure of conventionally grown multicrystalline silicon, and thereby limit the potential for grain refinement for the most common growth conditions. However, by engineering the size of the Si₃N₄ particles and carefully controlling the temperature profile during the nucleation step, one may be able to tailor the grain structure of the ingot.
2. MULTICRYSTALLINE SILICON

2.1. SILICON BASICS

Approximately 26 wt% of the Earth’s crust consists of Silicon (Si), where it occurs mainly in the form of quartz (SiO₂) and other silicate minerals. The extraction of elemental silicon is mainly performed by various metallurgical processes, achieving purities of approximately 99.0 wt% Si [8]. As elemental silicon has proven to be a very robust and accessible semiconductor material for the microelectronics industry, and more recently for the photovoltaics industry, there is today a comprehensive technological base for this element. Both industries do, however, require a substantially higher purities than in metallurgical grade silicon (i.e. 9N and 6N respectively), achievable through purification techniques. Purification has traditionally been done by chemical methods, such as the well-known Siemens process or the Fluidized Bed Reactor process, but there have also been recent advances in metallurgical methods [8].

2.1.1. CRYSTAL STRUCTURE AND PHYSICAL PROPERTIES

Silicon crystallizes with a diamond cubic crystal structure (Figure 2.1 (a)) that can be visualized as a stacking of densely packed {111}-planes in an ABCABC… sequence (Figure 2.1 (b)). The lattice spacing at room temperature (25°C) has been measured to be \( a = 5.43\,\text{Å} \).

![Figure 2.1. (a) The diamond cubic crystal structure of elemental silicon. (b) The structure can be described as a stacking of densely packed {111}-planes in an ABCABC… sequence.](image)

The material has a relatively high melting point of 1687 K and will expand upon solidification, with the densities of the solid phase (close to 298 K) and liquid phase (close to 1687 K) being \( \rho_{\text{sol}} = 2.33\,\text{g/cm}^3 \) and \( \rho_{\text{liq}} = 2.57\,\text{g/cm}^3 \), respectively.

Bulk silicon can be composed of either a single crystal (monocrystalline) or a large number of crystallites (multicrystalline) separated from each other by grain boundaries.

2.2. STRUCTURAL DEFECTS

Grain boundaries are only one of many types of structural defects that can exist in crystalline silicon. Structural defects can be categorized into either point defects, line defects, planar
defects and volume defects, and they can all have a considerable impact on the final solar cell performance. This work mainly concerns dislocations (i.e. line defect) and grain boundaries (i.e. planar defect), and the current chapter is therefore limited to these.

2.2.1. DISLOCATIONS

Dislocations are defined as line defects within a crystal structure that results from plastic deformation, i.e. slip of neighbouring atomic planes. Such a slip process can take place in a perfect crystal if the shear stress acting on a slip-plane reaches a critical value [9], e.g. by neighbouring regions expanding or contracting differently due to thermal gradients. Dislocations nucleate in order to release parts of this stress. Once dislocations are present, slip may occur at much lower stresses by movement of the dislocations. Dislocations can also nucleate at so-called stress-concentrators, where the crystal becomes locally stressed by secondary features as impingement points, precipitates, surface irregularities and grain boundaries. Pre-existing dislocations in seed-crystals may also propagate into the growing crystal.

Average dislocation densities of $10^4$ – $10^6$ cm$^{-2}$ are typically found in multicrystalline silicon, but local clusters with densities up to $10^8$ cm$^{-2}$ are also not uncommon [10]. Dislocations can be observed visually by etching silicon samples in a suitable etchant and single dislocations will become visible as etch-pits (Figure 2.2 (a)). The shape of the etch pits may be used to visualize the direction of the dislocation line, projected onto the sample surface. Highly dislocated areas can be seen as black areas in micrographs taken by conventional light microscopy, as shown in Figure 2.2 (b). So-called dislocation rosettes are also commonly observed, where dislocation align in star-shaped arms (Figure 2.2 (c)), and are typical for localized stress points formed e.g. by impingement.

Figure 2.2. (a) Dislocation etch-pits surrounding β-Si₃N₄ particles that are embedded into solidified silicon. (b) Highly concentrated dislocation clusters found by light microscopy. (c) Dislocation rosettes with their well-known star-shaped structures.

Impingement: Impingement can take place either in the form of solid indentation or in the form of melt impingement. Solid indentation describes a situation where two solid surface meet during growth, creating contact stresses large enough to release dislocations (e.g. between multiple seed-particles placed in physical contact with each other [6]). Furthermore, as silicon expands during solidification, the crucible will create considerable stresses when the crystal comes into contact with the crucible. Melt impingement, on the other hand, occurs
when melt becomes trapped in narrow spaces and cavities, and, upon solidification, expands towards the surrounding solid, in generation of stresses.

*Precipitates:* Precipitates have different crystallographic properties than silicon that, when embedded into a silicon crystal, may facilitate nucleation of dislocations. (i) The thermal expansion of the precipitates may differ from that of silicon, which will introduce stresses around the precipitates upon cooling of the crystal. Such stresses may lead to distortions in the silicon lattice and generation of dislocations (Figure 2.2 (a)). Similar generation has previously been observed for multi-metallic precipitates, typically involving nickel, copper and iron, and for silicides [11], silicon oxides and carbides [12, 13]. However, previous work also suggests that these dislocation structures do not develop very far into the surrounding silicon if the difference in thermal expansion coefficient is small [14]. (ii) Dislocations may also generate to compensate for crystallographic misfit between a precipitate and the silicon crystal. Note that, while misfit is defined between two different phases, misorientation, as described later, is defined between two crystals of the same material. The misfit varies with different crystallographic orientations, and therefore depends on the orientation of the precipitate and the silicon.

*Surface irregularities:* Seed crystals may contain surface irregularities such as cracks and scratches that have been generated during handling and/or sawing. Such features usually contain large amounts of dislocations that may redistribute during heating [15].

*Grain boundaries:* Grain boundaries have on numerous occasions shown to be a major source of dislocations in multicrystalline silicon [14, 16-19]. When a multicrystalline material is strained, grain boundaries strive to preserve the compatibility of neighbouring grains at the grain boundaries. As a consequence, dislocation generation can occur at grain boundaries at relatively low stresses. Clusters are also frequently found to originate at junctions between multiple grain boundaries [17, 20], and at grain boundary kinks [21]. Ryningen et al observed that the majority of dislocations existing in multicrystalline, in fact, originate at grain boundaries [19]. Recent work by Takahashi [22] suggests that dislocations generated at a grain boundary between two crystals will propagate into the crystal showing the highest shear stress, i.e. the least favourable oriented slip-planes. Dislocations generated at grain boundaries show clear relations to the character of the grain boundary, and will be described in more detail in Ch. 2.2.2.

Dislocations are known to have a considerable impact on the electrical properties of the material [9] and final device performance, as they readily interact with impurities that greatly enhance the recombination activity of the surrounding area [23]. In recent years, grain boundary engineering has been suggested as a promising method for reducing the amount of dislocations in solidified silicon, especially with the development of the new mono-like and high-performance multicrystalline silicon growth methods. These methods will be presented in more detail in Ch. 2.5.

*Geometric considerations:* Dislocations are commonly characterized by a line vector $\mathbf{l}$ and a displacement vector $\mathbf{b}$, commonly called the Burgers vector. The line vector is a description of the actual dislocation line while the Burgers vector can be explained in terms of a Burgers circuit (Figure 2.3). A Burgers circuit is an atom-to-atom path that forms a closed loop in a dislocated crystal. The crystal in Figure 2.3 (a) contains an extra half-plane, forming a so-
called edge dislocation with a line vector $\mathbf{l}$. After transferring the same atomic $MNOPQ$ loop stepwise to a non-dislocated crystal (Figure 2.3 (b)), an additional displacement vector $QM$, or $\mathbf{b}$, has to be added in order to close the loop. As seen from this figure, it becomes evident that the Burgers vector for an edge dislocation will be perpendicular to the line vector. A second distinct type of dislocation can be visualized by displacing one part of the crystal relative to a second part, as illustrated in Figure 2.3 (c) – (d). By drawing a similar $MNOPQ$ Burgers circuit, it becomes evident that the Burgers vector in this case is parallel to the line vector instead, which is commonly known as a screw dislocation. These (i.e. edge and screw) are known as perfect dislocations, and describe the two outer extremes of the dislocation line. In its most general case the dislocation line lies at an arbitrary angle to its Burgers vector, and the dislocation can be said to have a mixed edge and screw character. The shortest lattice vector, and the most likely Burgers vector, for silicon, and for the diamond structure in general, is of the $\mathbf{b} = \frac{1}{2}(110)$ type.

An important feature of a dislocation is that it can never end inside a crystal. It must always end at the surface of a crystal and/or at a grain boundary. They must therefore either form closed dislocation loops (e.g. as Frank-Read sources [9]) or branch into other dislocations. In the latter case the Burgers vector has to be conserved, meaning that the net Burgers vector of the new dislocations must equal the Burgers vector of the initial dislocation.

**Figure 2.3.** (a) An edge dislocation with line vector $\mathbf{l}$ can be generated by inserting an additional half-plane into an otherwise perfect crystal. (b) The Burgers vector $\mathbf{b}$ equals the closing-failure $QM$, perpendicular to the line vector. (c) A similar loop can be made for a screw dislocation. (d) The Burgers vector will in this case be parallel to the line vector.

*Dislocation movement:* There are two basic types of dislocation movements, namely glide and climb. Glide occurs when a dislocation move in the crystallographic plane that contains both its line vector and Burgers vector. Climb, on the other hand, occurs when a dislocation moves out of its glide plane, and thus normal to the Burgers vector. Glide of many dislocations results in slip, which is the most common manifestation of plastic deformation in crystalline solids, whereas one atomic plane glides over a second similar plane (Figure 2.4 (a)).
characteristic shear stress required for slip $\tau_{\text{shear}}$, resolved on the slip plane in the slip direction, is given as:

$$\tau_{\text{shear}} = \frac{F}{A} \cos \phi \cos \lambda$$

(Equation 2.1)

Where $F$ is the applied force, $A$ is the cross-sectional area, $\phi$ is the angle between $F$ and the slip plane normal, and $\lambda$ is the angle between $F$ and the slip direction. Slip in silicon occurs between the closely packed $\{111\}$-planes. However, covalent crystals, such as silicon, generally have a high resistance to dislocation motions, due to a relatively high Peierls barrier [24], and slip therefore only occurs at high temperatures. On the other hand, due to deep troughs in the Peierls barrier in $<110>$-directions, slip is generally known to occur in the $<110>$ directions that lie in the four $\{111\}$-planes (Figure 2.4 (b)). As there are four unique $\{111\}$-planes and three $<110>$-directions in each plane, there are a total of 12 possible slip systems [9]. Based on these assumptions, Hornstra [25] theoretically determined all possible types of dislocation available to the diamond lattice. However, the most favourable types, based on the number of broken bonds per lattice distance $a$, are listed in Table 2.1 [20] and can be visualized in Figure 2.4 (b).

**Table 2.1.** The most favourable dislocation types for the silicon, based on the number of broken bonds per lattice distance $a$ [20].

<table>
<thead>
<tr>
<th>Line vector, $\mathbf{l}$</th>
<th>Burgers vector, $\mathbf{b}$</th>
<th>Type</th>
<th>Angle between $\mathbf{l}$ and $\mathbf{b}$ [$^\circ$]</th>
<th>Number of broken bonds per $a$ [cm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(110)</td>
<td>(110)</td>
<td>Screw</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(110)</td>
<td>(011)</td>
<td>60°</td>
<td>60</td>
<td>1.41</td>
</tr>
<tr>
<td>(112)</td>
<td>(011)</td>
<td>30°</td>
<td>30</td>
<td>0.82</td>
</tr>
<tr>
<td>(112)</td>
<td>(110)</td>
<td>Edge</td>
<td>90</td>
<td>1.63</td>
</tr>
</tbody>
</table>

For energetic reasons it may be more favourable for a perfect dislocation to dissociate into Shockley partials [9, 20], where a $\frac{1}{2}$ (110) type Burgers vector splits into two partials, each with a Burgers vector of the $\frac{1}{6}$ (112) type, bounded by stacking faults. Both screw and 60° dislocations tend to dissociate into such partials, and partial dislocations has therefore been subject to great interest due to their possible influence on dislocation motion [20].

Screw dislocations can switch between slip planes if the target plane can contain the Burgers vector of the dislocation, a process commonly called cross-slip. An example of this can be seen in Figure 2.4 (b), where the screw dislocation given by $\mathbf{l} = \mathbf{b} = (\overline{1}0\overline{1})$ can switch between the $(111)$ and $(1\overline{1}1)$ planes. Cross slip has previously been observed in silicon at a temperature of 957K [26]. Edge dislocations can also leave their initial slip planes, but only through climb. The most common climb process involves diffusion of vacancies, either towards or away from the dislocation. Only small portions of the dislocation will climb, creating steps, or so-called jogs [9], on the dislocation line that move it from one slip plane to another. Similar steps can also be formed within the same slip plane, by glide, but are in this case called kinks. The Burgers vector are retained for both step types, meaning that the
Burgers vector for the step is equal to that of the rest of the dislocation line. Kinks will therefore not impede the glide of the dislocation. Similarly, jogs on edge dislocations do not affect glide, but jogs on screw dislocations will.

Figure 2.4. (a) Glide of many dislocations result in plastic deformation of the crystal in the form of slip. (b) The four \{111\}-planes of the diamond structure can be organized as a tetrahedron, commonly known as a Thompsons tetrahedron. Each of the four planes contain three \(<110>\)-directions and three \(<112>\)-directions, indicated by black and grey arrows, respectively.

**Dislocation multiplication:** Already existing dislocations may act as nucleation sites for new dislocations, a process commonly called dislocation multiplication. The Alexander-Haasen model, published in 1968, remains today as one of the most notable models for multiplication of dislocations in the diamond structure [27]. The model has proven to give satisfactory agreements with experimental data for single crystals, but there are some aspects of the model that limits its use in multicrystalline silicon [28]. The model treats deformation as a single slip of only one type of dislocations, meaning that all dislocations, independent of type, is grouped together in a common density variable $N$. But as there is no evidence for a single-slip scenario, as dislocations in diamond crystals are expected to be of multiple types and slip systems, the model becomes insufficient for multicrystalline silicon. An alternative model, which is based on the principles of the Alexander-Haasen model, expanded to include notions of multiple slip systems, different types of dislocations and modified multiplication laws has been discussed by Prasad and Pendurti [28].

Figure 2.5. (a) A grain boundary is formed between two crystals, or grains, that are misoriented with respect to each other, by an a misorientation angle $\theta_f$, around a given rotation vector $\vec{r}$. The two simplest rotations are the so-called (b) simple tilt and (c) simple twist boundaries.

The Frank-Read mechanism is the most fundamental multiplication mechanism. A dislocation line can be pinned at a single or both edges by other crystallographic imperfections or steps. If
exposed to stresses, the dislocation line will start to bend in the glide plane and develop repetitive dislocation loops, and thereby multiply. Single ended Frank-Read sources are probably dominant, as they require only a single pinning point. Multiplication may also occur by two additional multiplication mechanisms, namely by the so-called multiple cross slip and multiplication by climb mechanisms. The multiple cross slip mechanism concerns screw dislocations. When a screw dislocation encounters an obstacle in its primary glide plane, the dislocation will cross-slip onto a second glide plane. Upon passing the obstacle, the cross-slipped segment will tend to cross-slip back to its original glide plane, hence double cross slip. The double cross slipped segment will be relative immobile and can therefore act as a Frank-Read source. A similar regenerative multiplication mechanism, commonly known as a Bardeen-Herring source [20], can occur by climb of edge- or screw-dislocations. If the dislocation line becomes pinned in both edges, a presence of excess vacancies will cause the dislocation line to bow out by climb, similar to that of a Frank-Read source. This can create jogs which again may act as new multiplication sources.

2.2.2. GRAIN BOUNDARIES

A grain boundary is an interface between two crystals, or grains, having different crystallographic orientation. The two crystals are rotated with respect to each other by a misorientation angle $\theta$ around an arbitrary rotation axis $\hat{r}$, as illustrated in Figure 2.5 (a). The relationship between them are generally complex, but with two exceptions, namely the simple tilt and simple twist grain boundaries that are illustrated in Figure 2.5 (b) and (c), respectively.

Figure 2.6. (a) A simple small-angle grain boundary with dislocations aligning in a single linear array. (b) A more complex small-angle grain boundary, where dislocations have aligned parallel to $\{110\}$ plane traces on parallel rows of $\{111\}$-planes. (c) Small-grain boundaries are formed by recovery, where dislocations glide on $\{111\}$-planes until reaching the most energetically favourable position. Dislocations are often be hindered from reaching this position, leading to a slightly distorted array.
In a simple tilt boundary, crystal 2 is simply tilted an angle $\theta_F$, with respect to crystal 1, around a rotation axis that lies in the grain boundary plane between the two crystals. A similar action can also describe the simple twist boundary, but in this case the rotation axis is oriented perpendicular to the grain boundary plane.

A general grain boundary can be defined as either a small-angle (SAGB) or large-angle (LAGB) grain boundary by the magnitude of the misorientation angle, i.e. $\theta_F \leq 15^\circ$ and $\theta_F > 15^\circ$, respectively.

**Small-angle grain boundaries (SAGB):** Grain boundaries with small differences in crystallographic orientation can be described as periodically spaced arrays of aligned dislocations, or polygon walls [9]. Figure 2.6 (a) and (b) shows micrographs of SAGBs where dislocations have aligned in such arrays. While the SAGB in (a) consist of a single dislocation line, the boundary in (b) is more complex and consist of several parallel arrays. The zoomed in micrograph in (b) shows how dislocations have aligned parallel to $\{110\}$ plane traces on parallel rows of $\{111\}$-planes, in accordance with Transmission Electron Microscopy (TEM) observations by Kivambe et al [29].

The formation of such grain boundaries takes place by the so-called recovery process, in which dislocations rearrange to lower the energy of the crystal. The later stage of the recovery process, where the actual grain boundaries are formed, is called *polygonization*. This process requires a sufficient thermal activation in order to allow diffusion of defects, and will therefore only take place at elevated temperatures. As mentioned previously, dislocations glide on $\{111\}$-planes (e.g. as illustrated in Figure 2.6 (c)), and align when they find an energetically favourable position. However, single dislocations are often be hindered from reaching their most favourable position, leading to slightly distorted arrays.

**Figure 2.7.** (a) The total stress distribution around a single dislocation can be divided into attractive and repulsive regions. (b) An edge dislocation interacting with the common stress field generated by four similar edge dislocations.

Dislocations may have both long- and short-range stress fields, and the distribution of stresses in an array of dislocations depends on the arrangement, crystallographic orientation and Burgers vector of the individual dislocations [9]. The stress field for a single edge dislocation is shown in Figure 2.7 (a), with the red lines separating regions where incoming dislocations will encounter attractive and repulsive forces. Dislocations in an array will form a common periodic stress field, as depicted for an array of four similar edge dislocations in Figure 2.7 (b). The grey areas in the figure illustrate regions of attractive forces and white regions of...
repulsive forces. When a dislocation enters the vicinity of the array it will be influenced by these forces, which in this figure is illustrated by a single edge dislocation being influenced by a wall of similar edge dislocations. (1) If a gliding dislocation enters the attractive region, it will align with the existing array. (2) If not, it will be repelled from the array. (3) However, dislocations initially residing in the repulsive region may also climb into the attractive region \((P \rightarrow Q)\), and can from there glide into the boundary.

Dislocations can readily be introduced by plastic bending of silicon samples at elevated temperatures, and early studies performed by Green et al [30] and Vogel [31] reported that dislocations in such samples tend to be of the \(<112>\) edge type that align parallel to traces of \(\{111\}\)-planes after bending. Vogel also studied the polygonization process by exposing the samples to a temperature of 1223K for four days. This resulted in the dislocations aligning in low energy polygonised arrays, i.e. small-angle grain boundaries, perpendicular to the \(\{111\}\)-planes. The latter investigation by Vogel also observed that intersection of multiple slip systems lead to so-called Lomer-Cottrell locks [9] that prevented polygonization in some areas of the samples. Later investigations by Ervik et al [32] were also consistent with these results. Dislocations were found to align in arrays parallel with \(\{111\}\) traces before annealing and in arrays perpendicular to the \(\{111\}\) traces after annealing. These samples were also compared to as-grown multicrystalline silicon that showed polygonised structures, perpendicular to \(\{111\}\)-planes, similar to that of the previously annealed samples.

Booker and Stickler [33], and Hill and Rowcliff [34] successfully observed the \(<112>30^\circ\) dislocation type in germanium and silicon and, more recently, Kivambe et al [29] confirmed their tendency to align parallel to \(\{110\}\) plane traces on parallel rows of \(\{111\}\)-planes (i.e. as previously seen in Figure 2.6 (b)), by TEM analysis. This is also consistent with an earlier study by Stickler and Booker [35], on surface abraded samples, where one observed that dislocations tended to change from a \((110)\) line vector to a \((112)\) line vector by annealing at 900°C. It was suggested that \((110)\) dislocations form much more easily, but that \((112)\) are more energetically stable, and such a transformation is therefore suggested to be possible with the existence of a free surface, such as the solidification front [29]. By growing silicon single crystals with different crystallographic orientations, Dashevsky et al [36] concluded that small-angle grain boundaries mainly consisted of \((112)\) edge and \((110)\) edge dislocations. However, the latter type were only found in \(\{110\}\)-oriented crystals, and was suggested to form as a result of so-called Lomer locks between \(60^\circ\) dislocations of the \((110)60^\circ\) type [9]. Both \((110)60^\circ\) and \((110)\) screw dislocation types are also frequently found in silicon [37].

Small-angle grain boundaries are often associated with considerable dislocation generation and multiplication, which has shown to be a serious problem for growth of mono-like silicon (Ch. 2.5.2), especially for complex misorientations (P2).

**Large-angle grain boundaries (LAGB):** When the misorientation between two grains exceeds 15° the dislocation spacing becomes so small that the dislocations cores starts overlapping. LAGBs are related to poor fit between the two crystals and a relatively open boundary structure, and are therefore associated with higher grain boundary energies than SAGBs. The energy and properties of LAGBs are almost independent of \(\theta_\phi\), but there are some special boundaries occurring at specific misorientations that have considerable lower energies. Such grain boundaries are usually called Coincident Site Lattice boundaries, or CSL boundaries,
and are usually given as a certain $\Sigma$-value that describe the degree of crystallographic fit, or symmetry, between the two grains. A lower number implies a higher fit and less atomic distortion. The variation in boundary energy for a symmetrical (110) tilt boundary in silicon is shown in Figure 2.8 (a). The lowest energy is found for the coherent $\Sigma 3$ boundary, which, therefore, is considered to be the most stable LAGB, and the most commonly encountered type in multicrystalline silicon. It is also usually called a twin boundary, as the boundary can be described as a mirror plane (Figure 2.8 (b)). It is not unusual to find quantities of twin boundaries that accounts for 50-70% of the total grain boundary density in conventional multicrystalline silicon [38]. Due to their high symmetry, twins are usually associated with low dislocation densities and insignificant interaction with impurities, and are therefore considered to be a benign defect with low impact on the electrical performance of the material [39]. While coherent twin boundaries form on {111} boundary planes, the more rarely encountered incoherent twins describe twin boundaries that form on other crystallographic planes, which hold much higher grain boundary energies than its coherent counterpart [40].

Twin boundaries can be formed either by grain boundaries reorganizing, in order to reduce their internal energy [17], or by nucleation of twinned crystals, i.e. twinning (Ch. 2.4.2) [41]. Successive twinning ($\Sigma 3^n$, $n = 1, 2, 3$) leads to formation of higher-order twins (i.e. $\Sigma 9$ and $\Sigma 27$) that are also frequently observed in conventional multicrystalline silicon [38]. In order to reduce their energy, higher-order CSL boundaries have been observed to dissociate into lower-order CSL boundaries, a process that is often associated with dislocation generation [17]. A similar reorganization has also been observed for near-CSL boundaries, were dislocations tend to generate at certain grain boundary steps [42, 43].

**Figure 2.8.** (a) The grain boundary energy of LAGBs are almost independent of the misorientation angle. However, the high degree of symmetry for CSL boundaries leads to dips in the grain boundary energy at respective misorientations [44]. (b) Twin boundaries ($\Sigma 3$) can be described as a mirror plane, where the crystal is mirrored, typically on a {111}-plane (i.e. coherent boundary).

### 2.2.3. IMPURITIES AND PHOSPHORUS GETTERING

Crystallographic defects become recombination active when they are decorated by impurities, hence they become detrimental to the electrical performance of the material. The most common impurity sources are the feedstock, crucible, coating and furnace parts. Transition metals, and their precipitates, are known to have especially high recombination activities [45], and the presence of such impurities may seriously limit the final device performance [46, 47].
The concentration of metallic impurities can be reduced by the well-known phosphorus gettering process [48]. However, studies show that crystallographic defects, such as grain boundaries and dislocations, tend to concentrate impurities and promote precipitation of non-getterable precipitates in the vicinity of these defects, which will limit the potential for gettering in these areas [48, 49].

Chen et al measured the recombination activity of SAGBs and LAGBs by using an Electron-beam induced current (EBIC) tool [50, 51]. It was found that SAGBs generally had a higher recombination activity than LAGBs after contamination, due to the trapping properties of the dislocations. A later publication by Castellanos et al [52] found that the recombination activity in fact depends on the degree of disorder in a grain boundary, where highly disordered boundaries had higher recombination activities. The second study by Chen et al [50] showed how high-\(\Sigma\) boundaries had considerable stronger recombination activity than low-\(\Sigma\) boundaries, whereas the coherent \(\Sigma3\) boundary found to hold the weakest activity (i.e. \(\Sigma3\) (coherent) < \(\Sigma3\) (incoherent) < \(\Sigma9\) < \(\Sigma27\)). This was also suggested to be related to the increased impurity decoration for high-\(\Sigma\) boundaries. Both dislocation clusters and grain boundaries are usually found in large amounts in conventional multicrystalline silicon, and extraction of impurities in the form of post-processing do therefore not reach full potential. Alternative methods to reach better electrical properties, by controlling the formation of defects directly through the solidification process instead, have therefore been the main motivation for structure control.

### 2.3. Nucleation

This chapter will introduce the classical nucleation theory and spherical-cap model, and continue by expanding the concept of nucleation with the alternative athermal nucleation theory and the free growth model. The chapter will then conclude by relating these concepts to the case of silicon.

#### 2.3.1. CLASSICAL NUCLÉATION THEORY

Nucleation is the first stage of forming a new macroscopic crystal, and basically consists of rearranging atoms from the liquid into a more ordered solid phase [53]. Solid clusters of atoms (e.g. as illustrated in Figure 2.9 (a)), usually called nuclei, can (1) form directly in the liquid phase by homogeneous nucleation, or (2) on an already existing solid phase, in contact with the liquid, by heterogeneous nucleation. Nucleation is initiated by cooling the melt below the melting point \(T_m\). A typical cooling curve is illustrated in Figure 2.9 (b) and, as seen from this figure, nucleation does not start instantaneously, but at a given temperature below the melting point. This temperature difference is more commonly called the nucleation undercooling \(\Delta T\), and is related to the stability of the nucleus. Minute solid clusters, or nuclei, form already above the melting point, due to random fluctuations in the liquid phase, but they are not stable and will quickly melt back again.

A newly formed nucleus will only become stable when it reaches a certain critical size, where it can successfully surpass the energy barrier associated with the phase transformation from liquid to solid. The overall nucleation rate \(I\) is influenced both by the rate of cluster formation...
and the rate of atom transport to the nucleus. At low undercoolings the energy barrier for
nucleus formation is very high, and the nucleation rate is correspondingly low. However, as
the undercooling increases, the nucleation rate also increases sharply towards a maximum
value, before reducing again. At this point nucleation will be limited by atomic diffusion from
the liquid to the nucleation site, leading to an equally sharp decrease in the nucleation rate.
The final step of nucleation is the so-called recalescence. A phase transformation from liquid
to solid is usually associated with a release of latent heat (i.e. the transformation is
exothermic). When this release is large enough to balance the forced cooling, the melt will
experience a temperature increase, called recalescence. This increase in temperature will lead
to a complete halt in formation of any new nuclei, and the nucleation step can be considered
to be finished.

Figure 2.9. (a) Solid nuclei form either (1) homogeneously or (2) heterogeneously. (b) A typical
cooling curve, where nucleation initiates at a certain undercooling $\Delta T$ below the melting point $T_m$. The
initial increase in nucleation rate $I$ is followed by a sharp reduction due to kinetic limitations, and halts
at the point of recalescence. (c) Classical nucleation theory treats the nucleus as a spherical particle,
balanced by the interfacial energies between the interfaces of the system. (d) The energy barrier $\Delta G_r$, for a nucleus to become stable can be given as a sum of the change in Gibbs free energy resulting from
generation of a new solid volume ($\Delta G_v$) and the associated solid-liquid interface ($\Delta G_s$).

The phase transformation from liquid to solid requires formation of a solid volume and a solid
surface. By assuming that the nucleus attain a spherical shape (Figure 2.9 (c)), the energy
associated with such a transformation ($\Delta G$) can be described by the following formula:

$\Delta G = (\Delta G_v + \Delta G_s) \cdot f(\theta)$
$= (-4\pi r^3 \Delta g_v + 4\pi r^2 \gamma_s) \cdot f(\theta)$  \hspace{1cm} (Equation 2.2)
where $\Delta G_V$ is the volume free energy difference, $\Delta G_I$ is the surface free energy difference, $f(\theta)$ is a factor adjusting for the wettability between the nucleus and the underlying substrate, $r$ is the radius of the nucleus, $\Delta g_V$ is the free energy difference between the liquid and solid per unit volume, and $\gamma_{sl}$ is the interfacial energy between the nucleus and the surrounding melt. This equation is illustrated in Figure 2.9 (d) and, as evident from this illustration, there will be a certain energy barrier for the nucleus to overcome in order to become stable. The smallest size which allows equilibrium between a spherical crystal and the melt, i.e. the critical radius $r^*$, can be written as:

\[
r^* = \frac{2\gamma_{sl}T_m}{\Delta T \Delta H_v}
\]

(Equation 2.3)

where $\Delta H_v$ is the enthalpy of change for solidification. The probability of successfully arranging the amount of atoms necessary for forming larger nuclei is very small, and the phase transformation can therefore not occur at any arbitrarily small undercooling. The formula for calculating the energy barrier $\Delta G_{r^*}$ is found by inserting Equation 2.3 into Equation 2.2:

\[
\Delta G_{r^*} = \frac{(16\pi)}{3} \left( \frac{\gamma_{sl}^3}{\Delta g_V^3} \right) \cdot f(\theta)
\]

(Equation 2.4)

As soon as the energy barrier is overcome, the crystal can continue to grow into a macroscopic crystal. In the case of heterogeneous nucleation, the energy barrier is affected by the interactions between the nucleus and the underlying substrate, represented by the wettability factor $f(\theta)$. The wettability factor is calculated as a function of the wetting angle $\theta$ between the solid nucleus and the underlying substrates by the following formula:

\[
f(\theta) = \left( \frac{1}{4} \right) (2 + \cos \theta)(1 - \cos \theta)^2
\]

(Equation 2.5)

The wetting angle is illustrated in Figure 2.9 (c), and represents the energetically most favourable shape of the nucleus, determined by the different surface tensions between the solid nucleus, the melt and the underlying substrate. The balance in interfacial energy can be written as following:

\[
\gamma_{liq-sub} = \gamma_{sol-sub} + \gamma_{liq-sol} \cos \theta
\]

(Equation 2.6)

Where $\gamma_{liq-sub}$, $\gamma_{sol-sub}$ and $\gamma_{liq-sol}$ are the interfacial energies of the melt-substrate, substrate-nucleus and melt-nucleus interfaces, respectively. While homogeneous nucleation corresponds to $f(\theta) = 1$ ($\theta = 180^\circ$), or no wetting at all, heterogeneous nucleation describes any value below unity, i.e. $0 \leq f(\theta) < 1$, where $f(\theta) = 0$ ($\theta = 0^\circ$) corresponds to complete wetting and no nucleation barrier at all. Substrate particles can, in other words, have a considerable effect on the energy barrier and the nucleation conditions. In reality, solidification usually initiates heterogeneously, either on the crucible and/or on solid particles. Homogeneous nucleation can in most cases only be initiated in levitating droplets containing
very low contamination levels, where there is no contact with a crucible and secondary precipitates [54].

In order to ensure a high catalytic potency the substrate particles should have a crystallographic lattice similar to that of the nucleating material, i.e. a low lattice mismatch [55], and large enough crystallographic facets to support nuclei with critical dimensions, i.e. corresponding to the critical radius [56].

Even though the spherical cap model successfully explains the origins of the nucleation barrier it still has a very simplified view on nucleation that frequently fails to quantitatively explain experimental results [56]. The main weaknesses are:

1. The equilibrium shape of the solid nucleus cannot easily be observed, as it grows in a melt, and one can therefore not measure the wetting properties directly.

2. The expressions above have originally been calculated from vapour condensation experiments, and taken to be universally applicable for all nucleation-based first-order phase transitions.

3. The model cannot be applied to substrates with high catalytic potency, i.e. when $\theta$ and the corresponding nucleation barrier $\Delta G_{cr}$ approach zero. The nucleus will in this case only be a few atoms thick, even down to less than a single monolayer when $\theta \leq 10^\circ$, and the spherical cap model still considers the nucleus as a macroscopic droplet.

In order to address the second argument, an alternative model based on atomic adsorption has been proposed by Cantor, stating that $f(\theta)$ is not an adequate measure for the catalytic efficiency [57, 58].

An important addition to the spherical cap model is the so-called free growth model, presented by Greer et al in 2000 for grain refinement in aluminium melts, which can be applied independently of if the nucleus forms as a low-contact angle spherical cap or by adsorption [56, 59].

### 2.3.2. Athermal Nucleation and the Free Growth Model

In contrast to thermal nucleation, which involves thermal activation over an energy barrier $\Delta G_{cr}$, athermal nucleation treats sub-critical nuclei as dormant until the critical undercooling for free growth is reached by cooling. While thermal nucleation is a purely stochastic process, with nuclei forming by random fluctuations in the melt, athermal nucleation is a more deterministic process, where the number of nucleation events depends on the undercooling, but not on time nor mechanism.

The equation for critical undercooling for onset of free growth $\Delta T_{fg}$ is very similar to that previously reported for the critical radius $r^*$ in Equation 2.3. However, assuming a spherical substrate particle, the critical radius $r^*$ has, in this case, been replaced by the radius $R_{nuc}$ of the substrate particle:

$$\Delta T_{fg} = \frac{2\gamma_s l T_m}{\Delta H_v R_{nuc}}$$

(Equation 2.7)
The nucleation process initiates, at very small undercoolings, by formation of a thin layer of solid material, either by adsorption, wetting or heterogeneous nucleation. The layer will spread to cover the whole substrate particle and is limited by the radius $R_{\text{nuc}}$ of the particle facet, as illustrated in Figure 2.10 (a). The only way for the nucleus to grow will be by increasing the height $h$ of the spherical cap. Note that the cap is no longer defined by the balance of the surface tensions, as previously in Figure 2.9 (c). The initial radius $r$ of the cap is much larger than $R_{\text{nuc}}$. However, as $h$ increases, the radius of the cap will decrease. The cap may continue to grow until it reaches the critical radius $r^*$ defined by the minute undercooling, given by Equation 2.3, but no further. The nucleus is dormant.

![Figure 2.10](image)

**Figure 2.10.** (a) According to the free growth model [59], the nucleus is limited by the size of the particle facet $R_{\text{nuc}}$. The radius of the nucleus, $r$, decreases as the height $h$ of the cap increases. Free growth may only be achieved when the critical radius $r^*$ becomes equal to the radius of the substrate particle, $R_{\text{nuc}}$. (b) The model states that nucleation initiates at the largest substrate particles first, and progressively on smaller particles as the undercooling increases.

The undercooling increases gradually over the whole time span of the nucleation step, as illustrated in Figure 2.9 (b), and the minute critical radius $r^*$ will decrease accordingly. The critical radius will, at some point, become equal to the radius of the substrate particle, and the nucleus can then obtain a radius that is equal to that of the substrate particle, i.e. $r = r^* = R_{\text{nuc}}$. At this point, further growth will imply a favourable decrease in the sphere curvature $\kappa = \frac{1}{r}$, and the nucleus has surpassed the barrier to free growth and is no longer dormant. The nucleus can now grow into a macroscopic crystal.

An important consequence of Equation 2.7 is, as illustrated in Figure 2.10 (b), that free growth initiates on the largest substrate particles, i.e. at the smallest critical undercoolings, first. Progressively smaller nucleation substrates become active in successfully initiating free growth as the undercooling of the system increases. The model is adapted to an earlier model by Maxwell and Hellawell [60], stating that nucleation only proceeds until the onset of recrystallization, where the increase in temperature leads to loss of undercooling and final cease of nucleation. The model has shown to correlate well to experimental observations in aluminium alloys inoculated with Al-Ti-B refiner [59]. The author clearly states that the model is not successful in predicting the grain size of columnar growth, such as in directional solidification. This is, however, probably related to fundamental differences in the equiaxed and columnar growth mechanisms, and not to the nucleation mechanism. We therefore
believe that the nucleation conditions during directional solidification still can be explained by this model.

2.3.3. NUCLEATION IN SILICON
Silicon is not particularly well explored in terms of nucleation. It is well known that silicon favours heterogeneous nucleation on solid substrates that are in contact with the melt, but the interaction with the substrates and their effect on the nucleation conditions is not well understood. There has until today, to my knowledge, only been published a single robust method for controlling the nucleation conditions during crystal growth, namely the dendritic solidification method developed by Fujiwara et al in 2006 [61]. This method will be further elaborated in Ch. 2.5.1.

Potential substrate particles and their properties:
Coating and other impurity particles are commonly in contact with the silicon melt during the solidification process. The crucibles are spray-coated with a thin layer of Si$_3$N$_4$-based coating to prevent sticking of the ingot to the crucible. The coating contains a mixture of both $\alpha$- and $\beta$-Si$_3$N$_4$, usually with an excess of the $\alpha$-polymorph. Other impurity particles follow the feedstock material and may precipitate during the solidification process. Carbon and oxygen may also enter the melt from carbon-based furnace parts and the surrounding atmosphere, respectively.

During directional solidification, grains are generally found to nucleate on the crucible bottom and grow as elongated grains parallel to the temperature gradient towards the top of the ingot (Ch. 2.4.2), suggesting that the crucible plays an important role in the nucleation process.

Figure 2.11. Rod-like $\beta$-Si$_3$N$_4$ particles and more cubic $\beta$-SiC particles are commonly found in multicrystalline silicon ingots. This image is reproduced from the work by Søiland et al [62].

In addition to hexagonal $\alpha$-Si$_3$N$_4$ coating particles, the most commonly observed particles in freshly grown multicrystalline silicon are $\beta$-Si$_3$N$_4$ and $\beta$-SiC particles [62-64]. While $\beta$-Si$_3$N$_4$ particles are generally found to have hexagonal rod-like shapes, $\beta$-SiC particle are found to have a more cubic shape. Both are imaged in Figure 2.11, reproduced from the work by Søiland et al [62]. SiC also comes in two polymorphs, namely $\alpha$- and $\beta$-SiC. The difference in Gibbs energy of formation for the two polymorphs is small [64] and the preference for the $\beta$-polymorph can therefore not rely solely on thermodynamic considerations. There are,
however, indications on that nitrogen, which is readily available in silicon melts because of the Si₃N₄-coating, may increase the preference for the cubic β-polymorph [65].

Precipitation occurs when the melt becomes supersaturated with a certain element [53]. As silicon melts are kept at temperatures above the melting temperature, usually for several hours, in order to fully melt the feedstock and stabilize the melt, there is plenty of time for in-diffusion of contaminants. Due to direct contact between the coating and the silicon melt we expect there to be a rapid and continuous in-diffusion of nitrogen from the α-Si₃N₄ coated crucible wall and into the melt, which upon cooling will reprecipitate as β-Si₃N₄ [62].

![Image of crystal structures](image)

**Figure 2.12.** (a) The ideal hexagonal shape is bounded by (0001)-oriented top planes and (0110)-oriented side planes. (b) However, experimentally observed Si₃N₄ particles rarely show flat edges. This image is reproduced from the work of Jennings et al [66]. (c) This can be explained by the growth habits of these crystals, where slowly growing (0111) or other high-index facets appear in later stages of particle growth. (d) Even so, there is still a considerable size difference between α-and β-Si₃N₄ particles. This micrograph is from the current work.

Only top wafers were studied in the work by Søiland et al [62], but in order for particles to act as substrates for nucleation in directional solidification they have to be located at the bottom of the crucible, where the initial nucleation events take place. Mjøs et al [67] located multiple Si₃N₄ precipitates in bottom wafers cut from a directional solidified silicon ingot, by chemical-mechanical polishing, but was not successful in locating SiC precipitates due to their small size. Reimann et al [68] found that, even though precautions were taken in order to limit SiC- and Si₃N₄-precipitation in bulk melt, they were not able to prevent precipitation close to the coated crucible bottom, suggesting that the melt is saturated with nitrogen and carbon already from the start.

**Table 2.2.** Crystallographic properties, showing crystal structure, lattice mismatch to silicon and commonly found particle size for β-SiC, α- and β-Si₃N₄.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Crystal structure</th>
<th>Lattice mismatch [%]</th>
<th>Particle size [μm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>β-SiC</td>
<td>Cubic</td>
<td>20 [69, 70]</td>
<td>&gt;10 [62]</td>
</tr>
<tr>
<td>α-Si₃N₄</td>
<td>Hexagonal</td>
<td>3 [71, 72]</td>
<td>0 - 1 [72]</td>
</tr>
<tr>
<td>β-Si₃N₄</td>
<td>Hexagonal</td>
<td>1.1 [73, 74]</td>
<td>&gt; 10 [62]</td>
</tr>
</tbody>
</table>

In the case of silicon, we have now established that β-SiC and the two α- and β-Si₃N₄ polymorphs are in abundance at the crucible bottom, and therefore most likely to be the most relevant nucleation substrates. The crystallographic properties of the substrates are summarized in Table 2.2. As previously mentioned in Ch. 2.3.1, in order to secure a high
catalytic efficiency, the interfacial free energy between solid silicon and substrate should be kept to a minimum. This is possible only with low crystallographic mismatch between the corresponding phases [56]. The crystallographic mismatch to β-SiC has previously been found to be 20%, and is therefore not consistent with high nucleation potency. Nucleation on β-SiC has been observed by Pupazan et al [75] but, as this was done in an uncoated graphite crucible, this is probably related to the lack of a more efficient substrate.

Figure 2.13. Wetting angles for liquid silicon on substrates/particles commonly observed in silicon melts. The production of the different particles varies and, in the cases where specified, the production is marked by a simple letter or keyword. The data has been collected from Cröll [76], Wald [77], Sangiori [78], O’Donnell [79], Li [80, 81], Whalen [82], Barsoum [83], Drevet [84], Brynjulfse [85], Martin [86], and Nikolopoulos [87]. Measured intervals are marked as lines, while single measurements are marked as dots.

The lattice mismatch to β-Si₃N₄ is only 1.1%, thus being a much more potent nucleation substrate. No experimental measurements have been found for α-phase particles but, due to the structural similarities to the β-phase, we believe the mismatch to be closely related. Theoretical calculations by Brynjulfse [72] found a mismatch of approximately 3%, by using crystallographic data from Kuwabara et al [71], but this has yet to be confirmed by TEM. Brynjulfse also found no evident effect of increased carbon concentrations on ingot microstructure [88], suggesting that SiC formation has minimal effect on the nucleation conditions in presence of more favourable Si₃N₄ substrates.

According to the free growth model previously presented in Ch. 2.3.2, the particle size of potential substrate particles also plays an important role in terms of nucleation probability. Previous studies have shown that β-Si₃N₄ may grow to considerable sizes with diameters of
several tens of micrometres [62] and, due to the high aspect ratio of the $\beta$-Si$_3$N$_4$ rods, the largest facet can even become several hundreds of micrometres in the longitudinal direction (Figure 2.11). Alpha-Si$_3$N$_4$ coating particles, on the other hand, are typically found with sizes below 1$\mu$m.

The ideal morphology of hexagonal crystals is illustrated in Figure 2.12 (a), i.e. a hexagonal shape bonded by \{0001\} and \{01\overline{1}0\} family planes. Depending on which plane the nucleus is formed, the size of the nucleus will either be limited by the diameter of the rod or by the smallest dimension of the side facet, respectively. However, the top and bottom faces of the rods are rarely found to be planar, but usually display a more pyramidal shape (Figure 2.12 (b)) [66]. This may be related to the growth habits of hexagonal crystals, where crystals in the end are bound by the slowest growing facets [53]. Li et al [89] investigated the growth habits of oxide crystals and found a tendency for the crystals to become bounded by angular \{01\overline{1}1\} family planes, as illustrated in Figure 2.12 (c), and derived the following relation between the growth velocities $V$ of the different planes:

$$V_{\{0001\}} > V_{\{01\overline{1}0\}} > V_{\{01\overline{1}1\}}$$

(Equation 2.8)

This implies that the \{0001\} planes progressively disappear during particle growth and, after disappearing, they become unavailable for silicon to nucleate on. Alternatively, other similar high-index planes may also replace the flat \{0001\} edge plane. However, independent of which types of facets are available, the facet size of $\beta$-Si$_3$N$_4$ particles are still several order of magnitude larger than that of their $\alpha$-phase counterpart, as illustrated in Figure 2.12 (d).

Figure 2.14. An overview of nucleation undercoolings measured by Appapillai et al [90] (blue dots), Brynjulfsen et al [7] (orange dots) and Tsoutsouva et al [91] (green dots) for thermally grown SiO$_2$, fused silica, PECVD deposited Si$_3$N$_4$, industrial Si$_3$N$_4$ coating and Al$_2$O$_3$ crucible material.

Wetting measurements:
As suggested by the classical spherical cap model, measuring the wettability between the
solid silicon nucleus and the substrate material may be a possible way of probing the catalytic properties of a substrate material. The wetting angle between the nucleus and a potent substrate particle should be as small as possible, indicating a low barrier for nucleation. However, as mentioned in Ch. 2.3.1, the fact that the nuclei are formed within the melt complicates such measurements. There are, on the other hand, considerable amounts of data regarding the wetting properties of liquid silicon on different substrates, and Brynjulfsen [72] suggested that the interfacial energy balance for the liquid-substrate system could be used to estimate the energy balance for the solid-substrate system. However, she realized that such an operation was not straight-forward, especially due to the large variations in reported values (Figure 2.13). It appears to be generally accepted that one of the main reason for the spreading values is related to interactions with oxygen, forming an oxynitride (SiON) layer on top of the Si3N4, that alters the wetting properties of the substrate [80]. The largest wetting angles was, in the work by Li [80], obtained at very high partial pressures of oxygen, and assumed to be related to the formation of a SiO2 layer instead of the oxynitride. The wetting angle is also frequently found to change over time [85, 86]. Brynjulfsen was therefore not successful in correlating the estimated wetting angles with measured undercooling values, and concluded with that the wetting angle could not be used as a sole indication on the nucleation conditions. As also suggested by Tsoutsouva et al [91], measurements of liquid wetting angles are therefore only useful for studying adhesion and infiltration phenomena [84] and not nucleation.

Figure 2.15. Nucleation undercooling measured in levitating silicon droplets. Homogeneous nucleation of silicon usually take place at undercoolings above $\Delta T = 300K$, measured by Li [92], Inatomi [54] and Beaudhuin [93]. The undercooling could be considerably lowered by adding gaseous nitrogen [93] and carbon [94] to the droplets, which was attributed to the precipitation of Si3N4 and SiC particles respectively.

Undercooling measurements:
Numerous studies have also focused on measuring the nucleation undercooling directly (Figure 2.14). The grouping of the different samples sets is, in this figure, based on the innermost layer, which is in direct contact with the silicon melt, and includes dry- and wet-oxidized
silicon (a-SiO$_2$), fused silica (a-SiO$_2$), deposited amorphous Si$_3$N$_4$ (a-Si$_3$N$_4$), Si$_3$N$_4$ coating and Al$_2$O$_3$ crucible material. While SiO$_2$ substrates reach maximum undercoolings above 100K, Si$_3$N$_4$ substrates appear to favour undercoolings below 40K, suggesting that Si$_3$N$_4$ substrates are more potent. The similar values found for the amorphous a-Si$_3$N$_4$ phase and the crystalline Si$_3$N$_4$ coating material may be related to a transformation of the amorphous phase to a crystalline $\beta$-Si$_3$N$_4$ phase, as previously observed by Alphei et al [95]. The increase in maximum nucleation undercooling for the Si/SiO$_2$/Si$_3$N$_4$ 40nm sample was explained by Appapillai in terms of thermal stresses between the layers, but may also just be a result of increased influence from the underlying SiO$_2$ layer due to the Si$_3$N$_4$ layer being very thin. However, as clearly seen from this figure, the measurements span over several orders of magnitude (2 – 150K), also within individual sample sets, making it difficult to find any clear trends in terms of nucleation potency. Appapillai [90] suggested that this variation might be related to nucleation on other impurity particles and not necessary on the substrate under investigation, and assumed that the undercooling for the actual substrate corresponded to the maximum undercooling measured within each individual sample set.

We do, however, not believe that these large values reflect real melt conditions. They are also not consistent with the free growth model, where initial nucleation takes place at low undercoolings. Contrary to these values are also the measurements done on levitating silicon droplets by Beaudhuin, Li and Inatomi (Figure 2.15). Levitation experiments are more commonly used to measure undercoolings during homogeneous nucleation, but by adding carbon and nitrogen to the droplet Beaudhuin successfully observed formation of SiC and Si$_3$N$_4$ substrate particles inside the droplets. These particles acted as substrates for silicon nucleation and lowered the nucleation undercooling down to as little as 1K for the highest nitrogen concentration. By assuming that the melt is saturated on nitrogen close to the crucible wall, we suggest this value is a better representation of real melt conditions, and will be the base for discussion in paper P5.

2.4. CONVENTIONAL GROWTH

This chapter will cover an introduction to the basic growth mechanisms occurring during directional solidification of multicrystalline silicon.

![Figure 2.16. An illustration of the so-called Kossel crystal, reprinted from [96]. An incoming liquid phase atom, or adatom, may adsorb on multiple positions of a growing crystal interface, whereas the energetic favourability is determined by the number of neighbouring atoms.](image)
2.4.1. CRYSTAL GROWTH BASICS
As soon as stable nuclei has formed, they continue to grow into macroscopic crystals by addition of atoms from the liquid phase. Growth of a crystal can be visualized by the so-called Kossel crystal, illustrated in Figure 2.16 [96]. In this illustration, atoms are represented as cubes that can have six nearest neighbours, one at each of the six faces. An incoming atom (adatom) may position itself in multiple positions at the growth interface, or terrace, characterized by the number of nearest neighbours. The most energetically preferred position will be inside a terrace vacancy, where the adatom gets 5 neighbours, and the preference reduces progressively for the kink, ledge and single adatom positions.

Figure 2.17. (a) The most densely close packed \{111\}-planes of the diamond cubic crystal structure are atomically smooth. All other planes, like the \{100\}-planes are rougher. (b) Rougher planes have higher growth velocities than smoother planes, and e.g. a cubic crystal, bounded by \{100\}-faces will therefore transform its shape into an octahedron, bounded by the slowest growing \{111\}-planes. Growth occurs by continuous atomic adsorption at such positions, whereas the actual probability of the atom remaining adsorbed, and becoming fully incorporated into the crystal, depends on the number of neighbours. Crystals may have different growth habits, where the shape of the crystal is largely determined by the crystallographic properties of its crystal structure. As previously mentioned in Ch. 2.1.1, the diamond cubic crystal structure consists of densely packed \{111\}-planes, and considered to be atomically smooth (Figure 2.17 (a)).

It is increasingly difficult for incoming atoms to remain adsorbed on densely packed planes, and the growth velocity of the plane is therefore low. All other planes, like the \{100\} plane, are rougher [97], and expose more steps for incoming atoms to adsorb onto. Rougher planes therefore tend to have higher growth velocities than atomically smoother planes. This is manifested as a marked anisotropy in the growth rate of the crystal, where the slowest growing planes become progressively dominant, and a final crystal shape that becomes bounded by these planes (Figure 2.17 (b)). Similar growth habits can also be observed during directional solidification, as presented in the next sub-chapter.

2.4.2. DIRECTIONAL SOLIDIFICATION OF SILICON
Directional solidification is a method commonly used for solidification of multicrystalline silicon. It is a relatively simple method, where a crucible is filled with feedstock material that is molten and re-solidified. The simplest method is the so-called Bridgman method (Figure 2.18 (a)), where the temperature gradient is fixed by the heaters and the melt will progressively solidify as it is pulled past the melting point temperature \(T_m\). Due to the
directionality in the pulling, grains will nucleate on the bottom face of the crucible and grow into elongated grains that are parallel to the pulling direction.

![Diagram of Bridgman growth process](image)

**Figure 2.18.** (a) An illustration of a Bridgman, where the temperature gradient is fixed, and the growth interface moves towards the top of the crucible by pulling the crucible in the opposite direction. (b) An atomically smooth growth interface appear rough at a microscopic scale. (c) An atomically rough growth interface appear smooth at a microscopic scale.

The interface between the solid- and liquid phases, i.e. the growth interface, will be either atomically smooth or rough, i.e. faceted (Figure 2.18 (b)) or non-faceted planar (Figure 2.18 (c)), depending on the growth habits of the material. Growth require a certain undercooling $\Delta T$ to proceed, and an atomically rough interface, containing many favourable adsorption points, tend to grow at much lower undercoolings than an atomically smooth interface. Silicon is known to solidify preferentially with a $\{111\}$-faceted growth interface, due to the low surface energy of this plane \[98\]. Zig-zag facets have previously been observed, by in-situ experiments \[99, 100\], to form on $\{100\}$-, $\{112\}$-, $\{110\}$- and $\{111\}$-oriented interfaces. It was suggested that the facets initiate as atomic scale perturbations, on an otherwise planar growth interface (Figure 2.19 (a)). Above a certain critical growth rate $V_c$, the perturbations are amplified into macroscopic facets by a negative temperature gradient appearing in front of the growth interface (Figure 2.19 (b)).

Twins are important defects in multicrystalline silicon, not due to their direct impact on the electrical activity, which is low (Ch. 2.2.2), but due to their high abundance. Successive twinning may also create $\Sigma 9$, $\Sigma 27$ and random angle boundaries which are much more recombination active (Ch. 2.2.2). Stokkan et al \[38\] reported on a fraction of approximately 70% of the total grain boundary density in multicrystalline silicon being twin grain boundaries ($\Sigma 3$). In addition to being formed with dendrites \[97\], twin formation is also closely related to a faceted growth interface (Figure 2.20), where a twinned nucleus can nucleate on the $\{111\}$-facets of the interface \[97\].

Duffar and Nadri \[101\] developed a theory for twin formation during directional solidification, and found that not only a faceted interface is necessary, but also the presence of a grain boundary with a specific angle to the melt. Later experimental investigations by Stokkan et al \[41\] supported this theory, by finding that twins often originate at special features on grain boundaries between multiple grains.
Figure 2.19. The growth interface between a growing <100>-oriented silicon crystal and its melt, reproduced from [97]. The interface is transformed from (a) planar to (b) zigzag-faceted during growth at a growth rate of 9.6 mm/min.

An alternative method for growing directionally solidified multicrystalline silicon ingots is by the so-called vertical gradient freeze (VGF) method. In this case the crucible is stationary and solidification occurs by extracting heat from the bottom of the crucible by a heat leak feature [102] instead.

Industrial ingots are usually made in the range of 400 – 600 kg (G5 ingots) [6], but with new technologies allowing for ingots up to 1000 – 1200 kg (G7 ingots) [103]. The quality of the solidified material is largely dependent on the growth parameters, and an accurate control of the crystallization is necessary to obtain optimum performance. An especially important parameter is the macroscopic shape of the growth interface, as this bends relatively to the total heat flow. In order to minimize thermal stresses the growth interface should be planar, but in order to minimize unwanted parasitic nucleation on the crucible walls a slightly convex growth interface is optimal.

Figure 2.20. An illustration of the formation of a twinned crystal on a {111}-faceted growth interface. Reprinted from the work by Fujiwara [97].
2.5. **Structure control and emerging growth methods**

Crystallographic defects, such as dislocations and grain boundaries, are today considered to be the biggest limitation to higher efficiencies in multicrystalline silicon [104], as they tend to trap transition metal impurities and increase the recombination activity of the material. Dislocation densities as low as $10^4 \text{cm}^{-2}$ have shown to affect the local recombination activity, and typical regions containing densities in the range of $10^4 - 10^6 \text{cm}^{-2}$ can reduce the final performance of the cell considerably [48, 105]. Much effort has been put into increasing the electrical performance of the material by removing these impurities, e.g. by phosphorus gettering. However, the efficiency of these methods has proven to be relatively limited in highly defected areas. Hartman et al [106] suggested that up to 95% of the initial density of dislocations in newly solidified silicon could be removed by annealing silicon samples at 1366°C, which, if proven to be reproducible, would be a remarkable discovery. A similar observation was also done by annealing mc-Si samples at 1093K [107], resulting in a 60% reduction of the initial dislocation concentration. This was stated to be a combined effect of dislocations diffusing to free surfaces and pairwise annihilation. However, a comprehensive follow-up study published by Reimann et al [108] experienced no reduction in the dislocation density at all, and the studies by Hartman et al [106] and Choi et al [107] are therefore currently being questioned. Dislocations have previously shown to move for several hundreds of micrometres at elevated temperatures, but only in single crystals, and in order for a dislocation to annihilate it needs to counter a second dislocation with an exact opposite Burgers vector [9]. The probability for this to happen at a scale which allows for a reduction of 60 – 95% therefore seems unlikely. Pinning of dislocations by other dislocations, impurities and other crystallographic defects reduces the mobility of dislocations [9] and the probability of annihilation even further. Alternative methods for controlling and/or reducing the defect concentration are therefore needed.

![Figure 2.21](image.png)

**Figure 2.21.** Structure control can either be based on modifying the nucleation conditions, such as in the dendritic growth method, or by using seeds placed either in the bottom of the crucible (e.g. by the mono-like, HPMC or mushroom methods) or on top of the melt (e.g. by the float-cast method).

Structure control, in its broadest sense covers all methods that can be used to modify the final microstructure of solidified silicon. The foundations for the microstructure are laid already at
the earliest stages of the solidification process, either during or shortly after the nucleation stage. It is therefore necessary to shift the focus towards improving the fundament on which the structure develops rather than attempting to improve the structure after solidification.

There are mainly two ways to control the grain structure of mc-Si; either by modifying the nucleation conditions or by eliminating the nucleation step altogether. Different methods for controlling the microstructure are summarized in Figure 2.21 and will be further elaborated in the following sub-chapters.

2.5.1. GROWTH BY MODIFICATION OF THE NUCLEATION PROCESS

There is a great deal of contingency associated to the nucleation process and controlling it is not necessarily straight forward. The amount of research on understanding the actual nucleation mechanisms acting during silicon solidification is surprisingly sparse, compared to other materials, as e.g. aluminium [56]. Apart from the doctoral work by Brynjulfsen [72], only one single robust method has been published for modifying the nucleation conditions for improved ingot quality, namely the so-called dendritic casting method. The remaining literature is mainly targeted towards measuring the melt wetting behaviour and nucleation undercooling of different crucible materials, as previously summarized in Ch. 2.3.3.

The dendritic casting method, first published by Fujiwara et al in 2006 [61], has been subject to extensive research. By applying a high undercooling to the crucible bottom during the initial stages of solidification, they could induce rapidly growing <110>- and <112>-dendrites along the bottom of the crucible. These grains effectively limited the amount of nucleation events taking place in the bottom of the crucible, and lead to a coarsening of the grain-structure. Dendrite crystals contain parallel twins, with {111} grain boundary planes, along their primary arm, and the ingots are therefore often found, in addition to the already reduced amount of grain boundaries, to be dominated mainly by electrically inactive $\Sigma 3$ grain boundaries [109]. Highly twinned areas are often, but not always, associated with low dislocation densities [39, 109] and it is therefore believed that the twinning process may be beneficial for the dislocation concentration in the material [41]. Some dendritic ingots have, on the other hand, been found to contain higher amounts of dislocations, and it has been suggested that this in some way may be related to dendrites growing away from the crucible bottom [39] and not parallel to it. Dendrites which grow away from the crucible bottom will at some point encounter a volume of insufficient undercooling and are therefore forced to change direction. A study by Usami et al [110] found a reasonable correlation between the dislocation density generated at grain boundaries between dendrites and the contact angle between the respective dendrites (i. e. the magnitude of the accompanying shear stress).

Even though the idea behind dendritic growth has successfully been applied to small-scale experiments, it has unfortunately not been easy to apply these principles industrially [111], as the size of industrial crucibles make it difficult to maintain uniform thermal conditions throughout the whole crucible bottom. Improvements have recently been made by implementing cooling-spots close to the centre of the crucible together with a convex growth front [109, 111]. This resulted in nucleation of rapidly growing dendrites in the centre of the crucible that came to dominate the grain structure. However, due to uneven heat extraction and nucleation conditions, the method still suffers from poor reproducibility [112], and,
combined with considerable dislocation generation, the method, in its current state, is not applicable to large-scale industrial growth.

Due to higher undercoolings in areas close to the crucible bottom, traces of dendritic growth are also frequently found near the bottom of grown conventional mc-Si ingots [39, 113], and it is believed that dendrites may in fact also have an important role in initial growth of conventional mc-Si. This will, however, be further explored in paper P5.

2.5.2. GROWTH BY SEEDING METHODS
The most adapted approach for performing structure control is to eliminate the nucleation step altogether, by placing silicon seed crystals into the melt. All seeding methods are fundamentally similar where, instead of spontaneous nucleation, liquid atoms will attach to more favourable positions on the seed crystals instead. The atoms attach in the same arrangement as the default seed atoms, and the microstructure of the ingot will, to a certain degree, be determined by the microstructure of the seeds.

Several new solidification methods that attempt to deal with the defect structures present in conventional mc-Si silicon are currently under development. Most of them are illustrated in Figure 2.21, including the mono-like (Mono-like Si) and high-performance multicrystalline (HPMC Si) growth methods, and the more recent mushroom-shaped (Mushroom Si) and noncontact crucible (Float-cast Si) growth methods [114, 115]. The two latter are novel methods that only have been investigated in small-scale furnaces, for research purposes, and the industrial applicability is questionable, as both methods require considerable modifications of existing infrastructure.
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**Figure 2.22.** (a) The noncontact crucible method consists of placing a monocrystalline seed at the top the melt interface and grow the ingot downwards. (b) An alternative version applies a high undercooling at the top of the melt to nucleate a rapidly growing dendrite.

*Growth by the float-cast method:*

The float-cast method, more commonly called the noncontact crucible method, dips a seed in molten silicon, similarly to the Czochralski (CZ) process. By establishing a low-temperature zone ahead of the seed one can grow ingots without direct contact with the crucible (Figure 2.22 (a)) [116]. Ingots grown by this method will therefore have advantages over conventionally grown mc-Si in terms of less random nucleation and peripheral stresses. While CZ ingots are grown with a concave growth front [117], float-cast ingots are grown with a convex growth front instead, which repels melt impurities much more efficiently.
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An alternative float-cast method is also under development, which utilises nucleation of rapidly growing dendrites instead of seeding [118] (Figure 2.22 (b)). However, due to contact with the crucible towards the end of the solidification process, the issues related to parasitic nucleation and peripheral stress generation remains. A partial solution to this problem has been to design crucibles that remove residual melt residing in the crucible at the final stage of solidification [119]. However, the authors clearly state that significant improvements are needed if the method is to be adaptable for crucible sizes larger than 100mm. Also, in both these methods Si₃N₄ coating may dissolve into the melt and lead to precipitation of β-Si₃N₄ particles, leading to nucleation of additional grains [120]. As the ingot is not in contact with the crucible, there is generally no need for a release agent such as a Si₃N₄. However, by removing the coating layer, the melt becomes exposed to increased contamination from the crucible, e.g. by oxygen, which also may be detrimental for the final device performance [121].

Growth by the mono-like method:

The mono-like growth method requires less adjustment to existing infrastructure than the methods mentioned above. The method was introduced by Stoddard [122] in 2006, as a method for growing silicon ingots with near monocrystalline structure and low density of crystallographic defects. The method consists of placing one or more monocrystalline seeds in the bottom of the crucible, and initiate solidification by growth of the seed crystals instead of by nucleation of new crystals (Figure 2.23). The melting step therefore has to be optimized to prevent complete melting of the seeds. The method has already proven to be adaptable to industrial sized infrastructure [123], but not without challenges. The main challenges are related to nucleation and growth of parasitic grains from the periphery of the ingot, and dislocation generation due to the necessary use of multiple seeds for larger crucibles.

![Figure 2.23.](image)

Figure 2.23. The mono-like method consists of covering the crucible bottom in monocrystalline seeds, promoting growth of the seed crystals instead of nucleation. However, spontaneous nucleation of parasitic grains may still take place on the crucible walls, limiting the monocrystalline fraction. Grain boundaries may also appear if the seeds are not placed identically in the crucible.

Parasitic grains will nucleate on the crucible wall at some point during solidification, and continue to grow inwards, forming a roof over the central monocrystal. This parasitic volume reduces the final device efficiency, and is therefore unwanted for high-quality mono-like devices [124]. The parasitic grains are generally found to be limited by the {111}-planes of the central monocrystal, and the extent of the parasitic grain structure can therefore be partially controlled by optimizing the crystallographic orientation of the seeds [125]. There are, however, some unpredictability associated with which of the four {111}-planes that are active, and a more reproducible way of reducing the ingrowth should be found. Jouini et al
[126] have proposed that, by making the growth interface slightly convex, one should be able to prevent most of the parasitic ingrowth.

There are multiple sources of dislocations when growing mono-like silicon, and most of them can be traced back to the interfaces of the monocrystalline seeds. Pre-existing structural defects on the faces of the seeds, surface roughness and generation of localized stress points due to indentation are some of the dislocation sources that have been identified [15] and, as shown by Jiptner et al [127], some of them can penetrate deep into the monocrystal, and have a serious detrimental effect on the final device efficiency. High concentrations are also generally found in the periphery of ingots, due to stresses being generated between the crucible and ingot [128], as silicon expands upon solidification. Also, when multiple seeds are used, imperfect placement of neighbouring seed will lead to formation of small-angle grain boundaries that are accompanied by dislocation generation [129, 130]. Dislocation clusters resulting from seed misorientation can become very large and have a profound effect on the final device performance, and there is a large need for understanding and limiting such generation. Trempa et al [43] investigated the potential of replacing the small-angle grain boundaries by pre-defined CSL boundaries. They showed how nearly perfect high-symmetry CSL boundaries (\(\Sigma 3\) and \(\Sigma 9\)) resulted in a significant defect-area, while the more random low-symmetry CSL boundaries (\(\Sigma 33\) and \(\Sigma 41\)) led to very little dislocation formation. This has later also been confirmed by Takahashi et al [131]. Such pre-defined grain boundaries, commonly called functional grain boundaries, have also recently been shown to limit ingrowth of parasitic grains [132].

**Growth by the mushroom method:**

The mushroom method is a possible modification to the mono-like method. However, not much is known about the final crystallographic structure of ingots grown by this method, due to the limited amount of experimental results published by the group developing the method. The main idea is to solidify a near-monocrystalline ingot from a single seed placed in the middle of the crucible bottom to limit growth of parasitic grains from the crucible wall [133]. One would also not have to deal with multiple seeds.

![Figure 2.24](image)

**Figure 2.24.** The mushroom method consists of placing a single monocrystalline seed crystal centrally in the bottom of the crucible. By applying a very specific thermal gradient, the authors have been successful in attaining a so-called mushroom shaped growth interface.

The method requires isotherms shaped like a mushroom, as illustrated Figure 2.24, and therefore needs redesign of existing furnace infrastructure. Even though this shape should suppress ingrowth of parasitic grains, issues related to parasitic nucleation remain unsolved [134]. The average dislocation density is reported to be approximately \(10^4 \text{ cm}^{-2}\), but no good overview of the dislocation distribution is given. It is also expected that also the method will suffer from dislocation generation when the ingot comes into contact with the crucible walls.
The applicability to larger crucibles is also questionable, as it may be difficult to maintain the necessary temperature field to achieve a mushroom-shaped growth front.

*Growth by the seeded HPMC method:*

All methods described above have two common goals, namely to reduce the amount of both grain boundaries and dislocations. However, it has recently become evident that grain boundaries can have a positive effect on the average concentration of dislocations and the size of dislocation clusters in multicrystalline material.

**Figure 2.25.** Growth of HPMC silicon is usually done with a multicrystalline seed layer on the bottom of the crucible, here illustrated by a granules. A fine grained crystal will then grow from the top layer.

In contrast to the previously described methods, the HPMC term does not describe a certain production process, but rather certain characteristics held by the final ingot. This includes a small average grain size, low dislocation density and a high density of random angle grain boundaries. A smaller grain size is not necessarily directly beneficial for the minority carrier lifetime, as this implies an increased amount of grain boundaries, but, as shown by Stokkan et al [16], dislocation clusters tend to terminate at random angle grain boundaries. The small grain size and high density of random angle grain boundaries therefore prevent dislocation clusters from dominating the structure to the same degree as in conventional mc-Si. There are several potential approaches for producing such a material, but the most frequently reported is based on a seeding layer, similar to that of mono-like silicon, only with a very fine-grained multicrystalline microstructure instead [112, 135-138]. As previously described for the mono-like silicon, only parts of the seeding layer are molten and solidification initiates by growth of the top layer of seed particles (Figure 2.25).

**Figure 2.26.** The initial grain structure of the ingot will be determined by the grain structure of the seed particles that are facing the melt.

As the top layer consists of a large number of grains (Figure 2.26), the final ingot will attain a much more refined microstructure than conventional mc-Si. This method has been successfully applied to industrial G5 crucibles (840mm x 840mm x 260mm), resulting in final cell properties superior those of both dendritic and conventional mc-Si cells [112].
3. SOLIDIFICATION AND CHARACTERIZATION TECHNIQUES

This chapter covers the different experimental techniques used in this work, including solidification and sample preparations, the solidification experiments themselves and different characterization techniques. The use of the different techniques is summarized in Table 3.1.

Table 3.1. The use of the different experimental techniques in the different parts of the work. The vertical column is divided into the three main parts of the work and the horizontal row indicates the chapters of the given experimental techniques.

<table>
<thead>
<tr>
<th>Work</th>
<th>3.1</th>
<th>3.2</th>
<th>3.4</th>
<th>3.5</th>
<th>3.6</th>
<th>3.7</th>
<th>3.8</th>
<th>3.9</th>
<th>3.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mono-like Si (P1 &amp; P2)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HPMC Si (P3 &amp; P4)</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>Beta-Si₃N₄ (P5)</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.1. PREPARATION OF SEEDS FOR MONO-LIKE SILICON

Monocrystalline seeds used in the solidification of mono-like silicon were cut from a <001>-oriented monocrystalline CZ ingot with a diameter of Ø = 150mm. The seeds were cut with different crystallographic orientations, i.e. with {001}, {110}, {111} and {211} top-planes perpendicular to the growth direction, and a special tilt table was constructed for this purpose (Figure 3.1 (a)). The table consists of an ingot mount for mounting half-split ingots, screw holes for mounting the table to the saw stage, and a graduated arc for accurate orientation of the ingot.

![Figure 3.1](image_url)

**Figure 3.1.** (a) The tilting table consisted of features for mounting the ingot to the table (ingot mount) and the table to the saw (screw holes), and a graduated arc for tilting. The (b) {001} and (c) {110} planes can be cut perpendicular and parallel to the longitudinal axis of the CZ ingot, respectively. (d) The {111} and {211} planes can be cut by tilting the ingot 54.7° and 35.3°, respectively.

<001>-oriented Czochralski ingots have four clear edge markings, or so-called nodes, that can be used to visualize the silicon unit cell (Figure 3.1 (b)) and the different crystal planes. Seeds with {001} top-plane can readily be cut perpendicular to the longitudinal direction of the
ingot. The \{110\}-plane can be accessed by splitting the ingot in the longitudinal direction between two opposite nodes (Figure 3.1 (c)), and the two final \{111\}- and \{211\}-planes can be accessed by tilting a half-split ingot 90°- Ω = 54.7° and 35.3°, respectively (Figure 3.1 (d)).

![Figure 3.2](image)

Figure 3.2. (a) Small-scale experiments required single cylindrical seeds with diameters of Ø = 31mm and heights of h = 17.5mm. (b) Due to the large diameter of the crucible (Ø = 250mm) the pilot-scale experiment required six seeds which was cut as square blocks with the dimensions illustrated. The edges of the corner seeds were cut off and adapted to the crucible.

The solidification experiments required different seed geometries depending on the dimensions of the crucibles. Small-scale experiments (Paper P1) were performed in cylindrical crucibles with an inner diameter of Ø = 32mm. The seeds were drilled out by a hollow drill, attaining diameters of Ø = 31mm and a height of h = 17.5mm (Figure 3.2 (a)). In this case, only the direction of the top plane <xyz> was controlled. The more advanced pilot-scale experiment (Paper P2) required multiple seeds due to the size of the crucible (diameter of Ø = 250mm), and these seeds were cut with pre-defined orientations on all faces. The seeds were cut as 39mm thick blocks from \{110\}-oriented slabs (Figure 3.1 (c)) and placed together in a common seed structure, as illustrated in Figure 3.2 (b). The top plane was cut with a \{110\}-orientation, while the two sides where cut with \{001\}- and \{1\overline{1}0\}-orientations. The exact seed dimensions are printed in the same figure, with the right-most illustration drawn as a top-view above the seed-structure.

<table>
<thead>
<tr>
<th>Table 3.2: Procedures for grinding and polishing the surfaces of small-scale and pilot-scale seeds.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Small-scale seeds</strong></td>
</tr>
<tr>
<td><strong>Equipment</strong></td>
</tr>
<tr>
<td>SiC</td>
</tr>
<tr>
<td>SiC</td>
</tr>
<tr>
<td>Diamond suspension</td>
</tr>
<tr>
<td>Diamond suspension</td>
</tr>
</tbody>
</table>

In order to limit the amount of surface damage on the seeds, they went through the grinding and polishing procedure summarized in Table 3.2. Due to their small size, the small-scale seeds could easily be ground and polished manually. The grinding was performed with 800 and 1200 grit SiC paper, while polishing was performed with 3µm and 1µm diamond suspensions. The pilot-scale seeds, on the other hand, were too large to be prepared by this method, and grinding was therefore done with larger automatic grinding equipment (Artech...
ASTERA II-2S). Both coarse (D107; FEPA standard) and fine (D28; FEPA standard) grinding wheels were used. Polishing was done chemically, in a CP4 etch (3HF:5HNO₃:3CH₃COOH) for 4min.

### 3.2. CRUCIBLE COATING

Before solidification the crucibles were coated with α-Si₃N₄ coating, made by the following procedure:

1. 50g of α-Si₃N₄ coating powder was put inside a flask containing milling balls.
2. 75ml of distilled water was mixed with 2.5g of Optapix binding agent in a separate beaker. After mixing, it was added to the milling flask.
3. 1g of Darvan dispersing agent was added to the flask and mixed thoroughly.
4. The flask was then put on a ball mill at medium milling speed for at least 18 h.

Two layers of coating was spray-coated onto the inside of the crucible and heat treated at 1100° for 4h.

![Figure 3.3: (a) The small-scale Bridgman furnace consists of heater elements, a radiative shield and an argon inlet. The crucible is inserted into a molybdenum cup that is pulled out of the hot zone at a given rate. (b) The Vertical Gradient Freeze (VGF) pilot-scale furnace uses a heat leak valve to induce the cooling flux instead.](image)

### 3.3. SMALL-SCALE SOLIDIFICATION OF MONO-LIKE SILICON

The small-scale ingots were grown in a Bridgman-type furnace illustrated in Figure 3.3 (a), producing ingots with diameters of \( \Phi = 31 \text{mm} \) and heights up to \( h = 60 \text{mm} \). Coated Al₂O₃ crucibles were filled with seed and feedstock material before being placed inside a molybdenum cup and into the furnace. The cup was used to limit contamination of the melt from the surrounding atmosphere and furnace parts. The cup was carefully positioned at a position \( p \) inside the furnace. The exact position depends on both the temperature set point \( T_{sp} \) and the pulling speed \( v \), and is given for both solidification regimes in Table 3.3. The crucible
was kept at this position for a time \( t \), allowing the feedstock to melt completely and the seed to melt only partially. After the dwell the crucible was pulled downwards in order to move the solidification front upwards and solidify the ingot.

The crucibles were pulled approximately 70mm downwards, resulting in a pulling time of approximately 350min and 35 min for pulling speeds of 0.2mm/min and 2.0mm/min, respectively.

**Table 3.3.** Growth parameters used for growth of small-scale mono-like ingots at pulling rates \( v \) of 0.2 mm/min and 2.0mm/min in the small-scale Bridgman furnace. The position of the molybdenum cup \( p \) is held at a temperature of \( T_{dwell} \), for a holding time of \( t \) minutes before pulling is initiated.

<table>
<thead>
<tr>
<th>Temp., ( T_{dwell} ) [K]</th>
<th>Cup position, ( p ) [mm]</th>
<th>Dwell time, ( t ) [min]</th>
<th>Pulling speed, ( v ) [mm/min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1793</td>
<td>360</td>
<td>27</td>
<td>0.2</td>
</tr>
<tr>
<td>1793</td>
<td>354</td>
<td>27</td>
<td>2.0</td>
</tr>
</tbody>
</table>

### 3.4. PILOT-SCALE SOLIDIFICATION OF MONO-LIKE AND HPMC SILICON

The pilot-scale experiments were performed in a Crystalox DS250 directional solidification furnace that is able to produce 12kg ingots with diameters of \( \Theta=250\text{mm} \) and heights of \( h=105\text{mm} \). This is a VGF type furnace that uses a variable heat leak valve in the bottom of the furnace to induce a cooling flux and temperature gradient (Figure 3.3 (b)). The SiO2-crucibles were coated in \( \alpha-\text{Si3N4} \) before filling them with the respective seeds and feedstock. The filling of the mono-like silicon experiment is illustrated in Figure 3.4 (a) and consists of a bottom layer of monocrystalline seeds, as previously illustrated in Figure 3.2 (b), which accounted for approximately 3.5kg of the total 12kg, and an 8.5kg top-layer of polysilicon feedstock. The filling of the HPMC silicon experiment is illustrated in Figure 3.4 (b), where the bottom seed-layer is divided into two separate compartments. The two compartments were separated by multicrystalline silicon wafers and separately filled with polysilicon and granular fluidized bed reactor (FBR) material as seeds.

**Figure 3.4.** The crucibles used for pilot-scale experiments were filled with the respective seeding material and topped off with remaining feedstock in order to achieve a desired 12kg ingot size. (a) The mono-like case consisted of the previously illustrated seeding structure (Figure 3.2 (b)) placed in the bottom of the crucible and polysilicon feedstock on top. The (b) HPMC case consisted of two seeding compartments, filled with polysilicon seed and fluidized bed reactor granules respectively.
The seed volume had a total height of approximately 100mm and accounted for approximately 8.4kg of the total 12kg, and the remaining volume was filled with a 3.6kg top-layer of FBR feedstock.

The solidification parameters for both experiments were optimized in order to prevent complete melting of the respective seed structures (Table 3.4). The furnace was heated to and held at 1803K in order to start the melting process. After the dwell a two-step cooling procedure was initiated, with a relatively fast initial cooling rate the first 60 – 70min followed by a slower cooling rate for the main duration of the solidification process.

Table 3.4. The parameters used for the pilot-scale mono-like and HPMC ingots, including holding temperature and time, and a two-step cooling procedure.

<table>
<thead>
<tr>
<th>Ingot</th>
<th>Temp., $T_{dwell}$ [K]</th>
<th>Holding time [min]</th>
<th>Cooling step 1</th>
<th>Cooling step 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rate [K/min]</td>
<td>Time [min]</td>
</tr>
<tr>
<td>Mono-like</td>
<td>1803</td>
<td>215</td>
<td>0.95</td>
<td>60</td>
</tr>
<tr>
<td>HPMC</td>
<td>1803</td>
<td>170</td>
<td>0.75</td>
<td>70</td>
</tr>
</tbody>
</table>

3.5. CHARACTERIZATION PREPARATION

Defect etching and electron backscatter diffraction (EBSD) require samples with near mirror-like polished surfaces, and samples for investigation had to go through a thorough grinding and polishing procedure. Grinding and polishing were done by SiC paper and diamond suspensions, respectively. The exact time for each step varies considerably with equipment and sample size, but the procedure can be described approximately as in Table 3.5. Note that only one sample was prepared at a time, as preparing multiple wafers at the same time increases the chance of destroying one or more samples during the process.

Table 3.5. The procedure used to prepare samples for defect etching and EBSD. The procedure was performed step-wise from top to bottom. Note that the step-time is only approximate as visual confirmation after each step is also needed.

<table>
<thead>
<tr>
<th>Step</th>
<th>Equipment</th>
<th>Size</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grinding</td>
<td>SiC paper</td>
<td>320 or 500 grit</td>
<td>10s</td>
</tr>
<tr>
<td></td>
<td>SiC paper</td>
<td>800grit</td>
<td>1 - 2min</td>
</tr>
<tr>
<td></td>
<td>SiC paper</td>
<td>1200grit</td>
<td>1 – 2min</td>
</tr>
<tr>
<td>Polishing</td>
<td>Diamond suspension</td>
<td>9μm or 6μm</td>
<td>3 - 4min</td>
</tr>
<tr>
<td></td>
<td>Diamond suspension</td>
<td>3μm</td>
<td>3 – 4min</td>
</tr>
<tr>
<td></td>
<td>Diamond suspension</td>
<td>1μm</td>
<td>4 – 5min</td>
</tr>
</tbody>
</table>

The preparation started with the coarsest 320 grit SiC paper and continued step-wise to a finer grit size. After the 1200 grit paper the samples were transferred onto diamond cloths where they were sequentially polished with 9μm, 3μm and 1μm diamond suspensions. The step-time is only approximate, as the samples had to be visually inspected in-between etch step before moving on to the next step.
3.6. DEFECT ETCHING

Structural defects become visible as etch pits when the samples are exposed to suitable etchants. The etchant will in principle etch the whole sample but, due to atomic distortion and strain fields appearing in the vicinity of defects, the etch rate will be much higher in defected areas than in areas without defects.

There are a large number of different defect etches for silicon, but with the most notable being the hydrofluoric (HF)-based Wright [139], Secco [140] and Sopori [141] etches. While the Wright etch is anisotropic, where the etching rate depends on the crystallographic orientation of the grain, both the Secco and Sopori etches are isotropic, having a etch rate which is independent on the orientation of crystal. This work uses a Sopori etch that consists of a 2:15:36 volume mixture of nitric acid, acetic acid and hydrofluoric acid, respectively, that is known to result in etch pits with geometries influenced by the spatial direction of the defects (as illustrated in Figure 3.5 (a) and (b)). The etch time was optimized to 25s.

![Dislocation lines](image)

**Figure 3.5.** The shape of the etch pit groove will depend on the direction of the dislocation line, with a vertical dislocation giving a spherical groove and a tilted dislocation giving an oblong groove.

3.7. SCANNING ELECTRON MICROSCOPY

Scanning Electron Microscopy (SEM) has been frequently used to characterize regions of interest (ROIs) on samples throughout the work. However, due to different sample requirements the SEM parameters had to be adjusted accordingly. The samples investigated in this work can be divided into two groups, depending on material type, i.e. solid silicon or Si$_3$N$_4$-coating. Both groups were investigated using the same Zeiss Ultra, 55 Limited Edition FE-SEM microscope, but with different acceleration voltages and working distances. The parameters are summarized in Table 3.6.

**Table 3.6.** The parameters used for SEM-characterization of solid silicon samples and Si$_3$N$_4$-coating.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Si characterization</th>
<th>Si$_3$N$_4$ characterization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration voltage</td>
<td>20kV</td>
<td>0.5 – 2.0kV</td>
</tr>
<tr>
<td>Aperture size</td>
<td>30µm</td>
<td>30µm</td>
</tr>
<tr>
<td>Microscope</td>
<td>Zeiss Ultra, 55 Limited Edition FE-SEM</td>
<td></td>
</tr>
<tr>
<td>Working distance</td>
<td>&gt; 5mm</td>
<td>&lt; 5mm</td>
</tr>
<tr>
<td>EDS</td>
<td>-</td>
<td>Quantax EDS</td>
</tr>
</tbody>
</table>

Characterization of solid silicon samples is fairly straight-forward, as the conductivity of the material allows high acceleration voltages (20kV), resulting in good quality micrographs attainable also at high working distances. Silicon nitride ($\alpha$- and $\beta$-Si$_3$N$_4$) coating particles, on the other hand were nearly impossible to study at high acceleration voltages due to electrical
charging of the particles. In order to minimize the electrical charging to acceptable levels the acceleration voltage had to be reduced below 1kV. At such low voltages the electrons are not able to travel very far, and the working distance had to be correspondingly reduced to 1-3mm. Energy Dispersive X-Ray spectroscopy (EDS) was also used for qualitative analysis of the composition of Si₃N₄ particles. The elements selected for EDS analysis in this work were carbon (C), nitrogen (N), oxygen (O) and silicon (Si), with respective K-alpha emission lines given Table 3.7. For this reason the acceleration voltage had to be set to minimum 2 kV. This led to an increase in electrical charging, which made the scans unsuitable for high-resolution imaging, but the quality was more than acceptable for analytical purposes.

Table 3.7. Qualitative EDS-investigation of Si₃N₄ coating particles required an acceleration voltage surpassing the K-alpha emission lines of carbon (C), nitrogen (N), oxygen (O) and silicon (Si).

<table>
<thead>
<tr>
<th>Element</th>
<th>Kα₁ [keV]</th>
<th>Element</th>
<th>Kα₁ [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.282</td>
<td>O</td>
<td>0.526</td>
</tr>
<tr>
<td>N</td>
<td>0.392</td>
<td>Si</td>
<td>1.74</td>
</tr>
</tbody>
</table>

3.8. ELECTRON BACKSCATTER DIFFRACTION

Microstructural characterization of samples is mainly based on results achieved by Electron Backscatter Diffraction (EBSD). This technique, combined with the EDAX Orientation Microscopy (OIM) Data Analysis tool, enables relatively fast and accurate determination of crystallographic information from a solid material [142]. Typical uses include crystal- and grain orientations, grain relationships and grain boundary character, and statistical data can be extracted with the included analytical modules. The technique uses so-called backscattered electrons, where electrons sent from the SEM electron gun are reflected on the atomic planes of the sample under investigation [143]. Some of these electrons are directed towards the EBSD detector (Figure 3.6 (a)) and form a characteristic Kikuchi pattern that represents the reflecting atomic planes of the sample. In order to maximize the amount of electrons on the phosphorus screen the sample is typically tilted 70° to the horizontal plane. The recorded data are then used to create an orientation map (Figure 3.6 (b)) of a selected area on the sample. The sample coordinates following a scan are usually named the normal direction (ND), the transverse direction (TD) and the reference direction (RD).

The scanning was done with a JEOL JSM840 Scanning Electron Microscope (SEM), equipped with an EBSD detector from Nordif. This tool also supports so-called combo-scanning, which involves a movable stage that can be controlled by the scanning software. With this option enabled, the stage can move the sample in a pre-defined raster and stitch together multiple EBSD maps, allowing for scans of areas up to 40mm x 50mm. Ideal settings for EBSD scans consist of a 70° tilt-angle combined with a working distance of 20mm. However, in order to scan larger areas the settings had to be adjusted to a less than ideal 62° tilt-angle and 32mm working distance. This will reduce the sharpness of the Kikuchi lines, but for silicon samples, the patterns are still more than good enough for the computer to assess. The SEM was set to 20kV, and the step size was in most cases set to approximately 60μm to get a good resolution of the scan.
Figure 3.6. (a) The sample is ideally tilted towards the EBSD detector at an angle of 70° to the horizontal plane. (b) The final scan reveals the grain structure of the sample with different colours representing different crystallographic orientations that are defined by the inverse pole figure.

3.9. X-RAY LAUE SCANNER

Traditional EBSD is not suitable for detecting grain misorientations below 0.5° [144], and even sub-1° misorientations are difficult to detect. Bragg diffraction of X-rays is known to have high sensitivity to crystal orientation, and so-called rocking curve measurements have previously shown to be able to detect misorientations below 0.01° [145]. An X-ray Laue Scanner is considered to hold approximately the same resolution. The scanner consists of a tungsten X-ray tube with a collimator, a motorized sample stage and an X-ray detector (Figure 3.7 (a)), and depending on the chosen collimator the smallest spatial resolution available is 0.3mm. The technique is therefore not suitable for measuring small grains, but for the large grains of the mono-like ingot this method works well.

Figure 3.7. (a) The setup consists of an X-ray tube sending a beam of white X-rays through a collimator onto the sample. Reflected X-rays are recorded by an X-ray detector. (b) The detector records a backscattered diffraction pattern, a so-called Laue pattern, and compares it to a simulated one. Both images are reproduced from [146].

The technique has been described in detail in [146] and will only be briefly summarized. A grain detector scans the sample for grains, and the X-ray spot will automatically move between the different grains. Depending on the orientation of the measured spot, the white X-ray beam creates a backscatter diffraction pattern of all possible lattice plane families. The
measured Laue Pattern (Figure 3.7 (b)) is compared to a second Laue pattern achieved by simulation, and the correct orientation can be obtained if 97% of the spots of the measured pattern coincide with the spots from the simulated pattern. Aided by the recorded Laue pattern, an orientation matrix was calculated for each of the six grains in the mono-like ingot. These matrices was then be used to calculate the misorientation values reported in Paper P2 by using the procedure given in Appx. A.

Figure 3.8. The work sheet used for preparation and phosphorus gettering of samples to be investigated for minority carrier lifetimes. Reproduced from e.g. [147]. (b) The lifetime measurements were done by photoluminescence, in which a light source irradiates the sample and a camera detects luminescence emission from the sample.

3.10. PHOTOLUMINESCENCE IMAGING

Photoluminescence imaging has been used for measuring the minority carrier lifetime of wafers cut from the mono-like ingot (P2) and the HPMC ingot (P3), and for measuring the concentration of interstitial iron in wafers cut from the HPMC ingot (Appx. B).

**Minority carrier lifetime:**

The minority carrier lifetime \( \tau \) is a measure on how long a carrier is likely to be in its free state before recombining, and is typically measured on neighbouring as-cut and phosphorus gettered wafers. As phosphorus gettering reduce the amount of metallic impurities in the samples, it is not unusual to observe a considerable increase in minority carrier lifetime after this process. Typical preparations of neighbouring wafer-pairs are shown in Figure 3.8 (a) [147]. Both samples went through an initial saw damage etch, in order to chemically polish the surface of the samples, before one of the samples was exposed to phosphorus gettering, consisting of a phosphorus diffusion step and an emitter etching step. The final step before lifetime measurements consisted of passivating the surfaces of the wafers by deposition of amorphous silicon and annealing them for 1min at 450\(^\circ\).

The actual minority carrier lifetime measurements were done by a BT Imaging LIS-R1 photoluminescence (PL) imaging system, and the measured photoluminescence intensities
were calibrated by Quasi Steady State Photoconductivity (QSSPC), as described in e.g. [148]. Compared to other techniques, such as the microwave photoconductance decay (μ-PCD) technique, PL offers superior speed and spatial resolution. The method is also contactless and non-destructive. Optical excitation by a light source stimulates luminescence emission from the sample, which is captured by an infrared photoluminescence camera (Figure 3.8 (b)). The conversion of PL intensities into lifetime values is done by coupling the intensities with QSSPC measurements [149].

**Mapping of interstitial iron:**

Interstitial iron can also be mapped by using photoluminescence imaging. The method has been developed at ISE Fraunhofer in Germany, and consists of an “in-house” built multitool for photoluminescence imaging and a Quasi Steady State Photoluminescence (QSSPL) for exact calibration of the photoluminescence intensity. A detailed description of the procedure can be found in e.g. [150].

The method is based on the fact that iron point defects can occur in two different chemical states, with different electrical parameters. By storing the sample in the dark, interstitial iron (Fe₁) atoms will form FeB-pairs with dopant boron, and by re-exposing the sample to light the FeB-pairs will split back. The minority carrier lifetimes is measured in both states separately, at equally low injection conditions, and allows for calculation of the iron point defect concentration in boron-doped silicon wafers,

\[
[Fe₁] = C(\Delta n)\left(\frac{1}{\tau_{Fe₁}} - \frac{1}{\tau_{FeB}}\right)
\]  
(Equation 3.1)

where \(\tau_{Fe₁}\) is the lifetime measured in the Fe₁-state, \(\tau_{FeB}\) the lifetime in the FeB-state and \(C(\Delta n)\) a factor depending on Shockley-Read-Hall pre-factors, Auger recombination and radiative recombination. Fe₁ dominates at low injection levels while other defects dominate at 1 sun. The fraction of the total recombination caused by the existence of interstitial iron in the material \( \Phi R_{Fe₁} \) can then be calculated by the following formula,

\[
\Phi R_{Fe₁} = \frac{\tau_{Fe₁}}{\tau_{SRH,Fe₁}}
\]  
(Equation 3.2)

where \(\tau_{SRH,Fe₁}\) is the calculated lifetime associated with trap-assisted recombination, commonly known as Shockley-Read Hall recombination [46]. Note that the lower detection limit for Fe₁ is approximately \(10^{10}\) cm⁻³, and values below this should be treated with care.

The actual procedure can be described as following:

1. Sample passivation.  
   The measurements required surface passivated samples, e.g. by amorphous silicon.

2. Preparation of the FeB-state.  
   This was done by annealing the sample at 353K in the dark for approximately 15min.
3. Photoluminescence image in the FeB-state (0.01/0.1 sun).
   The image was taken over a time span of 60 sec at a low injection level of 0.01/0.1 sun.

4. FeB splitting.
   In order to prepare the sample for the Fei-state, it was illuminated by a laser at max intensity (39.9A) for approximately 3 min. The laser was then set to be stabilized at a low injection level, by reducing the intensity of the laser to 0.01/0.1 sun for 120 sec.

5. Photoluminescence image in the Fei-state (0.01/0.1 sun).
   The image was taken over a time span of 60 sec at a low injection level of 0.01/0.1 sun.

   The laser intensity was increased to 1 sun and after waiting 1-2 min for stabilization the image was taken over a time span of 0.2 sec.

7. Charge carrier lifetime measurements by QSSPL.
   In order to convert the photoluminescence intensity map into a lifetime map, a calibration factor was needed. The calibration factor was obtained by QSSPL at 1 sun and could be used for all injection levels.

8. Reflectivity and doping concentration measurements.
   In order to calculate the correct lifetime map both the reflectivity and doping concentration was needed.

9. Calculation of the Fei concentration map.
   The photoluminescence images were calibrated towards the QSSPL measurements and the Fei concentration map was calculated using Matlab.
4. CONCLUDING REMARKS AND FUTURE WORK

The final solar cell performance of multicrystalline silicon strongly depends on the microstructural properties achieved during solidification. As the foundations for the material microstructure are established already during the earliest stages of solidification, either during and/or shortly after nucleation, this work has targeted multiple approaches for controlling the initial growth conditions of directional solidification, and studied their effect on the final material properties.

The most common way to modify the initial microstructure of the ingot is by seeding. Both monocrystalline and multicrystalline materials can be used for seeding purposes, but they lead to very different microstructural characteristics of the final ingot. The microstructure will to a large extent reflect the default microstructure of the seed particles, meaning that monocrystalline seeds lead to a near-monocrystalline, or mono-like, microstructure, while fine-grained multicrystalline seeds lead to a more refined multicrystalline microstructure. Both methods have shown to improve the material characteristics, and to be applicable to industrial scales, but there are several new challenges and limitations that need to be addressed in order to utilize their full potential.

This work reveals two main challenges with the mono-like method, namely i) the parasitic grain structure developing from the periphery of the ingot, which reduces the fraction of monocrystalline material in the ingot, and ii) dislocation sources appearing, due to the necessary use of multiple seeds for larger crucibles. Even though initial nucleation on the crucible bottom is avoided, random nucleation can still, and most definitively does, take place on the crucible wall during growth. These nuclei tend to grow inwards, into the interior of the ingot, at the expense of the monocrystal, and are therefore unwanted. On the other hand, we have also seen that a peripheral grain structure can limit dislocation propagation from the ingot periphery, suggesting that a well-designed peripheral grain structure, in fact, can be advantageous for the final device performance.

However, this work suggests that the most detrimental issues with the mono-like method are related to the formation of small-angle grain boundaries at the junctions between two or more seed crystals, and the large amount of accompanying dislocations. While dislocations generated at stress-points can be minimized by proper seed preparation, and by introducing small gaps between the seeds, the dislocation structures generated due to seed misorientation can become very detrimental for the material. On the contrary, further investigations suggest that the extent of these structures not only depends on the magnitude of the misorientation but also on its complexity. Different misorientations generate different dislocation types that again may interact differently with each other, the boundary plane and the silicon lattice, and, by gaining a better understanding of the mechanisms governing the dislocation behaviour at these junctions, one may be able to limit their advance. Mathematical models like Frank’s formula and/or the more advanced O-Lattice theory may prove useful in such an assessment. The evolution of small-angle grain boundaries is not only interesting for mono-like silicon, but also for a more general understanding of dislocation behaviour in silicon. Such studies
should, however, be supported by microscopic studies, e.g. by Transmissions Electron Microscopy (TEM).

While the mono-like method targets to eliminate both grain boundaries and dislocations, the high performance method sets out on utilizing certain properties of random angle grain boundaries to terminate the propagation of dislocation clusters. All in all, decorated grain boundaries are generally found to be less detrimental than decorated dislocation clusters, and one therefore typically observes a lower recombination activity in this type of material, compared to conventional multicrystalline silicon. High-performance multicrystalline silicon is usually seeded by very fine-grained seeds that also have a very high initial content of random angle grain boundaries, e.g. in the form of polysilicon (poly-Si) or fluidized bed reactor (FBR) material. There appears to be some potential for smaller grains by using larger poly-Si chips, as there is a considerable coarsening of the default as-grown microstructure of FBR seeds during directional solidification. However, this potential can only be fully utilized if one can prevent melt from penetrating below the main seed interface. On the contrary, the more uniformly shaped FBR seed-material appear to be more favourable in terms of dislocation generation, as it contains less morphological extremities for stress development.

The mechanism behind the coarsening is currently unknown, but it is reasonable to believe that large and uniformly shaped seed particles may be beneficial, both for securing a fine-grained ingot microstructure and minimizing the dislocation generation.

The dependence upon small grains and a high grain boundary density does, however, challenge the future potential of the method. Reducing the recombination activity at grain boundaries will therefore be essential for realizing further lifetime improvements in this type of material, either through advances in the gettering process or through better impurity control during solidification.

Even though seeding with pre-defined silicon crystals has shown to be a relatively simple method to tune the microstructure of the final ingot, the importance of understanding the actual nucleation mechanisms should not be underestimated, which we believe can lead to even more attractive production methods in the future. The added costs related to production and design of seed material can also be avoided if similar microstructures can be achieved without seeding.

This work suggests that the free growth model, initially developed for grain refinement in aluminium melts, also may be appropriate for understanding nucleation phenomena that occurs during directional solidification of silicon. The model especially focuses on the size distribution of the underlying substrate particles, i.e. coating particles, and that initial nucleation occurs at very low undercoolings rather than several tens of degrees, as commonly reported in literature. The nucleation undercooling will be affected by the crystallographic mismatch between the solid silicon nucleus and the substrate particle. However, as long as parameters that differentiate nucleation conditions within a single coating material are only partially understood, the value of comparing different coating materials is relatively limited. Especially for highly potent substrate particles, such as Si₃N₄, where the energy required for adsorption from the melt is low, other parameters have to be responsible for the large variations observed for the nucleation undercooling in literature.
This work supports the idea that the nucleation conditions in a crucible coated with α-Si₃N₄ are largely independent of the coating properties, as experimental observations suggest that α-Si₃N₄ particles dissolve and reprecipitate as larger and thereby more favourable β-Si₃N₄ particles. It is important to note that we do not exclude nucleation on α-Si₃N₄ particles, as they, in fact, have similar crystallography and mismatch to silicon, and the preference towards β-Si₃N₄ is suggested to be mainly related to the larger particle size.

The clear signs of dendritic growth in all bottom cuts investigated indicate that dendrites play an important role also during directional solidification of multicrystalline silicon. Dendrites will lead to a coarsening of the grain structure, and should be avoided if a finer grain structure is desired, e.g. by utilizing a combination of slow cooling and a uniform distribution of large Si₃N₄ particles. Proper engineering of the Si₃N₄ particles together with certain cooling parameters may also prove useful for achieving other microstructures, and is something that should be studied further. Further work may therefore include studying the nucleation undercooling and microstructure as a function of particle size, where the particle size may be tailored, e.g. by utilizing different holding time of the melt before solidification, or by pre-defining the size of the β-Si₃N₄ particles, e.g. by sieving. If possible, one should try to detect any preference for the different crystallographic facets of the substrate particles. Finding a direct correlation between the crystallography of the facets and the silicon nucleus will be of interest, as this would imply that the initial grain structure may depend on the spatial orientation of the substrate particles. The support of TEM will be essential in such studies.

Structure control is a complex subject with several open questions and challenges. In this work we have clarified some of the issues, and pointed out the key role of understanding the earliest stages of solidification. One may argue that the ultimate goal for structure control is to achieve a complete monocrystalline microstructure with no defects. As introducing only a single nucleation event seems to be a bit farfetched, the only way to achieve this will be through improvements in the mono-like method. On the other hand, if a finer grain structure is to be viable also in the future, one should be able to attain this without being dependent on silicon seeding. For this, seeking knowledge that already exist within grain refinement of aluminium may prove useful also for silicon production. Precipitates are, however, generally unwanted in solar cell silicon and grain refinement in its traditional form is therefore uninteresting. Alternative grain refinement processes, with the coating material as a starting point, should therefore be studied, which further emphasises the importance of understanding the processes taking place on the coating material and proper knowledge of nucleation theory.
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APPENDICES

APPENDIX A: MISORIENTATION CALCULATIONS

Misorientation measurements and calculations were performed as a part of the work on dislocation development in mono-like silicon. During this work it became desirable to measure the crystallographic misorientation over the six small-angle grain boundaries that formed as a result of misoriented seeds. A typical mono-like wafer used for these measurements is illustrated in Figure A.1 (a).

Total misorientation:
The crystallographic orientation of each grain \((X_c, Y_c, Z_c)\) was recorded as a set of Euler rotations relative to the coordinate system of the sample \((X_s, Y_s, Z_s)\) by the X-ray Laue Scanner.

![Figure A.1](image1)

**Figure A.1.** (a) The crystallographic orientation of each of the six grains \((X_c, Y_c, Z_c)\) of the mono-like ingot was measured as a set of Euler rotations relative to the orientation of the wafers \((X_s, Y_s, Z_s)\). (b) The Euler rotations consist of three rotations performed successively in order to rotate the sample coordinate system to the grain coordinate system.

The Euler method is illustrated in Figure A.1 (b) and consists of three successive rotations, relating the coordinate system of the sample to the coordinate system of the given grain. The method consists of the following three steps:

1. The sample \((X_s, Y_s, Z_s)\) is rotated an angle \(\varphi_1\) around its \(Z_s\) axis, transforming into a new set of coordinates, \((X_s', Y_s', Z_s')\).

2. The sample \((X_s', Y_s', Z_s')\) is now rotated an angle \(\Phi\) around its \(Y_s'\) axis, transforming into a new set of coordinates, \((X_s'', Y_s'', Z_s'')\).

3. The sample \((X_s'', Y_s'', Z_s'')\) is finally rotated an angle \(\varphi_2\) around its \(Z_s''\), transforming into the final orientation of the specific grain, \((X_s''' = X_c, Y_s''' = Y_c, Z_s''' = Z_c)\).

The Euler angles are given for the six grain in Table A.1.
Table A.1. Set of Euler angles ($\varphi_1$, $\Phi$, $\varphi_2$) measured for the six grains illustrated in Figure A.1 (a).

<table>
<thead>
<tr>
<th>Grain</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1$ [°]</td>
<td>89.294</td>
<td>88.692</td>
<td>89.395</td>
<td>89.211</td>
<td>89.196</td>
<td>89.053</td>
</tr>
<tr>
<td>$\Phi$ [°]</td>
<td>89.182</td>
<td>89.061</td>
<td>89.246</td>
<td>89.181</td>
<td>89.154</td>
<td>89.058</td>
</tr>
<tr>
<td>$\varphi_2$ [°]</td>
<td>42.942</td>
<td>42.940</td>
<td>43.090</td>
<td>43.111</td>
<td>43.098</td>
<td>43.272</td>
</tr>
</tbody>
</table>

However, the relationship between the coordinate system of a sample ($C_s$) and the coordinate system of a grain ($C_c$) is more commonly expressed as an orientation matrix $G$, 

$$C_c = G \cdot C_s \tag{Equation A.1}$$

where the orientation matrix $G$ embodies the respective Euler rotations and is written as a square 3x3 matrix [151], as in Equation A.2.

$$G = \begin{bmatrix} g_{11} & g_{12} & g_{13} \\ g_{21} & g_{22} & g_{23} \\ g_{31} & g_{32} & g_{33} \end{bmatrix} \tag{Equation A.2}$$

The previously recorded Euler angles can now be converted into respective orientation matrices by the following set of formulas [151]:

$$g_{11} = \cos \varphi_1 \cos \varphi_2 - \sin \varphi_1 \sin \varphi_2 \cos \Phi$$
$$g_{12} = \sin \varphi_1 \cos \varphi_2 + \cos \varphi_1 \sin \varphi_2 \cos \Phi$$
$$g_{13} = \sin \varphi_1 \sin \Phi$$
$$g_{21} = -\cos \varphi_1 \sin \varphi_2 - \sin \varphi_1 \cos \varphi_2 \cos \Phi$$
$$g_{22} = -\sin \varphi_1 \sin \varphi_2 + \cos \varphi_1 \cos \varphi_2 \cos \Phi$$
$$g_{23} = \cos \varphi_2 \sin \Phi$$
$$g_{31} = \sin \varphi_1 \sin \Phi$$
$$g_{32} = -\cos \varphi_1 \sin \Phi$$
$$g_{33} = \cos \Phi \tag{Equation A.3}$$

After calculating the orientation matrices for all six grains (i.e. $G_{1-6}$) the misorientation between two and two grains can be found [151, 152]. Note that, due to crystal symmetry, there are several possible misorientation values. It is therefore common to use the term disorientation ($G_d$) instead, and represents the smallest possible misorientation value. The disorientation matrix between two grains can either be expressed in the coordinate system of the sample ($G_{d,s}$) or of grain 1 ($G_{d,c1}$).

$$G_{d,s} = G_1^{-1}G_2$$
$$G_{d,c1} = G_2G_1^{-1} \tag{Equation A.4}$$

68
For easier visualization, the disorientation matrix can be transformed into an angle/axis pair (Ch. 2.2.2), i.e. $\theta''$ and $\mathbf{r}'$, by the following set of formulas:

$$
\cos \theta'' = \left(\frac{g_{d,11} + g_{d,22} + g_{d,23} - 1}{2}\right)
$$

$$
r_1 = \frac{(g_{33} - g_{32})}{2 \sin \theta_{rot}}
$$

$$
r_2 = \frac{(g_{31} - g_{13})}{2 \sin \theta_{rot}}
$$

$$
r_3 = \frac{(g_{12} - g_{21})}{2 \sin \theta_{rot}}
$$

(Equation A.5)

The calculated angle/axis pairs for the different junctions are presented in Table A.2.

Table A.2. The rotation axis, total misorientation angle and the decomposed misorientation angles calculated from the Euler rotations previously given in Table A.1.

<table>
<thead>
<tr>
<th>Grain 1</th>
<th>Grain 2</th>
<th>Rotation axis, $\mathbf{r}' = (r_1, r_2, r_3)$</th>
<th>Total, $\theta''$ [°]</th>
<th>Decomposed, $\theta_d$ [°]</th>
<th>$\theta_{d,x}$</th>
<th>$\theta_{d,y}$</th>
<th>$\theta_{d,z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>$(0.65, 0.27, 0.71)$</td>
<td>0.23</td>
<td>0.15</td>
<td>0.17</td>
<td>0.06</td>
<td>0.17</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>$(0.99, -0.02, -0.12)$</td>
<td>0.17</td>
<td>0.17</td>
<td>0.00</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>$(0.31, 0.21, 0.93)$</td>
<td>0.56</td>
<td>0.18</td>
<td>0.10</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>$(0.03, -0.42, 0.91)$</td>
<td>0.22</td>
<td>0.01</td>
<td>0.09</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>$(-0.40, -0.80, -0.45)$</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>$(0.62, -0.49, -0.61)$</td>
<td>0.26</td>
<td>0.16</td>
<td>0.12</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>$(-0.01, -0.22, -0.98)$</td>
<td>0.55</td>
<td>0.01</td>
<td>0.10</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>$(0.10, -0.33, -0.94)$</td>
<td>0.20</td>
<td>0.02</td>
<td>0.06</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>$(0.71, -0.41, -0.58)$</td>
<td>0.25</td>
<td>0.17</td>
<td>0.09</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

Decomposed disorientations:

While the angle/axis pair gives the total disorientation between two individual grains, we also wanted to decompose the total disorientation into individual disorientations components around the three main axes of the sample/ingot (i.e. $X_s$, $Y_s$ and $Z_s$). This is illustrated in Figure A.2 (a) – (c) and will be described thoroughly.

Two arbitrarily oriented grains can now be represented by their respective orientation matrices, $\mathbf{G}_1$ and $\mathbf{G}_2$.

$$
\mathbf{G}_1 = \begin{bmatrix}
g_{1,11} & g_{1,12} & g_{1,13} 
g_{1,21} & g_{1,22} & g_{1,23} 
g_{1,31} & g_{1,32} & g_{1,33}
\end{bmatrix}
\quad \mathbf{G}_2 = \begin{bmatrix}
g_{2,11} & g_{2,12} & g_{2,13} 
g_{2,21} & g_{2,22} & g_{2,23} 
g_{2,31} & g_{2,32} & g_{2,33}
\end{bmatrix}
$$

(Equation A.6)

The following relationship can be made between the grains and the sample coordinate system, as illustrated in Figure A.2 (a) [151, 152]:
Figure A.2. (a) The relationship between two neighbouring grains can be given by the set of formulas in Equation A.7. (b) By inserting grain 2 into the coordinate system of grain 1 one may calculate the different tilt values. (c) This is done by projecting the respective vectors onto the planes that are perpendicular to the respective sample axes, according to the formulas sets given in Equations A.8 – A.10.

The different disorientations can be found by inserting the unit cell of grain 2 into the coordinate system of grain 1, as illustrated in Figure A.2 (b). The disorientation around e.g. the $X_s$-axis can be found by projecting $(g_{1,y})$ and $(g_{2,y})$ onto the $X_s$-plane, which is normal to the axis. Such a projection can be achieved by using the mathematical cross product, with the projected vectors $(g'_{1,y})$ and $(g'_{2,y})$ and the disorientation angle $\theta_{d,y}$ (Figure A.2 (c)) being calculated as:

\[
\begin{align*}
(g'_{1,y}) &= (g_{1,x}) \times (g_{1,y}) \\
(g'_{2,y}) &= (g_{1,x}) \times (g_{2,y})
\end{align*}
\]

\[
\theta_{d,x} = \cos^{-1} \left( \frac{(g'_{1,y}) \cdot (g'_{2,y})}{\|g'_{1,y}\| \cdot \|g'_{2,y}\|} \right)
\]  

(Equation A.8)
The same procedure can be used to find the disorientations around the Ys (θ_{d,Ys}) and Zs (θ_{d,Zs}) axes.

Disorientation around the Ys-axis:

\[
\begin{align*}
\langle g'_{1,x} \rangle &= \langle g_{1,y} \rangle \times \langle g_{1,x} \rangle \\
\langle g'_{2,x} \rangle &= \langle g_{1,y} \rangle \times \langle g_{2,x} \rangle \\
\theta_{d,Ys} &= \cos^{-1} \left( \frac{\langle g'_{1,x} \rangle \cdot \langle g'_{2,x} \rangle}{\|\langle g'_{1,x} \rangle\| \|\langle g'_{2,x} \rangle\|} \right)
\end{align*}
\]

(Equation A.9)

Disorientation around the Zs-axis:

\[
\begin{align*}
\langle g'_{1,y} \rangle &= \langle g_{1,z} \rangle \times \langle g_{1,y} \rangle \\
\langle g'_{2,y} \rangle &= \langle g_{1,z} \rangle \times \langle g_{2,y} \rangle \\
\theta_{d,Zs} &= \cos^{-1} \left( \frac{\langle g'_{1,y} \rangle \cdot \langle g'_{2,y} \rangle}{\|\langle g'_{1,y} \rangle\| \|\langle g'_{2,y} \rangle\|} \right)
\end{align*}
\]

(Equation A.10)

The individual disorientation values calculated by these formulas are also reported in Table A.2 and are the basis for the discussion in paper P2.
APPENDIX B: IRON MEASUREMENTS IN HPMC SILICON

Iron is usually found in relatively high concentrations throughout mc-Si ingots, as iron silicide precipitates and other Fe-rich inclusions [153], and is known to be detrimental for the final device performance [154]. It was therefore desirable to evaluate the occurrence of iron in the high-performance multicrystalline silicon ingot, and to use the measurements as a baseline for studying the response to phosphorus gettering in this material. The concentration of interstitial iron (Fe\textsubscript{i}) was measured, on samples previously used for minority carrier lifetime characterization (Paper P3), by a photoluminescence multitool developed “in house” at ISE Fraunhofer (Ch. 3.10). The technique is based on splitting and re-pairing of iron-boron complexes, and a short description of the technique and the necessary calculations are presented in the second part of Ch. 3.10.

Due to similar characteristics of the photoluminescence maps for all samples, Figure B.1 shows the results attained for the A120/A121 sample pair only. This figure shows both (a) the concentration of interstitial iron (Equation 3.1) and (b) fraction of the total recombination activity that can be related to interstitial iron (Equation 3.2) in both the as-cut (A120) and phosphorus gettered (A121) state. The mean iron concentrations are summarised for all positions in Figure B.2. Note that the lower detection limit for the tool is approximately $10^{10}$ cm\textsuperscript{-3}.

![Figure B.1](image)

Figure B.1. (a) Fe\textsubscript{i} concentration maps of the A120/A121 sample pair, as calculated from photoluminescence maps. (b) Recombination due to Fe\textsubscript{i}, before and after phosphorus gettering.

As clearly seen from these figures, typical concentrations of interstitial iron are found to be approximately $10^{11}$ cm\textsuperscript{-3} - $10^{13}$ cm\textsuperscript{-3} before phosphorus gettering (i.e. the as-cut state). The typical intragranular Fe\textsubscript{i}-concentration is found to be approximately 2-3 times larger than at
grain boundaries, which we assume is related to interstitial iron being precipitated at the boundaries. The equipment will only detect interstitial iron, and not precipitated iron. As a result, recombination due to Fei contributes to approximately 60 – 80% of the total intragranular recombination activity, and below 40% at grain boundaries (Figure B.1 (b)). By correlating the large decrease in average Fei-concentration (Figure B.1(a)) with the previously reported increase in minority carrier lifetime we suggest that a large fraction of the Fei is readily removed by phosphorus gettering, leaving the samples with iron concentrations close to or below the detection limit of the tool (i.e. the PDG state).

![Figure B.2.](image)

**Figure B.2.** The concentration of Fei in all sample pairs, before and after phosphorus gettering, for both compartments.

The reduced minority carrier lifetime observed at grain boundaries after phosphorus gettering can therefore not be related to Fei, and we posit that, due to the large initial Fei-concentration in the as-cut state, there is a high probability that the lifetime at the grain boundaries are limited by Fe-rich precipitates and/or inclusions instead.
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Abstract
Preliminary studies have been carried out on small-scale ingots grown by seed-assisted directional solidification at speeds of 3 mm/s and 30 mm/s, where the crystallographic orientation on the seeds has been varied between <100>, <110>, <211> and <111>. Structural characterization shows a monocristalline core limited by {111}-facets surrounded by a multicristalline area which consists of twinned- and parasitic grains. Low pulling speeds seem to favor a twinned growth while a higher pulling-speed seems to favor parasitic growth from the crucible walls. The second part of the project focuses of growing a 12kg pilot-scale ingot from a seed-structure consisting of six {110}-seeds placed together. A clear dislocation-structure resembling the junction-structure has been observed, and will be subject for further investigation.

Introduction
There is still a large efficiency-gap between multicristalline (mc-Si) and monocristalline (mono-Si) silicon, and a large part of the current research on silicon is devoted to reducing this gap. Multicristalline silicon is traditionally grown in a directional solidification furnace and results in an ingot consisting of a relatively large amount of randomly oriented grains, dislocations and impurities all of which have a profound effect on the material quality and final efficiency. This may be related to grain-orientation and grain-boundaries [1], thus the importance of structure-control becomes clear, both at nucleation- and growth-level.

In recent years directional solidification together with monocristalline seeding has gained increased attention, and the first part of this work consisted of growing small (Ø=32mm) silicon ingots based on <100>, <110>, <211> and <111>-seeds in a small Bridgman furnace. While such small-sized experiments inevitably cause edge-effects to dominate the material-properties, they also represent unique possibilities in enabling large and inexpensive series of studies on e.g. specific grain-boundaries, nucleation and other aspects of solidification [2, 3, 4, 5]. Ingots have previously been grown from single <111> and <100> seeds with diameters up to 154mm [6]. However, it may prove difficult to cover larger crucibles with single seeds, especially for industrial crucibles, and a solution may be to create a seeding-structure consisting of several seeds placed together [7], also introducing seed-junctions and accompanying structure alternations [8]. Therefore, in the second part of this work a 12kg {110}-seeded ingot was grown (Ø=250mm) in a pilot-scale directional solidification furnace by using multiple {110}-seeds which had been prepared by grinding and etching. In order to study the effect of stress-development and dislocation development in the seed junctions two of the junctions were placed with a gap of 0.4mm and 1.6mm while the rest was close-packed.
Experimental

Seven small-scale silicon ingots (Ø~32mm) were grown in a small-scale Bridgman-type furnace \(^2\) by placing seeds of different crystallographic orientations in the bottom of the crucible as shown in Fig. 1 (a). Seeds were drilled from a \(<100>\) monocrystalline Czochralski ingot with different crystallographic orientation, namely \(<100>\), \(<110>\), \(<111>\), \(<211>\) and placed together with silicon feedstock in Si\(_3\)N\(_4\)-coated Al\(_2\)O\(_3\)-crucibles. The melting time was tuned to prevent complete melting of the seed, and the growth was done at speeds of 3\(\mu\)m/s (which is typical for an industrial process) and 30\(\mu\)m/s. The crystallographic orientation of the seeds was confirmed by X-ray diffraction (XRD). Vertical and horizontal slices were cut from respectively the middle and the top of the ingots and prepared by polishing for mainly Electron Backscatter Diffraction (EBSD) analysis.

![Seed ingots](image1)

**Fig. 1.** Seeding method for (a) the small scale castings and (b) the pilot-scale casting where the latter consisted of six equally oriented \{110\} seeds placed close together (c) except junctions 2-4 and 4-6 which were placed with gaps of 0.4mm and 1.6mm respectively.

The pilot-scale ingot (Ø~250mm) was grown in a Crystalox DS 250 directional solidification furnace by placing a specially designed seeding-structure (Fig. 1 (c)) in the bottom of a Si\(_3\)N\(_4\)-coated SiO\(_2\) crucible and filling the rest of the crucible with high-purity polysilicon as feedstock. The six seeds were cut with the same crystallographic orientation by a bandsaw specially designed for silicon and ground by automatic grinding equipment to attain parallel sides. In order to remove surface defects an additional 200\(\mu\)m were removed by coarse grinding (D107; FEPA standard) and 30\(\mu\)m by fine grinding (D28; FEPA standard) followed by 4 min of CP4 etching (HF, HNO\(_3\) and C\(_2\)H\(_5\)O\(_2\)). The final seed dimensions are shown in Fig. 1 (c) with a uniform height of 39mm. Most of the seeds where close-packed, except the junctions between seeds 2 and 4 and between seeds 4 and 6 which were placed with a 0.4mm and 1.6mm gap respectively. The growth speed is assumed to be approximately 0.25 mm/min \(^8\). For characterization purposes the core of the ingot was wafered (156mm x 156mm x 200\(\mu\)m) while the rest was cut into a variety of vertical and horizontal slices. Preliminary characterization has been performed by light microscopy and photoluminescence but will be expanded to include EBSD and etching.

Results and discussion

1. Small-scale castings

Fig. 2 shows the vertical cross-sections of the seven ingots, revealing the dependence on the crystallographic orientation of the seeds \(^8\). The structure may be divided into a monocrystalline core and multicrystalline surroundings where the first attains an orientation equal to the seed. The core is separated from the multicrystalline area by low-energy \{111\}-planes and the shape of the core will therefore be defined by the angles
between the \{111\}-planes and crystallographic orientation of the seed. The surrounding structure consist of a varying amount of both grains twinned from the seed and successive twinning, and randomly oriented parasitic grains nucleated on the crucible wall.

Fig. 2. Vertical cross sections from the middle of the ingots with corresponding \{111\} plane-traces and crystallographic orientations.

EBSD-analysis indicates that samples grown at 3\(\mu\)m/s are dominated by successive twinning while samples grown at 30\(\mu\)m/s are dominated by parasitic growth; a result of the growth-front becoming more concave at increased pulling-speeds because of an increased heat-transfer through the crucible wall \[1\] and thereby favoring nucleation and growth on the wall. Note that the monocristalline core is preserved also at increased pulling speeds and the multicristalline area is the only area affected.

Bulk properties are difficult to study in small ingots because of the dominance of edge-effects and a pilot-scale ingot was therefore grown, based on multiple \{110\}-seeds which also gave an opportunity to study dislocation development from seed-junctions. \{110\}-seeds were chosen because of the possibility of attaining \{111\}-facets with higher angles than obtainable by using \{100\}-seeds (Fig. 2) and the \{110\}-direction previously being reported as a rapid growth direction \[10\].

Fig. 3. Images of the pilot-scale ingot showing (a) the top, (b) the bottom and (c) the side. The dislocation structure resulting from the seed-junctions is clearly visible at the top of the ingot (d).

II. Pilot-scale casting
The pilot-scale ingot is shown in Fig. 3 (a) – (c) with the seed structure (Fig. 1 (c)) clearly visible in the bottom (b). The top is very clean and mirror-like with a large dendrite in the middle, the latter being a result of rapid
solidification because of the argon-inlet at this location. Fig. 3(b) and (c) reveals incomplete melting of the feedstock at seed-level and the remaining feedstock has acted as nucleation points for large amount of grains (Fig. 4(a)). The top of the ingot contains a large amount of twins perpendicular to the <110>-direction and dislocations visible to the naked eye as shown Fig. 4(d); where the latter resembles the junctions in the bottom seeding-structure, confirming that the dislocations formed at the seed-junctions grow through the whole height of the ingot. Vertical slices cut around the central 156x156mm block reveals the structure of the ingot (Fig. 4(a) – (b)), resembling that of the smaller <110>-ingots previously presented (Fig. 2); a central monocrystalline core limited by {111}-facets and surrounded by a multicrystalline structure. In this case a large part of the surrounding multicrystalline structure seems to nucleate from the remaining non-melted polysilicon chucks at seed-level, however twinning becomes dominating higher in the ingot. The height of the remaining seed-area was revealed by cutting 2mm horizontal slices (Fig. 4(c) – (d)) and was found to be approximately 24.6mm which confirms a partial melting of the seeds. The orientation of the seed-junctions as well as the seed-spacing seems to affect the low-lifetime area and the dislocation generation; where the first may be related to the orientation of the glide-planes.

![Fig. 4. Vertical slices perpendicular to (a) the <110>- and (b) <100>-direction. Slicing the bottom part of the central 156x156mm block reveals a (c) remaining seed-height of ~24.6mm. (c) Several grains enter the central block higher in the ingot and (f) PL-imaging shows low-lifetime areas related to dislocations from seed-junctions develop throughout the ingot.](image)

Junctions perpendicular to the <110>-direction have a tendency for having a wider low-lifetime area than junctions perpendicular to the <100>-direction and a larger seed-spacing seems to also result in a wider low-lifetime area, presumably because of melt-expansion inside the junction. EBSD-analysis on selected wafers did not show any grain-boundaries representing the seed structure, it is however assumed that the low-lifetime areas are accompanied by low-angle grain-boundaries, but this is to be confirmed. The seed-junctions may also be subject to segregation phenomena previously observed at grain-boundaries.\[11, 2\]

Closer characterization of this junction- and dislocation-structure by photoluminescence, etching and microscopy is currently ongoing and will be addressed in future work. Future work will also include a more complete lifetime map by Microwave Photoconductance Decay (µ-PCD) and Quasi Steady State Photoconductance Photoluminescence (QSSPC-PL) together with production and characterization of solar cells.
Conclusion
Preliminary studies on small scale ingots indicated that i) the shape and extent of the monocrystalline core depends on the crystallographic orientation of the seed and ii) the pulling-speed affects the probability of twinning, with increased twinning at low pulling speeds. A larger ingot has been grown, based on six {110}-oriented seeds placed together and an overview has been given on preliminary results regarding the structure and dislocation development.
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The current paper investigates the structure of low-lifetime areas observed in a <110>-oriented mono-like silicon ingot grown from monocrystalline seeds. These areas are related to dislocation clusters forming at seed junctions and several generation mechanisms are discussed. Dislocations generated due to physical contact between seeds could only be completely avoided by introducing gaps between the seeds. Large gaps were, however, found to suffer from alternative generation processes not found in small gaps. Dislocations generated in the seeds and in peripheral grains does not necessarily move in to the main crystal and low-lifetime areas are mainly related to dislocations generated above the seeding structure. Dislocations are found to form clusters aligning along <111>-directions and are proposed to happen by glide on {111}-planes from the boundary plane between two seed crystals. The extent of low-lifetime areas and corresponding dislocation clusters, for junctions containing no or small gaps, appear to mainly depend on the misorientation between seeds and by attaining sufficiently low misorientation the high bulk lifetime can be retained also at the junctions. Analysis of the misorientations along principal axes indicates that larger misorientations can be tolerated if the misorientation is limited to a single tilt axis.

1 Introduction In the recent years, seed-assisted growth of mono-like silicon has been proposed as a way of producing high quality near monocrystalline ingots by the inexpensive directional solidification method. The typical ingot structure consists of a monocrystalline core surrounded by a multicrystalline structure in the ingot periphery [1, 2]; however, methods are currently being developed in order to suppress this parasitic growth [3]. The main problem is currently the lack of control of dislocation generation during solidification and cooling of the ingot and further research is needed in order to grow dislocation-free mono-like ingots. Generation of dislocations in mono-like silicon has previously been related to thermal and mechanical stresses taking place both in bulk seeds and the main ingot [4, 5] and processes taking place in seed junctions for larger ingots which require multiple seeds [4, 6]. Dislocation movement in traditional multicrystalline silicon is limited because of large amounts of grain boundaries [7], but as mono-like crystals contain no or few grain boundaries, the dislocations may move relatively freely around the crystal interior.

2 Experimental A seed-assisted [Fig. 1(a)] 12 kg pilot-scale silicon ingot, with a diameter of 250 mm and
height of 107 mm [Fig. 1(b)], has been grown in a Crystalox DS 250 directional solidification furnace. The seeds consisted of six equally oriented monocrystalline slabs, with a total weight of approximately 3.5 kg, cut from a Czochralski ingot and placed in the bottom of a Si₃N₄-coated SiO₂-crucible. A total of 8.5 kg of poly-Si feedstock was added on top of the seeds. The seeds form a total of nine junctions; six with [110]/[110] boundary planes and three with [100]/[100] boundary planes, which are denoted by 1.X and 2.Y, respectively, as shown in Fig. 1(c). This denomination will be used throughout the paper. In order to study the effect of gaps between the seeds on the ingot structure, gaps of 0.4 and 1.6 mm were added to junctions 1.3 and 1.6, respectively. The remaining seeds were placed in close contact.

The preparation of the seeds was performed by a combination of cutting, grinding, and etching. Cutting was done by a fine bandsaw designed for cutting silicon and grinding by automatic grinding equipment. Both coarse- (D107; FEPA standard) and fine-gritted (D28; FEPA standard) grinding wheels were used to make sure that all seed faces were planar and to reduce the amount of surface defects on the seeds. The preparation was finalized with a 4 min CP4 etch for smoothing extremities.

For characterization purposes, the final ingot was sectioned into a central 156 × 156 mm² block [Fig. 2(a)] and four 2 mm thick surrounding vertical sections, vs1–vs4, [Fig. 2(b)]. Due to inclusions, a top- and bottom seed section had to be removed before wafering of the central block.

Vertical sections and horizontal wafers were polished to mirror-like surfaces and etched in Sopori [10] to reveal dislocation structures for subsequent characterization by light microscopy (LM), scanning electron microscopy (SEM), and PVScan. An alternative Laue scanner method [11] had to be used in order to detect the crystallographic misorientation between the seeds as it was found to be below the lower detection limit [12] of traditional electron backscatter diffraction (EBSD). Photoluminescence (PL) imaging has been performed on as-cut and phosphorus-gettered samples in order to study the effect of junctions on the minority carrier lifetime and eventually final solar cell performance.

3 Results

Removal of a 2 mm top slice of the ingot revealed the large central monocrystal previously shown in Fig. 2(a) surrounded by a multicrystalline structure, consisting of both randomly oriented and twinned grains. Although the former show a randomized structure and appear to be mainly confined to the outer periphery of the ingot, the twinned grains are clearly defined by [111]-planes and grow more actively toward the center of the ingot, parallel to the <100>-direction. Crystallographic [111]-facets has been added to Fig. 2(a) to aid this visualization. However, twinning is fairly limited and the 156 × 156 mm² core consists almost exclusively of a single <110>-oriented monocrystal. The interface between the remaining seeds and the solidified crystal, the seed interface, has been found at a height of approximately 25 mm, confirming a seed melt-back of approximately 10 mm before solidification.

Quantitative lifetime images of phosphorus-gettered samples taken at different positions in the ingot clearly show the destructive nature of the junctions [Fig. 3(a) and (b)]. Although bulk material far away from the junctions has an average minority carrier lifetime of approximately 400–500 μs after gettering, the areas surrounding most of the junctions show minority carrier lifetimes down to approximately 100 μs. Etch pit imaging on corresponding Sopori-etched samples show that the low-lifetime areas are mainly related to dislocation clusters appearing at the
junctions and the average width of the low-lifetime areas corresponds well to the average width of the observed dislocation clusters (Table 1).

In addition to the high dislocation concentrations located at seed junctions, etch pit density (EPD) counting show different dislocation concentrations in different areas of the ingot [Fig. 4(a)]; with average values given in Table 2. The results and discussion has therefore been divided into three separate sections; representing the multicrystalline periphery, the seed-volume below the central monocrystal and the parasitic multicrystalline structure. Twins, defined by {111}-facets, penetrate deeper into the central block than the remaining parasitic structure. Four vertical sections (vs1–vs4) surrounding the central block were cut for characterization purposes. A top- and bottom-section was removed from the central block before wafering due to inclusions.

**Table 1** The average width of the dislocation clusters appearing at respective junctions measured perpendicular to the grain boundary plane. Misorientation data calculated from Laue measurements.

<table>
<thead>
<tr>
<th>junction</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.5</th>
<th>1.6</th>
<th>2.1</th>
<th>2.2</th>
<th>2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>average width [mm]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total [°]</td>
<td>0.23</td>
<td>0.17</td>
<td>0.56</td>
<td>0.22</td>
<td>0.03</td>
<td>0.26</td>
<td>0.55</td>
<td>0.20</td>
<td>0.25</td>
</tr>
<tr>
<td>X-tilt [°]</td>
<td>0.15</td>
<td>0.17</td>
<td>0.18</td>
<td>0.01</td>
<td>0.01</td>
<td>0.16</td>
<td>0.01</td>
<td>0.02</td>
<td>0.17</td>
</tr>
<tr>
<td>Y-tilt [°]</td>
<td>0.06</td>
<td>0.00</td>
<td>0.10</td>
<td>0.09</td>
<td>0.03</td>
<td>0.12</td>
<td>0.10</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>Z-tilt [°]</td>
<td>0.17</td>
<td>0.02</td>
<td>0.55</td>
<td>0.20</td>
<td>0.01</td>
<td>0.16</td>
<td>0.55</td>
<td>0.19</td>
<td>0.14</td>
</tr>
</tbody>
</table>

**Figure 2** (a) Top- and block-view of the final ingot, after removal of a 2 mm top-cut, showing the central monocrystal surrounded by a parasitic multicrystalline structure. Twins, defined by {111}-facets, penetrate deeper into the central block than the remaining parasitic structure. (b) Four vertical sections (vs1–vs4) surrounding the central block were cut for characterization purposes. A top- and bottom-section was removed from the central block before wafering due to inclusions.

**Figure 3** (a) Quantitative PL-mapping showing low-lifetime areas at seed junctions which increase in width with ingot height. (b) Calculated total misorientation values from Laue measurements. The values have also been decomposed to simple tilts around the three principal axes of the ingot (X, Y, and Z), shown in Table 1.
seed interface, and the bulk crystal above the seed interface, respectively.

3.1 Dislocations in the multicrystalline periphery
Figure 4(b) shows a magnified area of a transition between the central monocrystal and peripheral grains, revealing a considerable difference in the EPD between the two areas. Because of overlap of etch pits exact concentrations could not be determined, but images clearly show that peripheral grains have considerably higher etch pit concentrations than the main monocrystal.

3.2 Dislocations below the seed interface
All seeds are found to grow together, either by sintering or by solidification of melt penetrating between the seeds. Figure 4(c), a Sopori-etched horizontal slab cut from just below the seed interface, shows a continuous structure with grain boundaries forming at the seed junctions. The Laue scanner method measured sub-degree misorientations over all junctions [Fig. 3(b)].

The average EPD count is, just below the seed interface, almost three times higher than the EPD count above the interface, as seen in Table 2. This can also be seen as a bright blue color below the seed interface in the EPD-map shown in Fig. 4(d) which has been taken from the vertical vs2 sample [Fig. 2(b)]. The small-angle grain boundary (SAGB) at junction 1.3 can also be seen as a red line in the same image.

Based on previous observations by Ervik et al. [4], the seeds were prepared by grinding and etching in order to reduce the surface roughness and the amount of surface defects on the seed faces. Images taken before and after etching [Fig. 4(e)] show a considerable surface roughness remaining after grinding due to the surface damage inflicted by the grinding particles. Most of the remaining roughness was however successfully removed by the consecutive CP4 etch leaving the seed faces with a wavy morphology with a roughness of approximately 1 µm. Despite careful preparation of the seeds, contact-related dislocation rosettes still frequently appear at close-packed junctions [Fig. 4(c)]. Rosettes are known to form at stress points, such as contact points between seeds and consist of dislocations aligning in $<111>$-directions, thereby achieving the distinctive rosette-arms seen in (1).

The second feature (2) shown in Fig. 4(c) is a fairly broad dislocation cluster only observed at junction 1.6, which holds the largest 1.6 mm gap. This is suggested to be related to processes happening inside the gap.

SAGBs are composed of dislocations aligning in arrays. Indeed, the SAGBs for all close-packed junctions are found to consist of thin linear arrays of dislocation, both on horizontal and vertical cuts. However, it is remarkable that junction 1.3 also retains a straight alignment of dislocations above the interface, as seen in Table 2.
Junction 1.6, on the other hand, shows a more chaotic dislocation structure, as shown in Fig. 5(b). The majority of the junctions leave a void of height $h$ at the crucible bottom [Fig. 5(c)] due to the limited space for melt penetration between the seeds. Such a void is not found for junction 1.6, which holds the biggest gap (1.6 mm). Here, the melt was found to penetrate all the way down to the crucible bottom and resulted in heterogeneous nucleation of secondary grains in the gap, as confirmed by EBSD in Fig. 5(d).

### 3.3 Dislocations above the seed interface

Low-lifetime areas are, as previously shown in Fig. 5, mainly located directly above seed junctions in the main crystal and can be related to high dislocation concentrations existing at the junctions. It becomes evident that large concentrations of dislocations are generated at the junctions separating the different seeds. In all cases, these can be found to lead back to initial points of generation, located at the intersection between the SAGB and the seed-interface.

Dislocations often move into energetically favorable arrays which can be visualized by using the so-called Thompsons tetrahedron [Fig. 5(e)]. The Thompsons tetrahedron is constructed from the four {111}-planes in the diamond type crystal-structure; such as for silicon. For simplicity, the tetrahedron has been rotated to correspond to the projection of the neighboring SEM images shown in Fig. 6(a) and (d).

Above the seed interface, the dislocations are found to arrange themselves in V-shaped cascades, which in most cases can be related to certain crystallographic directions. The height of the V-shape is found to vary considerably between the different junctions; from a couple of hundred micrometers to several millimeters.

2.Y junctions consisting of {001}/(001) boundary planes, as shown for junction 2.3 in Fig. 6(b), contain initial V-shaped cascades with an angle of approximately $35^\circ$ to the growth direction. This corresponds well to the theoretic angles of the two opposite $<111>$-directions in the projected Thompsons tetrahedron. After the initial V-shape, the dislocations align in alternative directions, as shown in Fig. 6(c), which is a continuation of Fig. 6(b). The dislocations now align, with angles of $0^\circ$ and $56^\circ$ to the growth direction, perpendicular to the $<111>$-directions, or parallel to the $\{110\}$-facets, instead.

Similar trends are observed for 1.X junctions, consisting of $\{110\}/\{110\}$ boundary planes, and are presented by junction 1.1 and 1.4 in Fig. 6(e) and (f), respectively. In this case, the initial dislocations tend to align in V-shaped cascades with angles of approximately $48^\circ$ to the growth direction, or parallel to the $\{110\}$-facets in the Thompsons tetrahedron. As previously seen for junction 2.3 in Fig. 6(c), the dislocations tend to align in alternative directions above the V-shape. In most of the 1.X junctions, dislocations are found to align both parallel ($0^\circ$) and perpendicular ($90^\circ$) to the growth direction [Fig. 6(e)]. By comparing these alignments with the Thompsons tetrahedron, it can be found that $0^\circ$-alignments may correspond to both $<110>$- and $<111>$-direction while $90^\circ$-alignments corresponds only to the horizontal $<111>$-direction. In the case of junction 1.4 [Fig. 6(f)], so little dislocations are generated that no clear
alignments, apart from what appears to be a continuation of the SAGB from below the seed interface, can be observed.

Figure 7(a)–(g) shows a selection of junctions, imaged from above by conventional light microscopy on horizontally cut wafers, together with the projected Thompson’s tetrahedron and EBSD data. The shape of the clusters are clearly defined by dislocations arranging in \(<111>\)-directions and in most cases, the clusters are also found to be elongated along a single \(<111>\)-direction, as shown for junction 1.1 and 2.3 in Fig. 7(b) and (e), respectively.

All 1.X junctions containing large dislocation concentrations develop elongated clusters, as shown for junction

Figure 6 (a) Projected Thompson tetrahedron for junctions (b) and (c). Red lines indicate \(<111>\)-directions. (b) V-shaped cascades appearing at the seed interface for junction 2.3. (c) Continuation of the image in (b). (d) Projected Thompson tetrahedron for junctions (e) and (f). V-shaped cascades at junction 1.1 (e) and 1.4 (f).

Figure 7 (a) Projected Thompson tetrahedron according to viewing the ingot from above. Dislocation structures observed for junction (b) 1.1, (c) 1.4, (d) 1.5, (e) 2.3, (f) 2.2, and (g) 2.1 at a height of 81 mm.
1.1 in Fig. 7(b). The clusters are elongated with an angle of 54.7° to the boundary plane, which corresponds to the \( \langle 1\overline{1}\overline{1} \rangle \)-direction from the Thompson’s tetrahedron and is common for all the junctions. Junction 1.4 and 1.5 are the only junctions not showing any elongation, assumedly because of the limited generation at both junctions. Junction 1.4 consists of a linear SAGB surrounded by small clusters [Fig. 7(c)] whereas junction 1.5 show no dislocations at all [Fig. 7(d)].

In the case of 2.X junctions, only junction 2.3 [Fig. 7(e)] shows clear elongation, which in this case happens perpendicular to the boundary plane, parallel to both the \( \langle 1\overline{1}\overline{1} \rangle \)- and \( \langle 111 \rangle \)-directions. A closer inspection of the clusters found in junction 2.3 reveals that the inner parts of the clusters often contains dislocations which are aligned in both \( \langle 1\overline{1}\overline{1} \rangle \)- and \( \langle 111 \rangle \)-directions, where \( \langle 110 \rangle \)-aligned arrays hold larger etch pit spacing than \( \langle 1\overline{1}\overline{1} \rangle \)-aligned arrays. Junction 2.2 show no elongated dislocation clusters at all and the dislocation generation is limited to few localized clusters only, as shown in Fig. 7(f). Junction 2.1, on the other hand, shows considerable dislocation generation [Fig. 7(g)] but lacks any clear elongation of the clusters appearing more random than in the other cases.

4 Discussion Parasitic growth in the ingot periphery consists of both randomly oriented grains nucleated on the crucible wall and twinned grains, which arise due to twinning mechanisms happening on the \{111\}-facet planes of the main crystal. Twinning has shown to be detrimental for the central monocrystalline volume as these grains tend to grow inwards forming a roof above the main crystal [2]. Twinning in mono-like silicon mainly happens on the edges of the ingot, at the triple-point between the growing ingot, the melt and the crucible wall. Mono-like ingots are frequently based on \( \langle 100 \rangle \)-seeds, but because of the orientation of the \{111\}-planes, they will result in a considerable roof-structure. A corresponding roof structure has also been found in the current \( \langle 110 \rangle \)-oriented ingot, but not as pronounced as previously presented by Trempa et al. [2].

Figure 8(a) and (b) compares the Thompson’s tetrahedron for a \( \langle 001 \rangle \)- and \( \langle 110 \rangle \)-ingot, showing a considerable difference in the orientation of the \{111\}-planes between the two tetrahedra. In a \( \langle 001 \rangle \)-oriented crystal [Fig. 8(a)], all four \{111\}-planes are inclined toward the growth direction and may therefore initiate roof-formation. A \( \langle 110 \rangle \)-oriented crystal on the other hand [Fig. 8(b)] only have two \{111\}-planes inclined with the growth direction (\( \delta \) and \( \gamma \)). The two other planes (\( \alpha \) and \( \beta \)) are parallel to the growth direction and can therefore do not form a roof-structure. Any twin growth on these planes will not be as detrimental for the monocrystalline core as on the planes inclined to the growth direction. In the previous work by Trempa [2], one assumed that twinning happens as soon as growth initiated at the seed interface; however, by using the available \{111\}-facets [Fig. 8(b)] in a simple geometric analysis [Fig. 8(c)], we can estimate at what height two central twins intersect with the edge of the seeds and thereby their initial twinning height. The distance from the imaged vertical section to the seed edge was found to be 29 mm and by employing the inclined \{111\}-facet (\( \gamma \)), the intersection is found at a height of 53 mm, or approximately 28 mm above the seed interface. This means that twinning does not necessarily happen at the seed interface and we note that if the central monocrystal can be kept from twinning a roof-structure may possibly be avoided.

Peripheral grains contain large amounts of dislocations [5], as observed in Fig. 4(b), and can mainly be attributed to temperature gradients imposed by radial heat fluxes inside

Figure 8 The Thompson’s tetrahedron oriented according to an arbitrary (a) \( \langle 001 \rangle \) and (b) \( \langle 110 \rangle \) crystal. (c) Two twins extrapolated to the seed edge by following the \{111\}-facets earlier given in Fig. 2(a).
the furnace [13, 14]. However, grain boundaries are known to be strong barriers to dislocation motion and unless strict requirements are met, such as for CSL boundaries, dislocations are not able to move past grain boundaries [16]. A peripheral multicrystalline structure can therefore be beneficial for limiting dislocation movement from the outer periphery into the central monocrystal and can be an explanation for the sudden drop in EPD observed in Ch. 3.1.

4.1 Dislocations below the seed interface

Earlier investigation by Ervik et al. [4] addressed several dislocation sources in industrially grown mono-like silicon and found that the majority of sources could be related to the quality of the seed surfaces and surface preparation. As a result of this investigation, all the seeds in the present study were ground and etched in order to reduce the amount of surface sources. An evenly distributed amount of dislocations of approximately $2 \times 10^5 \text{cm}^{-2}$ was found in the seeds after solidification. Although we do not have quantitative reference data, the absence of the cell structure observed by Ervik, suggests reduced dislocation generation from surface defects.

The average bulk concentration in the seeds is assumed to be generated mainly from stresses induced by the several kilograms of feedstock placed on top of the seeds. Some of these dislocations will disappear during partial melting of the seeds, but as the seeds are also pushed toward the rough crucible bottom, dislocations can also be generated at this interface throughout the whole solidification process and move into the seeds at elevated temperatures.

As shown in Fig. 5, increased dislocation concentrations are mainly localized at contact-interfaces between seeds, either as small-angle grain boundaries or local dislocation structures resulting from localized stresses. Small-angle grain boundaries develop in order to compensate for misorientation between two crystals [15] and stress concentrators typically develop as a result of indentation [4] or impingement [17]. Indentation leads to formation of star-shaped dislocation rosettes, which in the current ingot are only found at a few locations at close-packed junctions. There is no doubt that a surface with a fine homogeneous surface roughness will lead to less morphological extremes for stress concentration; however, a complete removal of all indentation points is not practically possible. However, dislocation rosettes are highly localized structures and are not found to trespass the seed interface into the main crystal even if they are located close to the interface.

The only way to remove contact stresses was to introduce gaps between the seeds. Neither of the two gaps displayed any dislocation rosettes, but instead suffered from other effects. There is a considerable difference in dislocation generation at the two junctions [Fig. 5(a) and (b)], where junction 1.6 shows a considerably more chaotic structure than junction 1.3. This cannot be related to misorientation as junction 1.3 has a larger misorientation [Fig. 3(b)] than junction 1.6. Instead, three other mechanisms may influence the generation of dislocations in these junctions [Fig. 9(a)]; namely thermal expansion, precipitation, and melt impingement.

Liquid silicon expands during solidification and can potentially lead to stress generation within the gap. Freezing of silicon on the seed walls [Fig. 9(b)] is assumed to take place as soon as the melt starts penetrating the gap, resulting in a horizontal growth component which ultimately may block growth from below. As a result, melt will become trapped or impinged and lead to stresses upon solidification [Fig. 9(c)].

Metallic and other impurities such as oxygen, carbon, and nitrogen are readily available in the furnace and a horizontal growth component could lead to increased segregation and probability of precipitation within the gaps [18, 19]. As precipitates usually have different thermal expansion coefficients than the surrounding silicon matrix, they can therefore lead to additional stress development during cooling of the ingot. However, we do not consider precipitation within the gap to be particularly extensive, mainly due to the limited melt volume within the gap and the purity of the seeds. We would also expect precipitates to result in localized dislocation sources, such as dislocations rosettes [Fig. 4(c)] or other point sources [Fig. 7(f)], which do not correlate well to the long dislocation structure observed for junction 1.6 in Fig. 4(c).

![Figure 9](a) The melt starts penetrating an arbitrary gap between two seeds. (b) Freezing of melt on the seed walls leading to horizontal growth. (c) Melt solidified from below can be trapped leading to stress and dislocation generation.
Dislocations show different trends close to the seed interface than higher in the ingot. As shown in Fig. 6(b), the V-shaped dislocation cascades clearly align in \(<111>-\)directions for \([001]/[001]\) boundaries, which is a typical recovery structure observed for \(<211> \parallel [110]\) edge-dislocations [9] attained by glide on parallel \([111]\)-slip-planes.

The following mechanism is suggested to explain the V-shape of the cascades. Dislocations are released from the small-angle grain boundary as growth proceeds and glide out and down-wards along the \([111]\)-planes, as shown by an illustration in Fig. 10. At a certain position, they will meet the strain field from previously aligned dislocations and become locked there [15], not able to glide past the plane perpendicular to the \([111]\)-planes. The dislocations contained inside the V-shape may be of other slip-systems and therefore have no reason for aligning in the \(<111>-\)directions defining the V-shape; however, they seem not to be able to move past the arrays of \(<111>-\)aligned dislocations and their movement are therefore constricted by the V-shape.

As mentioned before, dislocations tend to attain mixed alignments above the V-shape. Observations on vertical sections show that arrays tend to align parallel to the \(<111>-\)directions in \(1\times X\) junctions [Fig. 6(e)] and parallel to \(<110>-\)directions in \(2\times X\) junctions [Fig. 6(c)]. Complementary images taken from above on horizontal wafers [Fig. 7(a)–(g)] give a better macroscopic overview of the different junctions. These images show that the shape of the individual clusters in all cases are mainly defined by the projected \(<111>-\)directions, independent of junction type. The clusters are in most cases, except junction 2.1, also constricted by the V-shape.
elongated in one of the \( <111> \)-directions, as shown for junction 1.1 and 2.3 in Fig. 7(b) and (e), respectively. A closer look at the clusters in junction 2.3 [Fig. 7(e)] reveals that dislocations contained within the clusters also align in \( <111> \)-directions in addition to the \( <110> \)-directions previously observed on the vertical sections. \( <111> \)-aligned dislocation clusters can however not be observed in the corresponding vertical cut [Fig. 6(c)] which may be explained by the following two reasons: (1) The vertical section may not cover any of these dislocations and (2) the dislocation lines may be parallel to the cutting plane. The latter of these hypotheses can be confirmed by using the Thompson’s tetrahedron.

A possible reason for the more randomized structure in junction 2.1 [Fig. 7(g)] may be related to the initial dislocation generation close to the seed interface. Figure 11 compares the initial generation approximately 3 mm above the seed interface for junctions (a) 2.1 and (b) 2.3, where the latter is the general case observed for most junctions. Junction 2.1 is the only junction showing localized generation at several positions on the junction and may be a result of localized stresses, e.g., from precipitates or contact points. Such stresses may generate additional dislocations, which may interfere with the delocalized dislocation structure preventing the alignment in periodic elongated arrays as seen in all other cases.

By comparing the dislocation structures with the corresponding Lane measurements [Fig. 3(b)], one can see correlations between the extent of dislocation structures and the misorientation values at the respective junctions (Table 1); large misorientations lead to large extent of dislocation clusters and vice versa. For instance, junction 1.5 does not generate any significant amount of dislocations [Fig. 7(d)] and therefore holds no low-lifetime area, which can be related to the particularly low misorientation of \( 0.03^\circ \) over the junction. This general trend is valid, except for junctions 1.4 and 2.2, which both show very limited generation despite having relatively high misorientation values. Compare, e.g., the dislocation pattern of junctions 1.4 to 1.1 and 2.2 to 2.3; similar misorientation results in very different dislocation generation. This may be a result of the boundaries having different tilt character. The tilt character of a grain boundary was found by decomposing the total tilt into separate tilts around three principal axes defining the junctions \( X = <001> \), \( Y = <1 \bar{1} 0> \), and \( Z = <110> \), as shown in Fig. 3(b). The decomposed tilt values are presented in Table 1 and from these values one can see a considerable difference in tilt character between the mentioned junctions. Although junction 1.4 is tilted mainly around a single axis (Z-axis), junction 1.1 shows comparable tilts around two axes (X- and Z-axis). Simple tilt boundaries can usually be described by arrays of a single edge-dislocation [15], but as the complexity of the tilt character increases multiple dislocation types will be needed in order to successfully describe the boundary. The straightness of the SAGB in junction 1.4 [Fig. 7(c)] may be an indication of the low complexity of the junction, enabling edge-dislocations to align in low-energy configurations along the boundary plane.

Junction 1.2, on the other hand, holds an even lower tilt value \( (0.17^\circ) \), mainly around a single axis, but shows considerable wider clusters than junction 1.4. This may be related to the main tilt taking place around the X-axis instead of the Z-axis, possibly leading to generation of dislocation types not able to align along the boundary plane. However, confirmation beyond these observations and assumptions require a deeper understanding of the dislocations dependence on misorientation and further optical characterization by, e.g., Transmission Electron Microscopy and therefore has to be the subject of a later paper. A similar evaluation can be done for junction 2.2, which is also tilted mainly around a single axis (Z-axis), while junction 2.3 shows comparable tilts around multiple axes. The two radial low-lifetime sources found at junction 2.2 [Fig. 7(f)] can be followed down to the seed interface and is assumed to be related to stress concentrators appearing close to the interface. By comparing junction 1.3 with 1.6, one can observe that junction 1.6 develops smaller dislocation clusters and a thinner low-lifetime area despite its larger gap. The dislocation structures are more likely related to the misorientations measured over the junction than the gap width, indicating that gaps can potentially be employed without considerable dislocation generation. We therefore assume that the reason for junctions containing gaps being prone to considerable dislocation development in literature is mainly related to the increased difficulty in placing the seeds without misorientation.

5 Conclusions The current work reports on several mechanisms resulting in dislocation generation both below and above the seed interface in seed-assisted mono-like silicon. Seed preparation by grinding and etching appear to
have a positive impact on dislocation generation below the seed interface, but the only way to completely remove contact-related dislocations was to introduce gaps between the seeds. Dislocations generated below the seed-interface however do not necessarily move into the main crystal because of a proposed mechanism similar to the stabilization part during necking in Czochralski growth.

Dislocations in the main crystal are mainly located in clusters aligning above the seed junctions, clearly defined by \(\langle 111\rangle\)-directions, and the alignment is proposed to take place by glide down- and out-wards on \(\{111\}\)-planes from the boundary plane between the two corresponding crystals. Introduction of large gaps resulted in considerable dislocation generation both above and below the seed interface because of processes taking place within the gaps, but as long as the gap is kept small, it can be introduced without any noticeable alteration of the dislocation generation at the junctions and in the main crystal. Seed misorientation resulting from imperfect placement of seeds therefore appears to be the decisive parameter both for junctions with small gaps and for junctions without gaps and by attaining sufficiently low misorientations, the bulk lifetime can be retained also over the junctions. Misorientations that produce tilt around several primary axes appear to generate more dislocation clusters than misorientations producing tilt around a single axis only. We propose that this is related to the dislocation structure and hence stability of the SAGB.
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Abstract
This paper focuses on the microstructures achieved by seeding of multicrystalline silicon by polycrystalline silicon chips and fluidized bed reactor silicon granules. The microstructures are also compared to a conventional multicrystalline silicon ingot grown at similar conditions. Both compartments display a considerable reduction in both grain size and dislocation generation. By a simple texture analysis, we observe that the initially random grain structure develops a weak preference for near-<111> and near-<112> oriented grains upwards in the ingot. Closer investigations of the respective seeds reveal a considerable coarsening of the as-grown microstructure of the seeds during directional solidification, especially for fluidized bed reactor granules. Due to the irregular shapes of polysilicon chips, melt can penetrate into the seeding structure and nucleate below the main seed interface. Ingots seeded with chips may also be more prone to dislocation generation, due to indentation of individual chips. However, the difference in dislocation generation may also be related to a higher ratio of $\Sigma 27$ grain boundaries in the polysilicon case. Nevertheless, the high density of grain boundaries limits the gettering response of the material, especially for smaller grains, and further performance improvements depends upon improvements to impurity control and/or post-treatment techniques.

Introduction
Multicrystalline silicon (mc-Si) has traditionally been characterized by considerable dislocation generation [1], where dislocations tend to multiply and follow the columnar grains from the point of generation into the ingot, and produce large dislocation clusters. These clusters can readily interact with impurities and form areas with increased recombination activity and reduced minority carrier lifetimes. Post-processing, such as phosphorus gettering, is not effective in removing impurities trapped by dislocations [2], and
it is therefore desirable to develop alternative techniques to reduce the amount of dislocations in the final material. One of the most successful techniques is the so-called High-Performance Multicrystalline silicon technique (HPMCsi). HPMCSi is a generalized term that describes certain characteristics of the final material that are superior to those of conventional mc-Si, with an increased ability to reduce the amount of dislocations in the material below what is typically found in mc-Si. In addition to a lower density of dislocation clusters, typical characteristics include smaller grains and increased fractions of random angle grain boundaries [3]. A smaller grain size is not necessarily directly beneficial for the minority carrier lifetime, as this implies an increased amount of grain boundaries. However, as previously shown by Stokkan et al [4], dislocation clusters tend to terminate at random angle grain boundaries and, due to the small grain size, the clusters are not allowed to dominate the structure to the same extent as in conventional mc-Si. A recent study by Yang et al [5] stated that the small grain size was not the sole reason for the lowered dislocation concentration. They argued for the small grains and the large fraction of non-coherent grain boundaries also being beneficial for stress relaxation, thereby also leading to reduced dislocation generation.

There is no strictly defined method for producing ingots with these characteristics, but the most commonly reported method is seeding, where multicrystalline seeds are placed in the bottom of the crucible and partially melted together with the feedstock. This eliminates the initial nucleation step and solidification will initiate by growth on the seed particles instead.

Figure 1. (a) / (b) The crucible was divided into two separate compartments, i.e. poly-Si and FBR. (c) The final ingot was cut into nine 50mm x 50mm blocks surrounded by four 2mm thick vertical blocks for characterization purposes.

Different types of multicrystalline silicon have previously been used for seeding of HPMCSi ingots [6-9], however, the effect of seeding material on the ingot microstructure has, to our knowledge, not previously been published. This work presents a comparison of using
fluidized bed reactor (FBR) granules and polysilicon (poly-Si) chips as seeding material. Microstructural characterization has mainly been done by Electron Backscatter Diffraction (EBSD) and etch pit imaging. The material quality has also been assessed by Quasi Steady State Photoconductivity (QSSPC) calibrated photoluminescence (PL) imaging.

**Experimental**

**A. Material solidification and preparation**

A 12kg pilot-scale ingot, with a diameter of 250mm and a height of 105mm, has been grown in a Crystalox DS 250 directional solidification furnace. The solidification was performed in a SiO₂-crucible coated with α-Si₃N₄, where half of the seed volume was filled with poly-Si chips and the other half with FBR granules, as illustrated in Figure 1 (a) and (b). The size of the poly-Si chips and FBR granules was approximately 6 – 15mm and 0.4 – 0.9mm, respectively. The seed volume held a total weight of 8.4kg, and a 3.6kg top layer of FBR material was added in order to achieve the desired ingot size. The final ingot was cut into nine 50x50mm blocks surrounded by four 2mm thick vertical sections, as illustrated Figure 1 (c). The central row of blocks was wafered for characterization purposes.

**B. Microstructural characterization**

The microstructure has mainly been characterized by Electron Backscatter Diffraction (EBSD) on near mirror-like polished 50x50mm samples. The samples have been cut from four positions on each side of the ingot, as marked on the vertical section imaged in Figure 2

![Figure 2. (a) Wafers from the FBR and poly-Si compartments are numbered AX and CY, respectively. Wafers from the conventional mc-Si ingot are marked in a second, light grey, axis. (b) The preparation procedure for photoluminescence-based minority carrier lifetime analysis, both in as-cut and phosphorus gettered state.](image-url)
(a) and are numbered A1 – A130 and C1 – C133 for the FBR- and poly-Si seeded compartments, respectively. Corresponding measurements have also been done on samples cut from just below the respective seed interfaces (i.e. poly-Si and FBR in Figure 2 (a)), and from a conventional mc-Si ingot which has been grown in the same furnace, with similar growth parameters, crucible and polysilicon feedstock. Both ingots were grown with a susceptor temperature of 1808K and a main cooling rate of 0.1 K/min. The z-axis of the mc-Si ingot is also shown in Figure 2 (a). Note that the z-axis of the mc-Si ingot has been adapted so that the point of nucleation (0mm) corresponds to the point of initial growth for the HPMC ingot (~40mm). The data analysis has been performed with the EDAX Orientation Microscopy (OIM) Data Analysis software. Additional characterization of the grain- and defect-structures has been done by conventional microscopy on Sopori [10] etched samples.

C. Minority carrier lifetime measurements

Four pairs of neighbouring sister-wafers (as-cut and phosphorus gettered) were taken from both sides of the ingot, at positions corresponding to those used for microstructural characterization (Figure 2 (a)). The wafers went through the processing procedure illustrated in Figure 2 (b), whereas one of the sister-wafers went through a phosphorus gettering process. The minority carrier lifetimes were then measured on both as-cut and phosphorus gettered samples by PL, and calibrated by QSSPC at 1 sun.

![Figure 3](image_url)

Figure 3. Vertical cuts of the seed interface of the (a) FBR and (b) poly-Si compartments. (c) EBSD images taken just below the respective seed interfaces. (d) The grain size of poly-Si and FBR seeds in the ingot after directional solidification.
Results

A. Microstructural characterization

The microstructure has been characterized in terms of grain size, grain orientation and grain boundary characteristics. Figure 2 (a) shows a Sopori-etched vertical cut of both seed compartments that clearly shows that growth initiates on the top of the seed particles. However, while FBR granules pack closely together (Figure 3 (a)), and result in a uniform structure, there are large gaps between the irregularly shaped poly-Si chips (Figure 3 (b)). Note that the black areas within the poly-Si chips do not represent the grain structure, but an unknown defect structure that appears after the etching step. The gap can also clearly be seen from the EBSD map in Figure 3 (c), as it contains grains with sizes much larger than the default poly-Si grain size. The average grain size for isolated poly-Si chips was found to be approximately 180\(\mu\)m (Figure 3 (d)). However, while the central region of the chips, i.e. poly-Si (inner), had an average grain size of approximately 67\(\mu\)m, the outer rim of the chips, i.e. poly-Si (outer), was found to have an average grain size of approximately 274\(\mu\)m. The grains located within the gaps between the chips were much larger, with an average grain size of approximately 820\(\mu\)m. EBSD scans from the FBR seeds showed a relatively uniform distribution of grains, with an average grain size of approximately 727\(\mu\)m.

An overview of the four EBSD scans taken from above the poly-Si seed interface is shown in Figure 4 (a). The scans from the FBR compartment are similar, and therefore not included.

Grain orientation: As seen from Figure 4 (a) and Figure 4 (b), most of the inverse pole figure is represented throughout the ingot. It can be very difficult to ascertain clustering of grain orientations, and a potential grain orientation preference, from discrete inverse pole figures (IPF) of fine grained materials, due to overlap of discrete measuring points. In order to get an impression of any grain orientation preference a simple texture analysis was done [11]. The texture analysis gives a qualitative overview of the occurrence of different grain orientations in the growth direction of the ingot, relative to a completely random grain structure. The occurrence is represented as a multiple of a completely random structure, indicated by a color scale from blue to red, with a higher number indicating a grain orientation preference. Such maps should be assessed carefully, as, even though the color distribution may indicate a texture, the magnitude of the value may still be too low to describe a texture. In this work we define a minimum value of 2 required for a map to successfully display a texture, which in metallurgical terms is more commonly known as a weak texture.
Figure 4. (a) EBSD scans of the four positions of the poly-Si seeded compartment. (b) Texture and inverse pole figure (IPF) of the respective seed particles in the growth direction of the ingot. (c) The texture recorded for the four positions of both compartments.

Texture analysis of the respective seed areas (Figure 4 (b)) gives a maximum value of approximately 1.2, which is a very low value and therefore indicates a random structure with no notable grain preference. This can also be seen from the IPF in the same figure, showing an almost completely even distribution of grain orientations. In the solidified part of the ingot (Figure 4 (c)), there is no clear texture for the lowest A130/C133 wafer pair. However, a weak texture appears as we continue towards the top of the ingot, showing a weak preference for near-<111> and near-<112> oriented grains for both compartments.

Average grain size: As previously seen in Figure 3 (d), the average grain size of the FBR seeds (727µm) after ingot solidification is approximately four times that of poly-Si chips (180µm). However, due to the gaps appearing in-between the poly-Si chips, the average grain size just below the poly-Si interface, as a whole, increases to approximately 706µm, and thereby relatively similar to that of the FBR compartment. In the bottom wafer-pair (A130/C133) the average grain size for the poly-Si compartment is approximately 24% larger than the FBR compartment. This does, however, shift towards the top of the ingot (A1/C1), where the FBR compartment show an average grain size that is approximately 16% larger than the poly-Si compartment. There are, however, some uncertainty related to the average
grain size in the top wafers, due to few grains within the scanned areas. The average grain sizes for the HPMC ingot are, on the other hand, considerably smaller than that of the mc-Si ingot. At e.g. wafer 002, which has a position comparable to that of the A130/C133 wafer pair, the average grain size of the mc-Si ingot is approximately a factor 10 larger.

Figure 5. Data extracted from EBSD scans at the positions previously marked in Figure 2 (a), including (a) average grain size, (b) total grain boundary density and (c) fraction of different grain boundary types commonly observed in mc-Si. The data for the poly-Si seeds only covers grains within poly-Si chips, and not gaps. Grains located within the gaps are included as a separate graph in (c).

Grain boundary density and fraction: The grain boundary density is calculated by dividing the length of the different grain boundary types by the respective scan area, and is summarized in Figure 5 (b). Due to the small grain size within the seed particles, the grain boundary density becomes high. The seed material is clearly dominated by random grain boundaries, which contribute to approximately 80% - 90% of the total grain boundary length (Figure 5 (c)). Note that the data for the poly-Si seeds has been isolated from the gaps, where the gaps show a fraction of 3-boundaries that is three times larger than within the chips. As the grain size increases towards the top of the ingot, the total grain boundary density reduces. Even though the grain boundary density reduces considerably, the fractions of the most commonly observed grain boundary types change only slightly. The fraction of random angle grain boundaries reduces by approximately 10% towards the top of the ingot, and can be
attributed to a corresponding increase in the fraction of $\Sigma 3$ boundaries. The conventional mc-
Si ingot is to a larger degree dominated by $\Sigma 3$ grain boundaries, with a fraction above 50%.

Figure 6. Micrographs of the (a) poly-Si and (b) FBR seed interfaces, where the poly-Si
shows large numbers of dislocation rosettes appearing.

**Dislocation density:** The dislocation density has been measured by visual inspection on
Sopori etched wafers. Poly-Si chips are found to generate larger amounts of dislocation
rosettes, below the main seed interface (Figure 6 (a)), than FBR granules (Figure 6 (b)).
Above the seed interface (Figure 7 (a)) the difference between the two compartments is
relatively small, with the poly-Si wafer (C133) having approximately 10% more area covered
in dislocation clusters than the FBR wafer (A130). This difference does, however, increase
towards the top of the ingot, where the top poly-Si wafer (i.e. C1; Figure 7 (b)) has
approximately 35% more area covered in dislocation clusters than the top FBR wafer (i.e.
A1; Figure 7 (c)). Compared to the mc-Si ingot, where almost 33% of the top measured wafer
is covered in dislocation clusters, there is considerably less dislocation generation in both
seeded compartments. Position 002 shows a fraction comparable to that of the top-most wafer
from the poly-Si seeded compartment.

**B. Minority carrier lifetime analysis**
The measured minority carrier lifetime maps are shown for the FBR material, in both the as-
cut and phosphorus gettered state, in Figure 8 (a) and (b) respectively.

As clearly seen, the wafers have been cut partly into the red-zone of the ingot. The average
minority carrier lifetimes are summarized in Figure 8 (c). While the lifetimes are generally
below 30\(\mu\)s for the as-cut samples, there is a significant lifetime increase with phosphorus
gettering. The difference between the two compartments is small, except at the top-most
positions, where there is a 25\(\mu\)s difference in favour of the FBR compartment. In order to
study the effect of grain size on the ability to perform efficient phosphorus gettering we define a response to phosphorus gettering parameter, or RPG, as the lifetime after phosphorus gettering $\tau_{PDG}$ divided by the lifetime before phosphorus gettering $\tau_{as-cut}$ (i.e. in the as-cut state):

$$RPG = \frac{\tau_{PDG,norm}}{\tau_{as-cut,norm}}$$

(Eq. 3.1)

This parameter has been plotted in Figure 8 (d), and shows that the RPG maximise around 300 - 400 for grains larger than 20mm$^2$, and decreases to 50 for very small grains.

Figure 7. (a) The fraction of the total wafer area covered in visible dislocation clusters for the two ingots investigated. Micrographs of Sopori-etched (b) C1 and (c) A1 wafers.

Discussion

A. Microstructural characterization

Contrary to conventional growth of mc-Si, which initiates by random nucleation on the crucible bottom (Figure 9 (a)), seeded growth initiates directly on top of the seed particles instead. Grains that are in contact with the solidifying melt will act as the foundation for the final structure of the ingot (Figure 9 (b)), and the microstructural characteristics of the final ingot will, to a certain extent, reflect the microstructure of the seed particles. Both seed materials consists of a highly randomized grain structure, as suggested by the wide distribution of grain orientations in Figure 4 (b), and the high fraction of random angle grain boundaries in Figure 5 (c). The grain size of the FBR seed particles are, however, approximately four times larger than that of the poly-Si chips (Figure 3 (d)). Freshly grown poly-Si rods and FBR granules usually show a much smaller size than found in this work. Poly-Si chips usually display feather-like grains, having typical diameters and lengths of 1µm and 10µm, respectively. However, after annealing at 1400°C for 7hrs, the feathers changed into more equiaxial structures with average grain sizes of 4µm [12]. The grain size of FBR
granules is even smaller, with an average equiaxial grain size on nanometre scale [13]. This suggests that there is a coarsening of the grain structure when the material is used for seeding purposes. Even though the actual mechanism governing this coarsening is still unknown, the measurements in Figure 3 (d) reveal that the edge of the poly-Si chips have a larger average grain size than the in the middle of the chips, suggesting that the coarsening starts on the surface of the seed particles. As the FBR granules are smaller than the poly-Si chips, they may be more prone to coarsening, thereby explaining the larger grain size.

Figure 8. Minority carrier lifetime maps of the (a) as-cut and (b) phosphorus getters state of the FBR material. (c) The average lifetimes for all positions of the HPMCSi ingot. (d) The response to phosphorus gettering (RPB), as given by Eq. 3.1, and the corresponding increase in lifetime by phosphorus gettering, plotted as a function of grain size.

As previously mentioned, gaps appear between poly-Si seeding chips that allows melt to penetrate into the seed structure and solidify below the main seed interface. The grains forming below the seed interface will grow towards the main seed interface and lead to an increase of the average grain size and grain size distribution found at the main interface. The
average grain size (Figure 3(d)), including the grains within the gaps, was measured to approximately 706μm, which is only marginally lower than the average grain size measured for FBR seeds (727μm). The two compartments have similar starting points in terms of grain size, and display a similar grain size development throughout the whole ingot height. Compared to the conventional mc-Si ingot the average grain size is smaller for both HPMCSi compartments. The grain size and grain structure of conventional mc-Si are mainly governed by grain nucleation and selection taking place during the early stages of solidification [14], and the most common growth conditions for mc-Si therefore typically lead to a grain structure that is dominated by fewer and larger grains already from the point of nucleation.

The initial random grain structure of the seed particles is reflected upwards in the ingot. However, there appears to be some preference for near-<111> and near-<112> oriented grains at higher positions ((Figure 4(c)). Grain selection is a complex subject, and is still far from completely understood, but the dominance of <112>-oriented grains have been reported in several publications before [7, 15]. There is, however, currently no clear explanation to this phenomenon. One of the groups observed that <112>-oriented grains tend to form by transformation of an initially <110>-oriented grain [15], which may be explained by twinning on {111}-facets existing at the growing liquid-solid interface [16, 17].

**Figure 9.** While the microstructure of conventional mc-Si is largely determined by grain selection taking place during nucleation and early growth, the microstructure of (b) seed-assisted solidification is largely determined by the microstructure of the seed particles.

As previously seen in Figure 5(b) and (c), the seed particles also contain very high grain boundary densities, where 80% - 90% of the total grain boundary length is random grain boundaries. These characteristics are also reflected throughout the ingot, with relatively high
fractions of random angle grain boundaries compared to the conventional mc-Si ingot. The grain boundary density reduces rapidly towards the top of the ingot due to increasing grain size, but the fraction of random grain reduces only from ~60% to ~50% over the same height. The reduction in random angle grain boundaries is accompanied by a corresponding increase in $\Sigma 3$ boundaries, and is therefore probably related to twinning taking place during the growth process [18]. Conventionally grown mc-Si ingots usually display higher fractions of $\Sigma 3$ [19], as twins form already at the point of nucleation [20]. The apparent increase in the fraction of random angle grain boundaries towards the top of the mc-Si ingot is probably related to statistical uncertainties, as the top EBSD scan contains very few grains.

The poly-Si chips appear to have approximately half the fraction of $\Sigma 3$ boundaries of FBR granules (Figure 5 (c)). However, as seen from the neighbouring column in the figure, representing the grains within the gaps, the fraction of $\Sigma 3$ boundaries has already reached a value of 0.3, suggesting that a considerable amount of twinning happens relatively early in the solidification process.

The concentration of dislocations is significantly lower in the HPMCSi ingot than in the conventional mc-Si ingot, and almost completely absent close to the seed-interface (Figure 7 (a)). While the total area covered by dislocation clusters reaches almost 32% in the top of the mc-Si ingot, it is only 10% - 15% in the top of the HPMCSi ingot. This has previously been related to the combined effect of small grain size and high density of random grain boundaries, which are known to terminate dislocation clusters [4]. The clusters are therefore not allowed to dominate to the same extent, as in conventional mc-Si. There is an increasing fractional difference in the area covered with dislocation clusters towards the top of the two HPMCSi compartments, where the poly-Si compartment have approximately 35% more area covered in dislocation clusters than the FBR compartment. By studying Sopori etched samples cut just below the main seed interface one can observe that poly-Si chips appear to generate more dislocations, in the form of so-called dislocation rosettes, than FBR granules (Figure 6 (a) and (b)). While FBR granules are spherical and pack densely together, poly-Si chips, on the other hand, have a much more irregular shape with sharp edges that can readily indent and scratch neighboring chips. Such indentation points are well-known to lead to formation of dislocation rosettes [21]. Due to the complexity of such rosettes, the dislocations are considered to be relatively immobile and may be why we do not observe the rosettes in the A130/C133 wafer pair. However, such concentration points may still trigger other dislocation sources. Scratches and other surface damages are well-known to introduce
dislocations at temperatures above 900°C that may propagate to relieve elastic strain. Another possible source of dislocations at the seed level may be the expansion of melt in-between the seed-particles. Liquid silicon expands on solidification, which may lead to generation of stresses if the expanding liquid meets any form of resistance. Due to the irregular shape of poly-Si chips the stress may distributed inhomogeneously throughout the seed volume, and can therefore potentially lead to areas where the stress exceeds the critical stress limit for plastic deformation [22], resulting in dislocation generation and/or multiplication. The difference in the dislocation concentration in the lowest A130/C133 wafer pair is low, but this may just be related to the clusters still being very small, and thereby having minimal influence on the area fraction containing dislocations at this level. Another explanation may be the influence of $\Sigma 27$ boundaries, which can act as sites for nucleation of dislocations [18]. The influence can be estimated by calculating the ratio between the density of $\Sigma 27$ grain boundaries (i.e. generating boundaries) and the density of random angle grain boundaries (i.e. terminating boundaries). This ratio is found to be approximately 67% higher in the C133 wafer than in the A130 wafer, and averaged to approximately 20% higher for the other wafers of the poly-Si compartment, suggesting that the increased density of $\Sigma 27$ also may explain the increased dislocation generation observed in the poly-Si compartment.

B. Minority carrier lifetime analysis

As-grown multicrystalline silicon ingots are generally known to contain metallic impurities which in the end can be very detrimental to the minority carrier lifetime and final device efficiency [23]. These impurities can, in their dissolved state, be removed from the material by phosphorus gettering [2], which explains the increase in intragranular minority carrier lifetime after phosphorus gettering (Figure 8 (c)). However, defects, such as dislocations and grain boundaries, tend to internally getter impurities and trigger precipitation [24]. Precipitates respond poorly to phosphorus gettering [25], and will therefore reduce the local minority carrier lifetime by increased recombination activity [26, 27]. The recombination activity of grain boundaries has previously been found to depend on the degree of lattice coincidence of the boundary, where higher Coincident Site Lattice (CSL) and non-CSL boundaries are found to have higher activities than lower, and more symmetrical, CSL boundaries [28, 29]. When not containing any dislocation clusters, larger grains tend to have relatively high intergranular lifetimes after phosphorus gettering, as e.g. seen on the top wafers in Figure 8 (b). The lifetime gain (i.e. the lifetime increase from as-cut to PDG state) has been plotted as a function of grain area in Figure 8 (d), and shows a considerable
reduction in intragranular lifetime for smaller grains. This suggests that grain boundaries still play a major role in limiting the lifetime of smaller non-dislocated grains, as a higher fraction of the minority carriers will be generated their vicinity, and further improvement to this material depends upon improvements to the gettering and/or other post-treatment techniques.

Conclusions
High-performance characteristics, i.e. small grain, low dislocation density and high density of random angle grain boundaries, were found for both compartments. By a simple texture analysis we observe that the initially random grain structure develops a weak preference for near-<111> and near-<112> oriented grains upwards in the ingot. Closer investigations of the seed structures reveal a considerable coarsening of the default as-grown microstructure of the two seed materials, but appears to be more extensive in the FBR material. Polysilicon chips therefore have the potential of providing ingots with finer grain structure than FBR seeded ingots, but in order to achieve this, one should prevent the gaps that appear due to the irregularities of the chips. Ingots seeded by poly-Si chips may, however, be more prone to dislocation generation than ingots seeded by FBR granules, due to morphological irregularities, and a more uniform granular seed morphology may therefore be better fitted for seeding applications. The small grained structure required for this type of material leads to a high grain boundary density and, combined with the lack of dislocation clusters, grain boundaries become an even more prominent defect.
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Abstract—In recent years, high-performance multicrystalline silicon (HPMC-Si) has emerged as an attractive alternative to traditional ingot-based multicrystalline silicon (mc-Si), with a similar cost structure but improved cell performance. Herein, we evaluate the gettering response of traditional and high-performance multicrystalline silicon. Microanalytical techniques demonstrate that HPMC-Si and mc-Si share similar lifetime-limiting defect types, but have different relative concentrations and distributions. HPMC-Si shows a substantial lifetime improvement after P-gettering compared to mc-Si, chiefly because of lower area fraction of dislocation-rich clusters. In both materials, the dislocation clusters and grain boundaries were associated with relatively higher interstitial iron point defect concentrations after diffusion, suggestive of dissolving metal-impurity precipitates. The relatively fewer dislocation clusters in HPMC-Si are shown to exhibit similar characteristics to those found in mc-Si. Given similar governing principles, a proxy to determine relative recombination activity of dislocation clusters developed for mc-Si is successfully transferred to HPMC-Si. The lifetime in the remainder of HPMC-Si material is found to be limited by grain-boundary recombination. To reduce the recombination activity of grain boundaries in HPMC-Si, coordinated impurity control during growth, gettering, and passivation must be developed.

Index Terms—defects, dislocations, dislocation recombination activity, eccentricity variation, high-performance multicrystalline silicon, minority-carrier lifetime, photovoltaics, recombination, synchrotron.

I. INTRODUCTION

Given the recent downward price trend for photovoltaic (PV) modules, industry is pressed to reduce costs to improve profitability. Increasing module efficiency is an effective approach to system cost reduction [1, 2]. Because module efficiency is governed in part by wafer quality, industry efforts are focused on reducing wafer defect density while retaining low cost-per-area [3]. In particular, much attention is focused on reducing the density of dislocations, i.e., one-dimensional extended defects, which are among the most detrimental defects in ingot-based multicrystalline silicon (mc-Si) [4-6].

The properties of dislocations have been studied in model structures, such as organized Si/SiGe misfit dislocation arrays [7-9], as well as in industrial multicrystalline silicon [10, 11]. The recombination activity of dislocations has been associated with the decoration of transition metal impurities [12]. A lower dislocation density reduces the number of energetically favorable heterogeneous nucleation sites for metal impurities [13]. During subsequent process steps including phosphorus diffusion gettering and hydrogenation, larger bulk minority-carrier lifetime improvements are observed in silicon with lower dislocation densities [14-19], substantiating the strong empirical link [19-21] between the presence of dislocations and final device performance.

Recent works have detailed the growth methods and structural characteristics of an emerging material referred to as high-performance multicrystalline silicon (HPMC-Si), which has higher quality than mc-Si [22-24]. In contrast to mc-Si, HPMC-Si is known for a lower average grain size and a lower dislocation cluster density due to controlled grain-growth kinetics that render grain boundary (GB) types favorable to a low density of dislocation clusters [25]. However, some dislocation clusters are still present in HPMC-Si.

Because defects, in particular dislocations, can result in an inhomogeneous electrical response after phosphorous diffusion gettering (P-gettering) [13, 18, 19] it is unclear how HPMC-Si responds to P-
gettering and how this response compares to P-gettered mc-Si grown under similar conditions. Understanding this response is essential to maximizing the wafer and cell performance, and to guiding future crystal growth developments.

Herein, we study both mc-Si and HPMC-Si materials grown under identical growth conditions (e.g., furnace, crucible, crucible lining materials, and feedstock). Samples are selected for processing and analysis at equal ingot heights to elucidate the differences between their dislocation densities and electrical performances upon P-gettering. We compare and quantify the lifetime improvements of both materials after processing. We correlate local differences in regions of low performance with structural and elemental origins (e.g., dislocations and impurities) to assess the root cause(s) of performance differences between mc-Si and HPMC-Si. We also test and validate a methodology in HPMC-Si, previously proposed in mc-Si material [26], which can help determine the relative electrical recombination activity of dislocation clusters in a rapid manner.

II. MATERIALS AND METHODS

A. Material Growth

To enable comparison on the basis of material properties, HPMC-Si and mc-Si ingots are prepared using the same polysilicon feedstock, growth furnace, crucible, and crucible lining material. Two p-type 12 kg pilot-scale ingots, a seed-assisted HPMC-Si ingot and a conventional mc-Si reference ingot, are grown in a Crystalox DS 250 directional solidification furnace. The crucible used for both materials is a Fused Silica Solar Crucible from Vesuvius coated with Si3N4 from UBE America, containing approximately 29 ppmw and 10 ppmw of Fe, respectively.

The mc-Si ingot is grown from polysilicon chips with 6N purity with a final ingot diameter of 250 mm and height of 105 mm. Melting is performed over a time span of 420 min at a plateau temperature on the susceptor of 1535 °C (actual temperature in the crucible is lower). The cooling process is split into two parts; the first part has a cooling rate of 0.75 °C/min for 70 min, while the second part has a cooling rate of 0.1 °C/min for 400 min, until complete solidification is achieved.

The section of HPMC-Si ingot studied herein is grown also from polysilicon chips, and in the same crucible as the mc-Si ingot. The time-temperature profile differs from that of the mc-Si ingot in that the melting step is shortened in order to prevent complete melting of the polysilicon feedstock (i.e., leaving a residual seed-layer of polysilicon chips on the bottom of the crucible). Melting is performed at the same susceptor temperature of 1535 °C but over a total time span of 170 min, with a split cooling rate of 0.75 °C/min the first 80 min and a cooling rate of 0.1 °C/min for the remaining 360 min. The final ingot is cut into nine 50 × 50 × 105 mm3 bricks, and the three bricks in the central row are wafered by a slurry-based wire-saw.

Sample wafers are extracted and laser cut (50 mm × 50 mm × 200 μm) from the same solidified fraction height (f = 0.75) from both mc-Si and HPMC-Si grown bricks, with measured resistivity values of 0.97 Ω-cm and 0.92 Ω-cm, respectively.

B. Minority-Carrier Lifetime Analysis

To conduct minority-carrier lifetime analysis, samples are first saw-damage etched in a HNO3:CH3COOH:HF volumetric ratio mixture of 36:12:5 for five minutes, which removes approximately 20 μm from the wafer. Samples are then cleaned in an RCA solution to eliminate organic and metal contaminants prior to surface passivation. Surface passivation is performed by first depositing 20 nm of Al2O3 via atomic layer deposition in a Cambridge NanoTech Savannah 200 tool at a temperature of 200 °C, then subsequently annealing the samples at 350 °C for ten minutes in a N2 environment.

Lifetime is mapped with a Semilab WT-2000 microwave-photoconductance decay (μ-PCD) tool with a pixel resolution of 250 μm, both for the as-grown state and after phosphorus diffusion. Normalized “lifetime ratio” maps are produced by matching spatial coordinates between the as-grown and P-gettered lifetime maps, and dividing their pixel (lifetime) values. The μ-PCD lifetime values
are obtained by fitting a single time constant to a decay curve. Given the low generation rate from the \(\mu\)-PCD technique and the correlation with lifetime values measured by calibrated photoluminescence at low injection, we note that \(\mu\)-PCD lifetime maps are low-injection lifetime values dominated by Shockley-Read-Hall recombination.

Photoluminescence imaging (PLI) is performed with a pixel resolution of approximately 50 \(\mu\)m. PLI is acquired by illuminating passivated samples with a 25 W, 808 nm, fiber-coupled diode laser, and captured with a PIXIS 1024BR Si CCD camera with an InP wafer and a Schott RG1000 long-pass filter to improve sensitivity.

Interstitial iron concentration (Fe\(_i\)) is calculated by measuring lifetime after dissociating iron-boron (Fe\(_i\)-B\(_i\)) pairs, and then allowing for re-association for 150 min in the dark, then measuring lifetime again by quasi steady-state photoconductance (QSSPC) (Sinton WCT-120) \(\text{[27, 28]}\). The calculation and experimental parameters used herein are detailed in \(\text{[29]}\). Noise analysis for the Fe\(_i\)-B\(_i\) measurement technique is based on the analysis for the Cr\(_i\)-B\(_i\) measurement technique described in \(\text{[30]}\).

Qualitative, spatially-resolved interstitial iron concentration (i.e., [Fe\(_i\)]) maps are acquired with the PLI experimental setup (laser and camera). The maps are acquired after dissociating Fe\(_i\)-B\(_i\) pairs with the diode laser and allowing for pair re-association.

The impact of grain boundaries and grain size upon P-gettering and its combined effect with intragranular dislocation clusters is assessed on the HPDMC-Si P-gettered sample by performing line scans between GBs on a PL image. PLI values are normalized from 0 to 1, with a pixel resolution of approximately 50 \(\mu\)m.

C. Phosphorous Diffusion Gettering

Wafers are cleaned prior to gettering using an RCA clean. Phosphorous gettering is performed in a Tystar Tytan 2800 POCl\(_3\) furnace, using a time-temperature profile that consists of loading the sample at 700 °C, ramping up to 845 °C, and holding for 30 min before cooling down at a rate of 4.5 °C/min and unloading at 750 °C.

After phosphorous gettering, the samples are etched again in a HNO\(_3\):CH\(_3\)COOH:HF solution (volumetric ratio mixture of 36:12:5) for two minutes removing 8 \(\mu\)m in total and the entire formed emitter, cleaned in RCA, and surface-passivated with Al\(_2\)O\(_3\) for characterization of the materials’ lifetime-performance response to the P-gettering process, with the same lifetime analysis procedure detailed before.

D. Defect Elucidation and Eccentricity Characterization

Samples are etched with a Sopori solution (HNO\(_3\):CH\(_3\)COOH:HF with a volumetric ratio of 36:15:1) \(\text{[31]}\) for 45 s followed by a room-temperature dilute KOH quench described in \(\text{[32]}\) to reveal dislocations intersecting the sample surface as etch pits, averaging 6 \(\mu\)m in diameter. Dislocation etch pits are imaged with a Nikon LV 100 optical microscope at a pixel resolution of 1.46 \(\mu\)m.

A previous study associated dislocation recombination activity with the variance of dislocation etch-pit ellipticity \(\text{[26]}\). To quantify the variance of dislocation etch-pit ellipticity, two regions on the HPDMC-Si samples are analyzed at a higher pixel resolution of 0.15 \(\mu\)m. From the existing dislocation etch pits in these regions, eccentricity values of the etch pits are computed by fitting the pit major and minor axes, as detailed in \(\text{[26]}\).

E. Metal-Decoration Analysis

To identify the presence of metals decorating dislocation clusters, synchrotron-based micro X-Ray Fluorescence (\(\mu\)-XRF) measurements are performed at Beamline 2-ID-D at the Advanced Photon Source at Argonne National Laboratory with 10 keV X-ray energy and a 200 nm full-width at half-maximum beam spot size. The selected dislocation etch pits from two different dislocation clusters are scanned via a flyscan method, with a 220 nm step size and a 900 ms dwell time per spot.
III. RESULTS

Fig. 1a shows the change in mc-Si minority-carrier lifetime after P-gettering. The first two μ-PCD maps show the as-grown and P-gettered lifetimes, using the same scale corresponding to lifetime values up to 100 μs. The third frame shows the ratio of P-gettered to as-grown lifetime maps. Lifetime values (i.e., pixels) that did not change after P-gettering have a numerical value of 1. Areas that perform worse after getting are shown in red, and lighter shades of gray color indicate greater lifetime improvement after P-gettering.

To quantify the differences observed in the lifetime ratio map, the values from both as-grown and P-gettered mc-Si lifetime maps are plotted on the x-axis and y-axis, respectively, of Fig. 1c. The lifetime performance evolution of the mc-Si sample from as-grown and after P-gettering is represented in orange circles. The median lifetime values are binned in 5 μs intervals and shown as yellow triangles. Lifetime performance evolution of HPMC-Si is also shown in gray circles in the background, with their median lifetime values acquired in 5 μs intervals and shown as white squares.

Shown in the same scatter plot are three lines with different slopes denoting: no difference in lifetime between the as-grown and P-gettered mc-Si lifetime maps are plotted on the x-axis and y-axis, respectively, of Fig. 1c. The lifetime performance evolution of the mc-Si sample from as-grown and after P-gettering is represented in orange circles. The median lifetime values are binned in 5 μs intervals and shown as yellow triangles. Lifetime performance evolution of HPMC-Si is also shown in gray circles in the background, with their median lifetime values acquired in 5 μs intervals and shown as white squares.

Shown in the same scatter plot are three lines with different slopes denoting: no difference in lifetime between the as-grown and P-gettered state (“1:1”), 50% lifetime improvement by P-gettering (“1.5:1”), and 100% improvement after P-gettering (“2:1”). Two arrows show the tendency of lifetime performance after gettering, with directions towards “Better” (above 1:1 slope line), or “Worse” (below 1:1 slope line) regions. The majority of median values for mc-Si lie below the 1:1 dashed line, indicating a decrease in lifetime after P-gettering. Only median values between ~50 μs and ~60 μs in the as-grown state improved.

Fig. 1b shows two μ-PCD lifetime maps of the as-grown and P-gettered HPMC-Si sample, with the third image corresponding to a ratio between P-gettered and as-grown maps. Color-code and values represent the same performance changes as in Fig. 1a. Lifetime values are normalized to the same color bar, corresponding to lifetime values up to 250 μs.

In Fig. 1d, the lifetime values from both HPMC-Si as-grown and P-gettered lifetime maps are plotted on the x-axis and y-axis, respectively. The lifetime performance evolution of the HPMC-Si sample, as-grown and after P-gettering, is represented in green circles, with median lifetime values binned in 5 μs intervals shown as blue squares. Lifetime performance evolution of mc-Si (shown in orange color in Fig. 1c) is also plotted in gray circles in the background, with respective median lifetime values shown as white triangles.

Lines with different improvement intensity slopes are also shown. The majority of median values for HPMC-Si lie above the 1:1 dashed line, and in some instances, close to 2:1. An increased performance is observed in low as-grown lifetime regions (~0 to 50 μs), and in higher as-grown lifetime regions (~60 to 100 μs).

Lifetime ratio maps for both mc-Si (Fig. 2a) and HPMC-Si (Fig. 2c) are shown with corresponding [Fe i] maps in Fig. 2b and 2d, respectively. Both ratio maps and [Fe i] maps (acquired after P-gettering) have a yellow-dashed line enclosing a representative region of interest.

Dislocation etch pit maps from the yellow regions in the mc-Si and HPMC-Si samples are shown in Figs. 2e and 2f, respectively. A higher area fraction of densely clustered dislocation etch pits are observed in the mc-Si sample than the HPMC-Si sample. The red (underperforming) areas correspond to regions with dense dislocation clusters in both samples.

Likewise, the underperforming (red) areas also coincide with higher [Fe i] values. Quantitative iron-boron (Fe-B) pair dissociation measurements indicate an average as-grown [Fe i] concentration of $1.3 \times 10^{11}$ cm$^{-3}$ in an adjacent mc-Si sample. After a standard P-gettering process, the [Fe i] is reduced to $1.1 \times 10^{10}$ cm$^{-3}$. The as-grown [Fe i] in the HPMC-Si sample is reduced by 95% from $1.1 \times 10^{11}$ cm$^{-3}$ to $5.4 \times 10^{9}$ cm$^{-3}$ upon P-gettering.

A photoluminescence (PL) image of a HPMC-Si region is shown in Fig. 3a. Dark regions represent low counts and low lifetime, while bright regions indicate higher counts and relatively higher lifetime. The PL image corresponds to a region of the
HPMC-Si sample that contains dislocation etch pits, as observed in Fig. 3b. Dislocation populations 5.6 mm apart are selected from regions with high PL counts (white square on the left) and low PL counts (white square on the right).

The areas enclosed in the white squares are surveyed for etch-pit eccentricity analysis. Optical micrographs of the two surveyed areas are shown in Fig. 3c, where the high PL counts region corresponds to the dislocation etch pits shown on the left, and the low PL counts region corresponds to the dislocation etch pits shown on the right.

Frequency histograms of etch-pit eccentricity for each of the dislocation populations are shown in Fig. 3d. These histograms demonstrate the total fraction of dislocation etch pits measured with a given eccentricity value, ranging from 0 (perfect circle) to 1 (elongated ellipse). The ellipticity distribution for the population labeled “Low Recombination” (high PLI counts) is narrower than the distribution for the population labeled “High Recombination” (low PLI counts) in Fig. 3d.

Regions around the enclosed area in white in Fig. 3b are further surveyed with μ-XRF analysis to determine the presence of metal decoration. A total surface area of 912 μm² and a total surface area of 606 μm² are scanned from the high- and low-recombination activity regions, respectively. The μ-XRF map from the high-recombination activity region is shown in Fig. 4. Different elements are measured; however, given the relatively high detection of Fe fluorescence compared to other elements and its known detrimental impact on solar cell performance, only Si and Fe maps are shown.

Dark regions in the Si channel are dislocation etch pits, and dark regions in the Fe channel correspond to a higher count rate of Fe-Kα radiation, indicating the presence of Fe-rich particles. A magnified map within the recombination-active region reveals the presence of Fe-rich particles with an area density of up to 0.037 μg/cm². There is no signal above the noise floor of 0.010 μg/cm² detected in the Fe channel for the five recombination-inactive dislocation etch pits surveyed (not shown).

To determine the combined effect of intragranular dense dislocation clusters with GBs — the latter being present in relatively higher density in HPMC-Si — a minority carrier lifetime analysis is performed in the P-gettered HPMC-Si sample across different grains, with and without dense dislocation clusters.

A PL image of the HPMC-Si P-gettered sample is shown in Fig. 5a. Dark regions represent low PL counts and relate to low minority-carrier lifetimes, while bright regions indicate high counts and relatively higher lifetimes. The influence of grain boundaries in minority-carrier lifetime is analyzed by performing a linescan analysis between two grains and across a grain boundary, shown by a red line in Fig. 5b, where the normalized minority-carrier lifetime variation is shown as a function of distance from the grain boundary. The maximum normalized PLI count is acquired at the center of 65 different grains, indicating their relative intragranular carrier lifetime, and plotted on the y-axis of Fig. 5c. On the x-axis, the distance measured between GBs through their minor axes (conservative proxy for grain size) is plotted. The open circles correspond to grains without dense intragranular dislocation clusters, and red rhomboids correspond to grains with high densities of intragranular dislocations.

IV. DISCUSSION

A striking electronic-quality difference between HPMC-Si and mc-Si is their response to P-gettering. A much larger lifetime improvement is observed after gettering of HPMC-Si than mc-Si, as quantified in Fig. 1. For HPMC-Si, 75% of the analyzed wafer area in Fig. 1 improve after gettering, i.e., have a “lifetime ratio” (final divided by initial lifetimes) greater than one. In contrast, for mc-Si, only 49% of the lifetime values improve upon gettering (i.e., found above the 1:1 ratio line in Fig. 1c.)

To assess the root cause(s) of the difference in performance improvement with gettering, microanalytical techniques are employed. Our results show that HPMC-Si and mc-Si share similar lifetime-limiting defect types, yet the relative concentrations and distributions are different. Compared to traditional mc-Si, HPMC-Si contains a
smaller area-fraction affected by high dislocation density; those remaining dislocations in HPMC-Si nevertheless exhibit similar characteristics to those in mc-Si. Furthermore, the grain boundaries of HPMC-Si are recombination active, and the recombination activity thereof must be reduced (e.g., through impurity control during growth, gettering, and passivation) to enable high-performance devices.

A. Dislocated Area Fraction Governs Gettering Response

Regions of high dislocation density in Figs. 2e and 2f correspond to red-colored regions (i.e., degraded lifetime after gettering) in Figs. 2a and 2c. We note that the selection of mc-Si and HPMC-Si samples at the same solidification height ($f=0.75$) and crystallization environment ensures consistency in height-dependent variables, such as dopant/impurity segregation and in-diffusion. Therefore, we conclude that differences in gettering response of our HPMC-Si and mc-Si grown under similar conditions can be attributed chiefly to differences in crystal structure and area fraction of high dislocation density. This can be understood in the context of studies of other crystalline-silicon-based materials [13-16, 18, 19], that areas of high dislocation density resist lifetime improvement during gettering.

Although HPMC-Si contained far fewer dislocation-rich regions (and hence, fewer red regions in Fig. 2e), our results indicate room for further improvement by reducing the area affected by dislocations. In HPMC-Si, as in mc-Si, the recombination activity of dislocations can be inhomogeneous, warranting a detailed assessment on the impact of such dislocation clusters for further crystal growth and cell processing improvements. For the etch-pit geometry analysis, the two dislocation etch pit populations from HPMC-Si selected are less than 6 mm apart and show a significantly different PL contrast, indicating a difference in electrical recombination activity. We verify a characterization method developed for mc-Si [26] in which the eccentricity variation of the dislocation etch pits can also be used to determine relative recombination activity of a dislocation cluster in HPMC-Si. Literature suggests that when the distribution of the etch pits’ eccentricity varies highly, as shown in Fig. 3c, metal precipitation at such dislocations is shown to be favorable [26]. The data obtained on HPMC-Si, although limited, is consistent with this trend.

It should be noted that the eccentricity proxy is more effective to study populations of dislocations that are not densely ($>10^5$ cm$^{-2}$) clustered, because dense dislocation clusters tend to have a significant amount of overlapping etch pits, inhibiting accurate eccentricity assessment. Dense dislocation clusters, as observed from the plain dark regions in Figs. 2e and 2f, tend to have an ineffective gettering response. These results suggest that further engineering of thermal profiles during growth [4-6, 33, 34] or seeding optimization [35] should be pursued to reduce the concentration of dense dislocation clusters in HPMC-Si.

B. Role of Impurities in Differences of Gettering Response

From studies on other crystalline-silicon-based materials, it is known that the recombination activity of dislocations is enhanced by impurity point defects [8, 11, 36, 37] and precipitates [12]. During gettering, precipitates at structural defects such as dislocations are known to dissolve (partially or fully), releasing metal point-defects into the surrounding material and locally enhancing recombination activity [13, 38]. In contrast, dislocation-free single-crystalline regions with medium- (e.g., Fe) and fast-diffusing (e.g., Cu, Ni) impurities are known to respond well to gettering, resulting in lower impurity point defects after gettering and correspondingly higher bulk lifetimes [13, 15].

Some authors have suggested dividing any crystalline silicon wafer into these two types of region — dislocated defect clusters and defect-free single-crystalline regions — and modeling wafer performance using an equivalent circuit model comprised of these two types of region [20, 21, 39, 40]. One could take this one step farther, and consider the gettering response of the as-grown
material in the context of dislocation-rich and dislocation-free regions. Thus the area fraction of dislocation-rich material in the as-grown wafer could be expected to dictate the post-gettering area affected by high concentrations of impurity point defects, and consequently, the as-gettered bulk lifetime.

These observations in other materials appear consistent with our measurements of impurity and minority-carrier lifetime distributions in HPMC-Si and standard mc-Si. μ-XRF indicates some precipitated metals at a recombination-active structural defect cluster in HPMC-Si. Though no metals were detected at the five etch pits analyzed in the recombination-inactive cluster, there are insufficient statistics to render judgment on the absolute absence of metals at other recombination-inactive etch pit clusters. Our results, however, are consistent with previous observations where recombination-inactive dislocations do not tend to coincide with metal-rich precipitates [20]. We therefore posit that the mechanism for preferential metal decoration at energetically favorable heterogeneous nucleation sites (disordered dislocation etch pits) in HPMC-Si is likely similar to that reported in conventionally grown mc-Si.

Distilling the insights of the previous two paragraphs, HPMC-Si contains a smaller area fraction affected by recombination-active dislocations than mc-Si, hence it is unsurprising that an overall lower [Fe I] is measured by PLI and QSSPC after P-gettering in HPMC-Si than mc-Si (Fig. 2). The lower [Fe I] present after P-gettering matches an increased effective lifetime in comparison to mc-Si, as evidenced in Fig. 1.

After P-gettering of HPMC-Si, QSSPC measurements indicate a wafer-average [Fe I] of 5.4×10^9 cm^3, which yields a bulk lifetime entitlement of 2.8 ms at Δn=1×10^14 cm^3. However, the highest measured lifetime in Fig. 1 is only ~250 μs. We examine several possible root causes for this discrepancy. By repeating the analysis reported in [41], we exclude the BO complex in our material, as we only observe a 6% variation in lifetime influenced by this defect. Remaining possibilities not excluded by experimental data are (i) the presence of other metal point defects, especially non-getterable slow diffusers, and (ii) the presence of sparse isolated dislocations. However, a simpler explanation exists, which also appears supported by the data: If bulk lifetime is large and grain size is small, carriers can diffuse to and recombine at the nearest grain boundary. In the next sub-section, we show this hypothesis to be consistent with our data.

C. Role of Grain Boundaries in Differences of Gettering Response and Residual Recombination Activity

Although some regions degrade during P-gettering of HPMC-Si (i.e., red areas in lifetime ratio map) because of the presence of dislocation clusters, elsewhere, there is a lower-than-expected and inhomogeneous lifetime improvement upon P-gettering. In this section, we posit that GBs limit the intragranular lifetime in HPMC-Si. Two pieces of evidence support this hypothesis: (1) The grain boundaries in HPMC-Si are highly recombination active. The large PL contrast seen at GBs in Fig. 5a, and measured through a linescan in Fig. 5b, indicate that GBs play a significant role in limiting the as-gettered minority carrier lifetime. GBs in HPMC-Si are predominantly random-angle in character [22], and random-angle GBs are known to be among the most recombination active in silicon, both intrinsically and also when contaminated with iron [42, 43]. Our HPMC-Si samples exhibit measureable concentrations of iron point defects near GBs, as shown in the [Fe I] image in Fig. 2d. Literature suggests that during P-gettering, iron-silicide precipitates found at GBs [44] can (partially) dissolve [45], releasing point defects into the surrounding material [46, 47]. (2) The lifetime in intragranular regions appears to be strongly affected by carriers diffusing to and recombining at the nearest GB. The impact of grain size is plotted in Fig. 5c, where larger grain sizes correspond to higher maximum minority-carrier lifetimes. The open circles in Fig. 5c show a consistent trend between the measured maximum PL counts after P-gettering, and distance between GBs. This appears consistent with previous modeling studies in which intragranular bulk lifetime is high and the effective
lifetime is governed by point-defect recombination at or near grain boundaries [47, 48]; in such materials, the effective lifetime seldom plateaus at the true bulk lifetime, because carrier diffusion to the nearest recombination-active grain boundary limits the effective lifetime. In contrast, when selecting grains that contain dense dislocation clusters (lower bulk lifetimes), the maximum PL counts computed is significantly depressed, as shown by the red rhomboids in Fig. 5c. Grains with dense dislocation clusters tend to have the lowest measured PL counts for a given grain size, when compared to dislocation-free grains. Interestingly, the dense dislocation clusters were mostly found at small grain sizes, and in few quantities, as shown in Fig. 2f and illustrated in Fig. 5c.

D. Outlook: Integrated Defect Engineering to Improve Bulk Lifetime of HPMC-Si

To mitigate the above effects and further improve bulk lifetime of HPMC-Si, we suggest a three-step approach to reducing GB recombination activity: (i) reduce the concentration of metals entering the as-grown crystal, through judicious selection of crucible and lining materials [49-53], (ii) develop and apply an optimized gettering process to reduce the density of recombination-active metal defects at grain boundaries and other structural defects [38, 45, 54, 55], and (iii) apply an optimized hydrogen passivation process to reduce recombination activity of residual recombination centers at structural defects [16, 56-58].

V. CONCLUSION

To elucidate root causes of different responses to P-gettering between HPMC-Si and mc-Si, we performed a systematic comparative study of the impact of iron point defects and structural defects, namely dislocations and grain boundaries. Identical growth environments and feedstock quality minimize uncontrolled variables. We observe that HPMC-Si achieves a better gettering response than mc-Si because of a significant lower concentration (area fraction) of dense dislocation clusters. After getting, a higher Fe concentration is observed at these dense dislocation clusters and at GBs in both materials, likely the result of dissolving metal precipitates.

Although the concentrations of defects in mc-Si and HPMC-Si are different, the physics governing their recombination activity appears to be similar, offering a path for further improvements in HPMC-Si. As in mc-Si, the recombination activity of dislocation clusters in HPMC-Si was found to be inhomogeneous. We tested and validated a proxy to measure the relative recombination activity of non-dense dislocation clusters in this new industrial material and found that the degree of disorder of the dislocation etch pits can be correlated to the electrical performance of a dislocation cluster. This suggests that some similar approaches might be effective to minimize dislocation density in both HPMC-Si and mc-Si.

The non-dislocated regions of P-gettered HPMC-Si appear to be limited by GB recombination, as evidenced by the tight correlation between grain size and maximum intragranular lifetime. Stated differently, the GB-limited lifetime does not appear to reach the plateau entitled by the bulk point-defect concentration. Reducing GB recombination in HPMC-Si is essential to realize further lifetime improvements. Advanced gettering and passivation, coupled to as-grown impurity control during crystallization, may offer a pathway to achieve this objective.
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Fig. 1. μ-PCD lifetime images: before P-gettering, after P-gettering, and the ratio of P-gettered/as-grown are shown for (a) mc-Si and (b) HPMC-Si. Red colors in the ratio images (values below 1) denote a decrease in minority-carrier lifetime, and gray scale (values above 1) denotes a lifetime improvement. A scatter plot of P-gettered lifetime vs. as-grown lifetime is shown for (c) mc-Si and (d) HPMC-Si, where the data plotted is the same in both graphs, but the colors emphasize the material being analyzed. In these plots, slopes with different lifetime ratio improvements are shown as 1:1, 1.5:1, and 2:1. Median values for every 5 μs intervals in the as-grown lifetime are shown as yellow triangles for mc-Si, and blue squares for HPMC-Si.
Fig. 2. Lifetime ratio map of (a) mc-Si and (c) HPMC-Si. Qualitative Fei maps for the same samples are shown in (b), and (d), respectively. Microscope images after chemical etching of the yellow-dashed regions are shown for (e) mc-Si and (f) HPMC-Si, where dislocation etch pits are shown as dark spots. These dislocation etch-pit maps are acquired from representative (average-performance) regions within each sample.
Fig. 3. (a) PLI of a HPMC-Si region with low PL counts regions (low lifetime) shown in dark color, and high PL counts regions (high lifetime) shown in bright color. (b) Light micrograph of the Sopori-etched region corresponding to the PLI from (a), where two dislocations populations (c), one from a low recombination-activity region (left) and one from a high recombination-activity region (right) are selected. The etch-pit eccentricity analysis, for (c) is shown in (d).
Fig. 4. μ-XRF map from the high recombination activity region selected in Fig. 3(b). X-ray metal point defect analysis shows the presence of Fe precipitates in the vicinity of dislocations from the recombination active cluster. No metal impurity precipitates are found in the surveyed recombination-inactive dislocation etch pits.
Fig. 5. (a) A PL image of P-gettered HPMC-Si, where dark and bright color represents low and high normalized PL counts, respectively. Red line connecting two grains represents the path for a linescan analysis. (b) Linescan on normalized PL counts between two grains crossing through a grain boundary. (c) Maximum normalized PL counts computed for 65 grains without dense intragranular dislocation clusters (open circles), and with dense intragranular dislocation clusters (red rhomboids)
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Abstract

This work presents β-Si$_3$N$_4$ as being the main nucleation site for multicrystalline silicon grown by directional solidification in crucibles coated with Si$_3$N$_4$-based coatings. We argue for initial nucleation occurring on the largest β-Si$_3$N$_4$ particles at very small undercoolings, in accordance with the free-growth model, with an increasing nucleation potency for smaller particles as the nucleation undercooling increases. A nearly continuous layer of large β-Si$_3$N$_4$ particles is found between the α-Si$_3$N$_4$ coating and the solidified silicon, confirming a transformation from α- to β-Si$_3$N$_4$ in the presence of liquid silicon. The layer appears to be in contact with the solidified ingot only at localized positions, and the apparent accumulation of parallel twins and other grain boundaries suggest that nucleation has occurred at these positions. We therefore suggest that dendrites have a pronounced effect on the grain structure also for conventionally grown multicrystalline silicon. The unpredictable occurrence of rapidly growing dendrites limits the grain refinement potential for the most common growth conditions. However, this work suggests that a certain degree of refinement can be achieved by utilizing a uniform distribution of large Si$_3$N$_4$ particles together with a slow cooling procedure. By engineering the size of the Si$_3$N$_4$ particles one should therefore be able to control the initial grain structure and to a certain degree tailor the final grain structure of the ingot.
Keywords: Silicon, Nucleation, Solidification, Grain refinement, Microstructure

1. Introduction

The combined demand for high performance solar-cells and reduced production costs stresses the importance of improving the crystal quality of silicon grown by the inexpensive directional solidification method. Considerable work has therefore been done to understand the mechanisms which determine the grain structure of the ingots, potentially leading to improved quality of the crystals grown by this method. This research has so far lead to two main approaches; the first consisting of imposing large undercoolings to the initial growth step in order to promote dendritic growth [1, 2] and the second utilizing different seeding techniques in order to avoid the nucleation step altogether [3, 4]. However, such methods bring additional costs and other challenges to the production process, and we suggest that new and even more potent methods can be developed by focusing on the understanding of the actual nucleation mechanism instead.

It is widely accepted that nucleation takes place on inoculant particles in contact with the molten silicon feedstock [5] by heterogeneous nucleation, and grains in multicrystalline silicon are generally found to nucleate on the crucible bottom and grow as elongated grains parallel to the temperature gradient towards the top of the ingot.

The crucibles used in the solidification process are usually coated with a thin layer of α-Si₃N₄ particles to prevent sticking of the ingot to the crucible, and as these coating particles are in direct contact with the melt they are clearly involved in the initial nucleation process. However, for particles to act as potent inoculants, certain criteria need to be fulfilled. Classical nucleation theory states that, in order for a nucleus to become stable and grow into a macroscopic crystal it needs to reach a certain critical size [5]. Potent inoculants therefore have to provide crystallographic facets with sizes allowing particles with this critical size [6,
7] to form. The critical size of a nucleus \( r^* \) can be expressed as in Eq. 1.1, where \( y_{SL} \) is the interfacial energy between the newly formed solid nucleus and the surrounding liquid, \( T_m \) is the melting temperature, \( \Delta H_p \) is the enthalpy of change for solidification and \( \Delta T \) is the nucleation undercooling.

\[
r^* = \frac{-2y_{SL}T_m}{\Delta H_p\Delta T}
\]

Due to the dependence on nucleation undercooling, numerous studies have been performed on measuring the nucleation undercooling for silicon on different substrates in silicon melts [8-12]. The measured temperatures do however span over several magnitudes (2 – 150K), as clearly seen in Fig. 1, also within the same sample sets, making it difficult to find any clear trends in terms of the nucleation potency. The variations found within sample sets can be assumed to be related to nucleation on impurities instead, and not necessary on the substrate under investigation. Therefore one typically assumes that the actual undercooling for nucleation on the substrate is the maximum undercooling measured within each sample set. Most of the measurements have been reported by Appapillai et al [10], but smaller sample sets from Brynjulfsen et al [8] and Tsoutsouva et al [12] have also been included. The grouping is based on the inner-most layer which is in direct contact with the silicon melt, and includes dry- and wet-oxidized silicon (Si), fused quartz (SiO₂), deposited amorphous Si₃N₄ (a-Si₃N₄), α-Si₃N₄ coating and Al₂O₃ crucible material. While SiO₂ substrates reach maximum undercoolings above 100K, Si₃N₄ substrates appear to favour undercoolings below 40K, suggesting that Si₃N₄ substrates are more potent inoculants. The reason for the comparable values of amorphous Si₃N₄ (α-Si₃N₄) and the crystalline α-Si₃N₄ coating may be related to a transformation of a-Si₃N₄ into a crystalline β-Si₃N₄ phase, as previously observed by Alphei et al [13]. The increase in nucleation undercooling for the Si/SiO₂/Si₃N₄ 40nm sample was explained by Appapillai in terms of thermal stresses between the two layers, but
may also just be a result of an increased influence from the underlying SiO$_2$ layer due to the Si$_3$N$_4$ layer being very thin. Tsoutsouva et al performed measurements on two fused silica products and found only a small difference in the measured nucleation undercooling. However, the reported sample size is small and the values are within the variance of the measurements done by Appapillai and Brynjulfsen, and clear conclusions cannot be made.

![Fig. 1. Overview of nucleation undercoolings as measured by Appapillai et al [10], Brynjulfsen et al [8] and Tsoutsouva et al [12] for different substrates. Grouping is based on the innermost layer which is in direct contact with the melt; including dry and wet oxidized silicon (Si), fused quartz (SiO$_2$), deposited amorphous Si$_3$N$_4$ (a-Si$_3$N$_4$), a-Si$_3$N$_4$ coating and Al$_2$O$_3$ crucible material. In all these studies the authors employ techniques to detect crystallization through changes in some macroscopic property, techniques which we believe do not correctly capture the initial stages of nucleation and real melt conditions present during directional solidification. Calorimetric techniques, as employed in the first study by Brynjulfsen et al [8] and in the studies by Appapillai et al [9, 10], are unfit for detecting initial nucleation as the change in the heat flow is too small to be detected. The reported values do instead indicate when the...](image-url)
collective size of all nuclei, i.e. the solid phase, is large enough to produce a detectable change in the heat flow. The later work by Brynjulfsen et al [11] and a more recent work by Tsoutsouva et al [12] employed equipment for detecting recalescence. The undercooling was reported as the temperature difference between the melting point of silicon and the onset of recalescence. However, nucleation theory states that nucleation proceeds only until the total latent heat release is sufficient enough to cause recalescence [5, 14, 15], as illustrated in Fig. 2 (a). This implies that the nucleation undercooling $\Delta T$ in these works is overestimated and that initial nucleation takes place much sooner and at lower undercoolings. At the point of recalescence the latent heat release is large enough to counter the heat flow induced by cooling, leading to a temperature increase, loss of undercooling and final cease of nucleation.

Fig. 2. (a) A typical cooling curve for silicon solidification is illustrated. The undercooling $\Delta T$ increases continuously until the onset of recalescence and loss of undercooling. Nucleation stops at the point of recalescence [7]. (b) The critical radius ($r_{\text{crit}}$) calculated, from eq. 1.1, as a function of nucleation undercooling: $\gamma_{SL} = 0.66 \frac{L_f}{m_f}$ [16], $\Delta H_v = 46.6 \frac{k_f}{mol}$ [17], $T_m = 1683K$ [17]. The measured size distribution for $\alpha$- and $\beta$-Si$_3$N$_4$ are also marked in this figure.

The so-called free-growth model [7], a well-established model for grain-refinement in aluminium solidification, states that nucleation initially occurs on favourable inoculant particles at very low undercoolings, and on the largest and most favourably orientated facets.
Progressively smaller inoculant particles will become active as the undercooling increases. The dependence of the critical radius on nucleation undercooling has been plotted in Fig. 2 (b), showing a considerable increase in nucleation undercooling for sub-micrometre radii.

The radius of the nuclei will be limited by the smallest dimension of the crystallographic facet of the inoculant, and the small size generally found for α-Si₃N₄ coating particles (< 1μm [6]) is therefore not consistent with nucleation at small undercoolings. However, a much larger β-polymorph of Si₃N₄ (β-Si₃N₄) is frequently found in solidified silicon [18, 19]. Both polymorphs are known to have hexagonal crystal structures which are closely related to each other [20]. Beta-Si₃N₄ particles are believed to form by dissolution of α-Si₃N₄ followed by re-precipitation [19, 21], and are frequently found as needles with sizes of several of tens to above several hundreds of micrometres, with correspondingly large hexagonal facets [18, 19]. Precipitated β-Si₃N₄ have already been suggested as potent inoculants by several authors [6, 13, 22], with measured undercoolings down to 1-2K. These particles have also shown to lead to structure loss in monocrystalline silicon ingots grown by the non-contact crucible method developed by Nakajima et al [23]. The particles show very low lattice mismatch (~1%) to silicon [24, 25], which ensures a low interfacial energy between the particle and the silicon nucleus and thereby promotes a high catalytic potency [7] towards silicon nucleation. Large β-SiC particles are also present in silicon ingots [19] which also have shown to act as potential inoculants for silicon [26, 27], but with a much larger crystallographic mismatch (~20%) to silicon [28]. We therefore argue for preferable nucleation of silicon on β-Si₃N₄ inoculants with low nucleation undercoolings (i.e. the undercooling required to reach the critical radius of the nucleus), and possibly below 1K.

Inoculant particles active during the initial stages of directional solidification must be situated in the bottom parts of the melt, and the current study therefore focuses on locating particles on bottom cuts from grown ingots. Features and particles of interest are mainly studied by
Scanning Electron Microscopy (SEM) assisted by Energy Dispersive Spectroscopy (EDS) for qualitative composition analysis. Possible nucleation points are also revealed by Sopori etching and discussed in terms of existing literature.

2. Experimental

The current work is divided into two parts. The initial part consisting of an initial investigation of the size distribution and morphology of α-Si₃N₄ before solidification, and the main part of locating possible inoculants on bottom slices cut from solidified ingots.

2.1. Investigation of as-coated sample

A small silicon slab was spray-coated with α-Si₃N₄ coating. The size distribution and morphology of the coating particles were then investigated by Scanning Electron Microscopy (SEM). Firing of the coating was not performed in this part of the investigation to prevent formation of oxide-particles.

![Fig. 3.](image)

(a) Characterization has been performed on the bottom face of slices cut from ingot bottoms (1-2). Most of the bottom slices were completely covered in residual coating (3), and the samples had to be etched in order to access underlying particles (4), resulting in the final morphology shown in (b).

2.2. Investigation of solidified ingots

Bottom slices were cut from a 12kg pilot-scale conventional multicrystalline ingot and an industrially grown high-performance multicrystalline (HPMC) ingot, grown without seeding. The bottom faces of the samples were investigated by Scanning Electron Microscopy SEM.
equipped with EDS for qualitative composition analysis, as shown in Fig. 3 (a). Residual coating covered most of the bottom slices, and in order access underlying particles the samples had to be etched for approximately 2min in Sopori etch (which should remove approximately 10μm of a bare silicon surface [29]). This resulted in samples only partly covered in residual coating, as seen in Fig. 3 (b), and underlying particles could now be studied in SEM by tilting the samples 60-70°. An additional etching step was added to some of the samples, up to a total of 4min, in order to remove enough coating to study any possible underlying nucleation sites.

3. Results

3.1. Investigation of as-coated sample

SEM investigation of the as-coated sample show that the α-Si₃N₄ coating mainly consists of sub-micrometre particles. The hexagonal faces are clearly visible in the magnified micrographs shown in Fig. 4 (a) even though the resolution is low due to electrical charging of the particles in the microscope. The morphology of a hexagonal particle is commonly noted by its top {0001} basal-plane and {01\(\overline{1}0\)} side-plane. A nucleus on the top basal-plane will be limited by the edges of the hexagon, having an approximate diameter \(a\), while a nucleus on a side-plane in most cases will be limited by the width \(b\) of the plane. Both have been measured and are presented in Fig. 4 (b). The size distribution is approximated by Gauss curves, giving mean values of approximately \(a = 145nm\) and \(b = 90nm\).

3.2. Investigation of solidified ingots

Magnified SEM micrographs of coating islands remaining after the first etch procedure, seen in Fig. 3 (b), reveal large amounts of particles below the top coating layer, as seen in Fig. 5 (a). By investigating the coating islands at tilted angles, as in Fig. 5 (b), one can observe what appears to be a nearly continuous layer of large hexagonal particles below the coating layer,
whose silicon- and nitrogen-content can be confirmed by EDS, as in Fig. 5 (c).

The layer does, however, not appear to be in continuous contact with the underlying silicon, with an observed gap between the silicon and the particle layer of up to 100 - 200\(\mu\)m, i.e. much more than the estimated thickness of silicon removed by the etch.

![Fig. 4](image)

**Fig. 4.** (a) The \(\alpha\)-\(Si_3N_4\) coating are found to mainly consist of sub-micrometre particles with clear hexagonal facets. (b) The size distribution of the two main planes defining the hexagons are measured, showing an average diameter of approximately 90 – 145nm. For the \(\{01\bar{1}0\}\)-facet the smallest side of the facet is measured.

There is a large variation in observed particle size (Fig. 5 (d)), and the size distribution spans over several tens of micrometres, as shown in in Fig. 6 (a). The size distribution is also here approximated by Gauss curves, giving mean values of approximately \(a = 9500nm\) and \(b = 4000nm\), which are considerably larger than what was previously measured for \(\alpha\)-\(Si_3N_4\) coating particles. However, it becomes evident that the particles do not display any visible \(\{0001\}\) planes, and the top and bottom faces appears to be limited by higher index planes arranged in pyramidal structures instead, as shown in Fig. 5 (d) and Fig. 6 (b).

By increasing the etching time to 4 minutes most of the residual coating was removed, and only small islands remained. These remaining particle-clusters are clearly embedded into the
silicon, as seen in Fig. 7 (a) and (b), whereas several of them appear to accumulate grain boundaries and parallel twins.

**Fig. 5.** (a) Underlying particles can readily be observed below residual coating on solidified ingots. (b) Tilting the sample reveals what appears to be near-continuous layer of large $\beta$-$\text{Si}_3\text{N}_4$ particles. (c) The nitrogen content of the particles is confirmed by EDS. (d) The particles show large and clear crystallographic facets. Residual $\alpha$-$\text{Si}_3\text{N}_4$ coating can be found surrounding the large $\beta$-particles.

4. Discussion

4.1. Beta-$\text{Si}_3\text{N}_4$ as inoculant particles

The free-growth model, as proposed by Greer et al [14], states that the size of the silicon nucleus is limited by the facet size of the inoculant particle. A particle with a facet diameter $d$ can therefore only successfully facilitate critical nuclei with a maximum size given by eq. 4.1.
The critical radius of a silicon nucleus has previously been plotted as a function of the nucleation undercooling in Fig. 2 (b) by inserting $\gamma_{Sl} = 0.68 \frac{J}{m^2}$ [16], $T_m = 1683K$ [17] and $\Delta H_v = 46.6 \frac{kJ}{mol}$ [17] into eq. 1.1. Nucleation starts as soon as the required undercooling for nucleation on an arbitrary inoculant particle is met. As soon as the cooling process is started and the temperature is lowered below the melting point there will be an onset of an initially small undercooling in the bottom of the crucible. The critical radius for heterogeneous nucleation of a stable nucleus will in this case be very large (> 20μm), requiring inoculant particles with diameters above 40μm. The previously measured facet sizes of both α- and β-Si₃N₄, in Fig. 4 (a) and Fig. 6 (a), have been included in Fig. 2 (b). Due to the significantly larger size, the β-particles can promote nucleation sooner and at much lower undercoolings (~0.1 – 0.3K) than α-particles (~6 - 11K), as indicated by the arbitrary cooling curve in Fig. 2 (a). A previous study by Beaudhuin et al [22] found a strong influence of nitrogen on the undercooling in electromagnetic levitated silicon droplets. Even though such experiments do not correctly reflect conditions present during direction solidification they observed an undercooling down to approximately 1K at high nitrogen concentrations, which may to some extent reflect the conditions close to the coated crucible wall. An additional study by Alphei et al [13] found that amorphous silicon nitride particles added to the melt transformed into crystalline silicon nitride rods with diameters of 100 – 300nm and lead to nucleation of silicon at undercoolings as low as 2K < $\Delta T < 6K$, which corresponds well to the graph in Fig. 2 (b).

In order to secure a high catalytic potency the interfacial free energy between the inoculant and the silicon nucleus should be kept to a minimum, which is only possible with a low crystallographic mismatch between them [7]. In the case of grain refinement of aluminium,
which has been extensively studied in terms of nucleation properties, nucleation undercoolings as low as below 0.5K can be attained by adding inoculants with a crystallographic mismatch of ~3.7% to the melt [14, 30]. In the case of silicon, the atomic mismatch between e.g. $\{111\}_{Si}$ and $\{0001\}_{P-\text{Si}_3\text{N}_4}$ is found to be approximately 1% [24], while calculations from lattice parameters [20] show that the atomic mismatch between $\{111\}_{Si}$ and $\{0001\}_{a-\text{Si}_3\text{N}_4}$ is approximately 2.1%. We therefore find no reason not to believe that initial nucleation in silicon also can progress at undercoolings even less than 1K. The lack of $\{0001\}$-facets in Fig. 5 (d) and Fig. 6 (b) is probably related to both the Sopori etch and the growth habits of hexagonal crystals. While the $\{0001\}$-planes may be exposed to the melt during initial nucleation, the high growth rate of this facet [31] will make it progressively disappear during growth and replaced by more slowly growing facets [32].

Fig. 6. (a) The size distribution of same facets as previously measured for $\alpha$-$\text{Si}_3\text{N}_4$ particles are also measured here for $\beta$-$\text{Si}_3\text{N}_4$ particles. (b) The long hexagonal particles rarely show flat ends, and are instead limited by high-index planes, forming a pyramidal structure.

It is important to note that we do not rule out $\alpha$-$\text{Si}_3\text{N}_4$ particles as possible inoculants for silicon nucleation, as the crystallographic mismatch is comparable to that of $\beta$-$\text{Si}_3\text{N}_4$. However, due to their smaller size, which requires substantial undercooling for forming a stable nucleus, we assume that there is a high probability that these particles already have
been overgrown by grains nucleated at lower undercoolings, i.e. on the larger $\beta$-$\text{Si}_3\text{N}_4$ particles.

**Fig. 7.** (a) Increased etching time removed most of the residual coating, revealing points of physical contact between the particle-layer and the solidified silicon. (b) The particles are clearly embedded into the silicon and can often be found to accumulate parallel twins and other grain boundaries.

### 4.2. Observations of nucleation sites

As clearly seen from Fig. 5 (b), there appears to be a considerable gap between large parts of the coating layer and the solidified silicon. Direct contact between the two is only found at localized positions, as shown for two separate positions in Fig. 7 (a) and (b), where the particles are clearly embedded into the solidified silicon. The 100 – 200$\mu$m gap is much larger than the 10$\mu$m expected to be removed by 2min of Sopori etch, and one may also expect a much smoother silicon surface with few sharp extremities. We therefore suggest that the silicon melt is in fact not in continuous contact with the coating layer during growth, which we further relate to the non-wetting properties of the coating towards the liquid silicon and the surface tension of the liquid. We also propose that the actual contact between the coating and the melt will be limited to certain contact points and affected by the roughness of the bottom face of the crucible and coating, as illustrated in Fig. 8 (a). Particles not in contact with the melt, as illustrated in Fig. 8 (b), will therefore not be able to facilitate nucleation.
The contact area between the melt and the particle layer will fluctuate during the solidification process due to natural convection, and therefore the particles which are in contact with the melt will change over time. However, the illustration in Fig. 8 (b) can still be viewed as a snapshot in time at the start of nucleation, thereby still limit the amount of particles able to facilitate nucleation. However, as clearly seen in Fig. 5 (b), β-Si3N4 particles appear to form also without contact with liquid silicon, suggesting that the transformation of α to β also can proceed without direct contact with liquid silicon. The transformation may in this case go through gas-phase reactions, as previously discussed by Moulson [33] and Jennings [34]. This is based on the assumption that the voids are supplied with a vapour pressure of silicon from the melt and with nitrogen from dissolution of α-Si3N4 particles, leading to the following nitridation reaction [33]:

\[
3Si(g) + 2N_2(g) \leftrightarrow Si_3N_4(s)
\]  
\[
\Delta G^0 \approx -2080 + 0.757 \cdot T \frac{kJ}{mol}
\] (4.2)

Note that this is just a theoretical assessment and has yet to be confirmed experimentally.

Parallel twin boundaries are features commonly observed for facetted dendrites, which grow rapidly by atomic adsorption on re-entrant corners in undercooled melts [1]. In a previous work by Kutsukake et al [35] it was observed how the majority of such twin boundaries led back to the crucible wall, and combined with the high occurrence of parallel twin boundaries observed on the bottom cuts in the current work we suggest that dendrites in fact have an important role also during initial growth of conventional multicrystalline silicon. It has in several cases been suggested that a nucleus will retain its spherical shape up to a certain size, after which the sphere breaks down and transforms into a cellular or dendritic morphology [14, 32, 36] due to increasing instabilities. This theory has, however, not been confirmed for pure silicon melts. In the current work parallel twins are frequently found to accumulate
together with other grain boundaries at contact points, as e.g. shown in the micrographs in Fig. 7 (a) and (b), suggesting that these points in fact act as nucleation sites.

![Diagram showing coating and melt interaction](image)

**Fig. 8.** (a) The coating holds a certain roughness towards the silicon melt, and the contact area between the coating and melt is minimized as a result of the non-wetting properties of the coating and the surface tension of the melt. The contact is therefore limited only to the top extremities of the α-phase coating. (b) The β-phase appears to form as what appears to be a near-continuous layer closest to the melt, also without direct contact with liquid silicon. However, nucleation of solid silicon can only form on particles which are in direct contact with liquid silicon.

Dendrites have previously been shown to grow rapidly in undercooled melts [37] and, as previously suggested for solidification of multicrystalline silicon by Stokkan [38], they may grow with their main stem in any spatial direction from their point of formation. While a dendrite can grow relatively freely parallel to the crucible bottom it will be more or less confined by the melting isotherm if it grows at an angle inclined away from the crucible bottom. It may even reach a point where it is favourable to change grow direction. If a higher undercooling is not deliberately maintained by the furnace, as it is in the case of the dendritic growth method proposed by Fujiwara et al [37], most of the undercooling will be lost at the end of the nucleation step (i.e. the point of recalescence) and the dendritic growth will cease. At this point the initial structure will consist of a certain fraction of dendritic and non-dendritic grains, which will continue to grow collectively by epitaxial growth. We therefore suggest that the composition of the initial structure not only depends on the cooling parameters, but also the size of the Si₃N₄ particles in contact with the melt, and we will try to
illustrate this by considering three hypothetical cases. It is, however, important to realise that there are both theoretical and practical limitations to the cooling parameters, as the cooling rate and the temperature gradient is closely related.

*Uniform distribution of large Si$_3$N$_4$ particles:* Large particles require only small undercoolings in order to facilitate nucleation, and the probability of nucleating dendrites should be small. The most interesting scenario will arise from combining this particular case with a slow cooling rate. This scenario is ideal for generating a high density of small, surviving nuclei, which are allowed to grow forth before overgrowth of neighbouring grains, and will thereby lead to a more refined structure. Substantial growth of dendrites is not compatible with this method as they will rapidly overgrow neighbouring Si$_3$N$_4$ particles and thereby lead to a coarsening of the grain structure. However, the slow cooling rate will ensure further suppression of the dendritic growth in addition to allowing a homogeneous distribution of surviving nuclei.

*Uniform distribution of small Si$_3$N$_4$ particles:* Smaller particles require larger undercooling in order to facilitate nucleation, and there is therefore a higher probability of forming dendrites. Due to the rapid growth of dendrites we expect them to have a pronounced effect on the final grain structure. The exact magnitude of the effect will also depend on the cooling process, but due to the unpredictability of dendrites it may be more difficult to control. Depending on the spatial orientation of the dendrites the initial structure will mainly be dominated by dendrites having the most pronounced horizontal growth kinetics, and due to a high degree of overgrowth we expect to see a considerable coarsening of the grain structure. The vertical growth will, however, depend on the vertical temperature gradient in the melt. A large temperature gradient will confine the vertical growth of the dendrites to the melting isotherm and only the most favourable dendrites will grow forth, corresponding to the dendritic casting method [37]. A small temperature gradient, on the other hand, will not be as confining as a
high temperature gradient, and dendrites may grow much more freely. This will allow more
dendrites to grow forth and thereby lead to a finer structure, with a wider span of crystal
orientations, than in the previous case.

A mixture of small and large Si₃N₄ particles: In the most general case, which is also the most
realistic, the size distribution spans over a large interval of different particle sizes
inhomogeneously distributed over the crucible bottom. The first nucleation events will take
place on the largest Si₃N₄-particles available, as soon as the undercooling reaches the
necessary value. However, as these nuclei grow forth, there will be a simultaneous increase in
the undercooling, as illustrated in Fig. 2 (a), allowing continuously smaller particles to
facilitate nucleation. The probability of nucleating dendrites will therefore increase along
with the increased undercooling, and the initial structure will consist of a fraction of both
dendritic and non-dendritic grains. The amount of nuclei allowed to grow forth, and the
smallest particle allowed to nucleate silicon, will depend on how rapidly the initial nuclei
overgrow neighbouring Si₃N₄-particles. If allowed to grow forth, dendrites will in most cases
dominate, leading to a coarsening of the early grain structure, as typically seen in
conventional multicrystalline silicon. Nevertheless, the vertical progression of the dendritic
grains will also here be partly controllable by the cooling parameters, e.g. the vertical
temperature gradient, as described previously.

This leads us to our final remarks. The current work has shown how the size of Si₃N₄ particle
may affect the grain structure of silicon ingots solidified by directional solidification. The
unpredictable occurrence of rapidly growing dendrites appears to limit the grain refinement
potential for the most common growth conditions. However, this work also suggests that a
certain degree of grain refinement may be achieved by utilizing a uniform distribution of
large Si₃N₄ particles together with a slow cooling procedure. By engineering the size of the
Si₃N₄ particles one should therefore be able to control the initial grain structure and to a
certain degree tailor the final grain structure of the ingot. The transformation from small α-
Si₃N₄ particles to the larger β-Si₃N₄ particles appear to be inevitable and a possible way of
achieving a more even distribution of larger particles may be by extending the holding time
before solidification, allowing for a more complete α-to-β transformation and additional
growth time for the β-particles. The opposite effect may be achieved by minimizing the
contact time between the coating and the silicon melt (such as in the conventional casting
method, by pouring liquid melt into a crucible). One may also consider coating the crucible
with a pre-defined size distribution of β-Si₃N₄ particles.

Conclusion
In this work we have shown the existence of a nearly continuous layer of large and clearly
faceted β-Si₃N₄ particles between the α-Si₃N₄ coating and the solidified silicon. By using
established nucleation theory we have argued for initial nucleation of silicon on the large
facets of β-Si₃N₄ particles at low undercoolings. We do not rule out nucleation on α-Si₃N₄
particles, but due to the higher undercooling required for nucleation on such small particles
we believe that there is a probability that these nucleation sites will be overgrown by grains
nucleating earlier at lower undercoolings. The limited contact area between the solidified
silicon and the particle layer suggests that nucleation only take place at localized contact
points, which is further supported by accumulation of grains and parallel twins at these
positions. Due to the sheer amount of parallel twins we suggest that dendrites have a
pronounced effect on the grain structure also for conventionally grown multicrystalline
silicon, therefore limiting the potential for grain refinement for the most common growth
conditions. However, we suggest that, by engineering the size of the Si₃N₄-particles and
carefully controlling the temperature profile of the solidification process one should be able
to control the initial grain structure, and to a certain degree tailor the final grain structure of
the ingot.
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