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Abstract

The ultimate goal of wave energy undertaking is to find a solution that minimises the cost of delivered energy. Not only should a device maximise its energy absorption, but also the costs associated with absorbing and converting that energy into useful forms should be minimised. Towards realising this goal, this thesis contributes in three main areas, namely, numerical modelling, geometry optimisation, and geometry control.

The highlights of numerical modelling include the use of bond graph—a domain-independent, graphical representation of dynamical systems—in developing numerical models of wave energy converters (WECs), and the use of state-space models to represent the wave radiation terms. It is shown that bond graph is well-suited for modelling WECs, which involve interactions between multiple energy domains, and that state-space models of the wave radiation terms are efficient and sufficiently accurate for use in time-domain simulations of WECs. Both bond graph and state-space models are used in the modelling of a floating oscillating water column device, which, from the point of view of hydrodynamics, is a complex device involving various hydrodynamic radiation terms.

The main contribution of geometry optimisation is the incorporation of the cost factor in the design problem through the use of a multi-objective optimisation scheme. Two simplified cost factors are considered, namely, the surface area of the device and the reaction force that the device must withstand. The scheme is applied to find optimum geometries of a class of oscillating-body WECs that oscillate about a fixed horizontal axis. It is shown that when the cost factor is taken into account, a design that maximises the absorbed power is not necessarily the most economical. It is found, for example, that an economical bottom-hinged device has its section spanning only part of the water depth instead of the whole water depth.

Informed by the results of the geometry optimisation study, a design is proposed of a device which allows its geometry to be varied from time to time depending on the prevailing wave condition. An investigation of the device characteristics and potential is reported under geometry control. It is shown that controlling the variation of the geometry has the potential of broadening the power absorption bandwidth and improving its capacity factor in extreme conditions.
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Nomenclature

The following are lists of acronyms, symbols, and mathematical operators used in the introductory chapters (Chapters 1 to 6). For the appended papers, notations may differ slightly from one paper to another. The reader is always to consult the meaning of a particular notation from the proximate text.

ACRONYMS

BBDB  backward bent duct buoy
DOF  degree-of-freedom
EMEC  European Marine Energy Centre
EWTEC  European Wave and Tidal Energy Conference
FRF  frequency response function
IRF  impulse response function
IUTAM  International Union of Theoretical and Applied Mechanics
JONSWAP  Joint North Sea Wave Project
MARINET  Marine Renewables Infrastructure Network
MDOF  multi-degree-of-freedom
MEAD  Marine Energy Array Demonstrator
MOEA  multi-objective evolutionary algorithm
NEL  National Engineering Laboratory
NNMREC  Northwest National Marine Renewable Energy Center
NTH  Norwegian Institute of Technology
NTNU  Norwegian University of Science and Technology
OWC  oscillating water column
PTO  power take-off
SEA  Sea Energy Associates
UK  United Kingdom
WEC  wave energy converter
WET-NZ  Wave Energy Technology–New Zealand

ROMAN SYMBOLS

$a$  radius
$a, b$  preselected parameters
$a_n, b_n$  random values generated from a Gaussian distribution with variance $S_{F_x} (\omega_n) \Delta \omega$
**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>complex incident wave amplitude at origin</td>
</tr>
<tr>
<td>$A_i$</td>
<td>internal water surface area</td>
</tr>
<tr>
<td>$A_s$</td>
<td>submerged surface area, total surface area</td>
</tr>
<tr>
<td>$A_{s,r}(\theta)$</td>
<td>far-field coefficient</td>
</tr>
<tr>
<td>$A_w$</td>
<td>water plane area</td>
</tr>
<tr>
<td>$\mathbf{A}, \mathbf{B}, \mathbf{C}$</td>
<td>constant matrices</td>
</tr>
<tr>
<td>$B(\omega)$</td>
<td>radiation susceptance</td>
</tr>
<tr>
<td>$c_i$</td>
<td>centroid of cluster $C_i$</td>
</tr>
<tr>
<td>$C$</td>
<td>capacitor (bond graph element)</td>
</tr>
<tr>
<td>$C(\omega)$</td>
<td>real part of radiation coupling coefficient</td>
</tr>
<tr>
<td>$C(\infty)$</td>
<td>real part of radiation coupling coefficient at infinite frequency</td>
</tr>
<tr>
<td>$d$</td>
<td>draft, width</td>
</tr>
<tr>
<td>$d_a$</td>
<td>absorption width</td>
</tr>
<tr>
<td>$d_{a_{\text{max}}}$</td>
<td>maximum absorption width</td>
</tr>
<tr>
<td>$D_{i,j}$</td>
<td>distance between two clusters $C_i$ and $C_j$ in the objective space</td>
</tr>
<tr>
<td>$e(kz)$</td>
<td>relative variation of hydrodynamic pressure in $z$-direction, as given in (2.34)</td>
</tr>
<tr>
<td>$\bar{f}(\bar{x})$</td>
<td>objective function values</td>
</tr>
<tr>
<td>$f_e(\omega)$</td>
<td>complex excitation force per unit incident wave amplitude</td>
</tr>
<tr>
<td>$F_e$</td>
<td>wave excitation force</td>
</tr>
<tr>
<td>$F_{e,i}$</td>
<td>wave excitation force on oscillator $i$</td>
</tr>
<tr>
<td>$\mathbf{F}_e$</td>
<td>wave excitation force vector</td>
</tr>
<tr>
<td>$F_{e1}$</td>
<td>surge excitation force</td>
</tr>
<tr>
<td>$F_{e3}$</td>
<td>heave excitation force</td>
</tr>
<tr>
<td>$F_{\text{ext}}(s(t), u(t), t)$</td>
<td>general nonlinear force including power take-off force</td>
</tr>
<tr>
<td>$F_r$</td>
<td>wave radiation force</td>
</tr>
<tr>
<td>$F_{R_{\text{max}}}$</td>
<td>constrained maximum dynamic reaction force at rotation axis</td>
</tr>
<tr>
<td>$F_t$</td>
<td>total wave force</td>
</tr>
<tr>
<td>$\mathbf{F}_t$</td>
<td>total wave force vector</td>
</tr>
<tr>
<td>$F_u$</td>
<td>power take-off force</td>
</tr>
<tr>
<td>$g$</td>
<td>acceleration due to gravity</td>
</tr>
<tr>
<td>$G$</td>
<td>generation number</td>
</tr>
<tr>
<td>$G_{\text{max}}$</td>
<td>maximum number of generations</td>
</tr>
<tr>
<td>$G(\omega)$</td>
<td>radiation conductance</td>
</tr>
<tr>
<td>$\mathbf{G}$</td>
<td>radiation conductance matrix</td>
</tr>
<tr>
<td>$GY$</td>
<td>gyrator (bond graph element)</td>
</tr>
<tr>
<td>$h$</td>
<td>water depth</td>
</tr>
<tr>
<td>$h(t)$</td>
<td>radiation coupling impulse response function</td>
</tr>
<tr>
<td>$H(x)$</td>
<td>Heaviside step function</td>
</tr>
<tr>
<td>$H(\omega)$</td>
<td>radiation coupling coefficient</td>
</tr>
<tr>
<td>$H_j(\theta), H^U_j(\theta)$</td>
<td>Kochin function corresponding to unit velocity of oscillator $j$</td>
</tr>
<tr>
<td>$H^U_k(\theta)$</td>
<td>Kochin function corresponding to unit pressure of chamber $k$</td>
</tr>
<tr>
<td>$H_{r_{\text{opt}}}(\theta)$</td>
<td>optimum Kochin function for radiated wave</td>
</tr>
<tr>
<td>$H_s$</td>
<td>significant wave height</td>
</tr>
</tbody>
</table>
\( H_{s,r}(\theta) \)  Kochin function
\( \mathbf{H}^P(\theta) \)  vector of \( H^P_{s,r}(\theta) \)
\( \mathbf{H}^U(\theta) \)  vector of \( H^U_{s,r}(\theta) \)
i  imaginary unit
\( I \)  inertia (bond graph element)
\( \mathbf{I} \)  identity matrix
\( T(\phi_i, \phi_j) \)  integral defined in (2.28)
\( J \)  wave energy transport
\( J(\omega) \)  imaginary part of radiation coupling coefficient
\( \mathbf{J} \)  imaginary part of radiation-coupling matrix
\( k \)  wavenumber
\( k(t) \)  radiation impedance impulse response function
\( K(\omega) \)  frequency response function corresponding to radiation impedance
\( \dot{K}(s) \)  rational transfer function
\( l \)  rotation arm length
\( L(\omega) \)  frequency response function corresponding to radiation coupling
\( \mathbb{L} \)  lower triangular matrix
\( m \)  added inertia, dimension of objective vector
\( m(\infty) \)  infinite-frequency added inertia
\( \mathbf{m} \)  added inertia matrix
\( m_{15} \)  surge-pitch added inertia
\( m_{35} \)  heave-pitch added inertia
\( \mathbf{M} \)  structural inertia
\( M_u \)  load inertia
\( n \)  dimension of decision variable vector
\( \mathbf{n} \)  unit normal vector pointing into the water
\( n_j \)  \( j \)-component of \( \mathbf{n} \)
\( N \)  number of oscillators, number of values in time series, population size
\( p \)  hydrodynamic pressure
\( p(t) \)  dynamic chamber pressure
\( p_i, q_i \)  rational transfer function coefficients
\( p_k \)  dynamic pressure in chamber \( k \)
\( \mathbf{p} \)  vector of dynamic pressures in oscillating water column chambers
\( P \)  mean absorbed power
\( P_e \)  excitation power
\( P_{e,\text{opt}} \)  optimum excitation power
\( P_{\text{max}} \)  unconstrained maximum mean absorbed power, constrained maximum mean absorbed power, maximum mean power achievable by linear damper
\( P_r \)  radiation power
### Nomenclature

- $P_{r_{\text{opt}}}$: optimum radiation power
- $P^*$: Pareto optimal set
- $PF^*$: Pareto front
- $Q_c(t)$: volume flow due to air compressibility
- $Q_e$: excitation volume flow
- $Q_e$: excitation volume flow vector
- $Q_{\text{ext}}(p(t), t)$: general nonlinear volume flow including volume flow through air turbine
- $Q_u$: volume flow through air turbine
- $Q_v(t)$: volume flow through relief valve
- $r$: ratio of constrained to optimum velocity amplitudes, relative density
- $r, \theta, z$: cylindrical coordinates
- $R$: radiation damping, resistor (bond graph element)
- $R$: radiation damping matrix
- $R_{15}$: surge-pitch radiation damping
- $R_{35}$: heave-pitch radiation damping
- $R_C$: Coulomb damping
- $R_e$: loss damping
- $R_q$: quadratic damping
- $R_u$: load resistance
- $R_{u_{\text{opt}}}$: optimum load resistance
- $s(t)$: body displacement
- $S$: sum of all wave-generating surfaces, external stiffness
- $S(\omega)$: incident wave spectrum
- $S_b$: hydrostatic stiffness
- $S_{Fe}(\omega)$: spectral density of wave excitation force
- $S_j$: wetted surface of oscillator $j$
- $S_k$: internal water surface of chamber $k$
- $S_u$: load stiffness
- $S_e$: effort source (bond graph element)
- $S_f$: flow source (bond graph element)
- $t$: time
- $t_N$: length of time series
- $T$: wave period
- $T_0$: natural period
- $T_p$: peak period
- $TF$: transformer (bond graph element)
- $U_e, u(t)$: velocity
- $U_{\text{opt}}$: optimum velocity
- $U_i$: velocity of oscillator $i$
- $U_{\text{opt}, i}$: optimum velocity of oscillator $i$
- $U$: velocity vector
- $U_{\text{opt}}$: optimum velocity vector
\( \ddot{U} \) \hspace{1cm} \text{solution to} \ \mathbf{R}\ddot{U} = \mathbf{F}_e/2 \\
\mathbb{U} \hspace{1cm} \text{upper triangular matrix} \\
v_g \hspace{1cm} \text{group velocity} \\
v_p \hspace{1cm} \text{phase velocity} \\
v_r \hspace{1cm} r\text{-component of water velocity} \\
x \hspace{1cm} \text{ratio of total inertia, i.e. sum of structural and added inertias, to structural inertia} \\
x, y, z \hspace{1cm} \text{Cartesian coordinates} \\
\vec{x} \hspace{1cm} \text{vector of decision variables} \\
x_i^L, x_i^U \hspace{1cm} \text{lower and upper bounds of decision variable} \ i \\
\mathbf{x}(t) \hspace{1cm} \text{state vector} \\
X_u \hspace{1cm} \text{load reactance} \\
y(t) \hspace{1cm} \text{radiation admittance impulse response function} \\
Y(\omega) \hspace{1cm} \text{radiation admittance} \\
Z \hspace{1cm} \text{radiation impedance} \\
\mathbf{Z} \hspace{1cm} \text{radiation impedance matrix} \\
Z_i \hspace{1cm} \text{intrinsic mechanical impedance} \\
Z_u \hspace{1cm} \text{load impedance} \\
Z_{u\text{ opt}} \hspace{1cm} \text{optimum load impedance} \\

\text{GREEK SYMBOLS} \\
\beta \hspace{1cm} \text{incident wave heading angle} \\
\gamma \hspace{1cm} \text{peakedness parameter} \\
\delta \hspace{1cm} \text{arbitrary vector} \\
\delta_0 \hspace{1cm} \text{solution to} \ \delta^\dagger \mathbf{R} \delta = 0 \\
\Delta \hspace{1cm} \text{matrix defined in (2.52)} \\
\Delta t \hspace{1cm} \text{time interval} \\
\Delta \omega \hspace{1cm} \text{frequency interval} \\
\kappa \hspace{1cm} \text{excitation vector defined in (2.51)} \\
\lambda \hspace{1cm} \text{incident wavelength} \\
\rho \hspace{1cm} \text{water density} \\
\nu \hspace{1cm} \text{response vector defined in (2.50)} \\
\nu_{\text{opt}} \hspace{1cm} \text{optimum response vector} \\
\dot{\nu} \hspace{1cm} \text{solution of} \ \Delta \dot{\nu} = \kappa/2 \\
\phi \hspace{1cm} \text{total velocity potential} \\
\phi_0 \hspace{1cm} \text{incident wave potential} \\
\phi_n \hspace{1cm} \text{phase (in radians) of} \ f_e(\omega_n) \\
\phi_r \hspace{1cm} \text{radiation potential} \\
\phi_s \hspace{1cm} \text{scattered potential} \\
\varphi_j, \varphi^U_j \hspace{1cm} \text{radiation potential due to unit forced velocity of oscillator} \ j \\
\varphi^p_k \hspace{1cm} \text{radiation potential due to unit applied pressure at chamber} \ k \\
\varphi_p \hspace{1cm} \text{radiation potential due to unit applied chamber pressure} \\
\varphi_r \hspace{1cm} \text{radiation potential due to unit forced body velocity}
**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>angular frequency</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>natural frequency</td>
</tr>
<tr>
<td>$\omega_{\text{min}}, \omega_{\text{max}}$</td>
<td>specified minimum and maximum frequencies</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>tuned frequency, peak frequency</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>feasible decision variable space</td>
</tr>
</tbody>
</table>

### MATHEMATICAL OPERATORS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{f}$</td>
<td>time derivative of $f$</td>
</tr>
<tr>
<td>$f * g$</td>
<td>convolution of $f$ and $g$</td>
</tr>
<tr>
<td>$\Im{y}$</td>
<td>imaginary part of complex quantity $y$</td>
</tr>
<tr>
<td>$\Re{y}$</td>
<td>real part of complex quantity $y$</td>
</tr>
<tr>
<td>$y^*$</td>
<td>complex conjugate of $y$</td>
</tr>
<tr>
<td>$y^\dagger$</td>
<td>complex conjugate transpose of $y$</td>
</tr>
</tbody>
</table>
1 Introduction

To ignore [the waves] is a crime against nature.

David Ross

1.1 Background

The ocean is an abundant source of energy, a significant proportion of which still remains untapped. Ocean wave energy, in particular, has a relatively higher energy density than solar or wind energy, has persistent supply, and low environmental impact, making it attractive to utilise. The global wave-power input is estimated to be in the order of $10^{13}$ W, comparable to the world’s present power consumption [51].

1.1.1 A brief historical account

The early days Although efforts to harness energy from ocean waves into practical use have been made before the 1970s—notably by Yoshio Masuda from Japan and Walton Bott from Mauritius [119]—it was not until then that the potential of wave energy was seriously considered. The 1973 oil crisis spurred academic research in many parts of the world, and quickly resulted in the publications of two landmark papers in the journal Nature. One of these papers was by Stephen Salter from the University of Edinburgh, who proposed a design which has since been famously known as the Salter Duck [120]. His narrow-tank tests revealed two-dimensional efficiencies in excess of 80%, effectively conveying the message that it is possible to extract a large fraction of energy from the waves that are incident on the device. The other paper was by Budal and Falnes [21] from the Norwegian Institute of Technology (NTH, now NTNU), who introduced the term ‘point absorber’ to classify devices with horizontal dimensions much smaller than the wavelength. They also introduced the parameter ‘absorption length’ (now better known as ‘capture width’)$^1$, defined as “the width of a wavefront across which passes an average amount of power equal to that converted by the point absorber,” and went on to show the remarkable result that it is possible for a point absorber to have an absorption length greater than its dimension.

---

$^1$In the original definitions, capture width was distinguished from absorption width in that the former corresponds to the useful power, which is the absorbed power minus the power lost by friction and other dissipative effects. Capture width is therefore smaller than absorption width [see 11]. Today, however, capture width is often used to mean absorption width.
1. Introduction

Much of the fundamental theory of wave energy absorption was laid out in the period which spanned roughly from the mid 1970s to the mid 1980s. An early theoretical review was given by Evans [38]. The subject of wave energy even occupied the minds of some prominent scientists such as Longuet-Higgins [88] and Lighthill [86] at one time. During this period also a number of different devices were proposed and extensive tests up to 1:10 scale sea trials of some of the most promising devices, including the Salter Duck and the Norwegian wave power buoy, were carried out. This period even saw the construction of two full-scale shore-based prototype wave energy converter (WEC) units in Norway [47].

Several conferences of high quality were organised which reported the significant theoretical and experimental results gathered in this period. The first of these conferences was the Wave Energy Conference at London-Heathrow in 1978 [115], which summarised what had been achieved in the first four years of activities in the UK. Another conference was held at the University of Edinburgh in 1979, sponsored by the Institute of Mathematics and Its Applications [26]. The conference focused on the theoretical aspects and highlighted the needs to improve understanding of the ocean and to consider nonlinear problems. Later in the same year, the first Symposium on Ocean Wave Energy Utilization was held in Gothenburg, followed by the second in Trondheim in 1982 [17, 71]. Wave energy papers also appeared in a few other conferences held during this time, but the IUTAM Symposium in Lisbon in 1985 [42] was perhaps the last of these early conferences which were specifically dedicated to wave energy.

Looking at this collection of works, one can sense the ingenuity, thoroughness, and enthusiasm which have perhaps not been equaled since.

THE DORMANT PERIOD  As the oil price went down, the urgency for wave energy research faded. The UK programme was closed in 1982 [121] and this set the tone for other countries [104]. In Norway, for example, the annual funding declined drastically after 1981 [47]. An account of the UK programme was presented by Grove-Palmer [65] shortly before its closure. In it, he lamented over the prospect of immediate closure, calling it a ‘criminal waste’ to stop the programme when so much had been spent into it and a prototype was within months of realisation. The closure of the UK programme was a blow to wave energy research. Devices that had gone through painstaking process of refinements (some of these are shown in Fig. 1.1) were suddenly abandoned and then forgotten.

Looking back, we may attribute the failure of the early UK programme to two factors. The first was the premature push towards identifying a single concept for prototype testing when a number of potential concepts could well be the solutions, at least at that early stage of development. Clearly, funding was the issue. Instead of funding all the promising concepts, the government was only willing to fund a single concept for further testing and development. The second was the mistake of setting wave energy technology to compete with conventional technologies by specifying a cost target that was too demanding (about 5p/kWh at that time), although cost estimates in the range of 3 to 16p/kWh were shown to be possible [65]. Indeed, there
Figure 1.1: Artist impressions of some proposed UK devices from 1982 (reproduced from [65]). Clockwise from top left: Salter Duck, NEL oscillating water column, Bristol cylinder, SEA Clam, Vickers device, and Lancaster flexible bag. These devices are long—in the order of one wavelength—in contrast to the point absorber devices proposed in Norway and Sweden.
was much controversy surrounding the closure of the UK programme. Ross [119, p. 134], a journalist, suggested that already in 1978, the official policy had consigned wave energy to 2020 or later, in favour of nuclear energy.

The general feeling in this period was perhaps best exemplified in the following sentiments: “The main question mark which remains is how government departments and industrial organizations can be persuaded to invest in wave power” [87]. “It seems easier to make a start on projects concerned with more ‘exotic’ problems, such as fusion and star wars rather than every day phenomena. The fundamental reason for this may be the risk of failure—if an exotic process is involved, one can always blame the unknown features: where everyday phenomena is concerned, this is not so easy” [56].

It was a pity indeed that it took about 10 years before the next scientific meeting on wave energy was organised. Nevertheless, some work still continued in several countries, and some of the early workers persevered. At last, there were indications at the end of 1980s that the situation would change for the better. The main factors influencing this change were increasing public awareness of the damage to the environment from burning fossil fuel and of the radiation risks from nuclear power, as well as a change of attitude towards wave energy within the European Community [127]. These led to the first European Wave Energy Symposium in 1993 [34, 122], which was later to become the biannual European Wave and Tidal Energy Conference (EWTEC) series, which has continued up to now. Research activities from this time on continued to increase.

The revival. The last decade, especially, has seen a revival of interest in wave energy. Wave energy has again engaged many research institutions in Europe [23], and also in other parts of the world [107, 137]. A scientific meeting was organised recently which brought together the world’s experts on wave energy [see 58, and the other papers in the same issue].

A number of devices have been and are being tested at sea. Some of the devices now under active development include CETO [1], Oceanlinx [3], Oyster [4], Pelamis [5], PowerBuoy [2], Wavebob [8], WaveRoller [7], Wavestar [9], Wello Penguin [10], and WET-NZ [6].

Increasing support for wave energy comes from both governments and the private sector in the form of grants, incentives, and investments. One of the latest initiatives was the Danish Energy Agreement on 22 March 2012. As part of this agreement, over a period of four years a total of DKK 100 million will be committed to funding development and use of new renewable electricity production technologies, as well as DKK 25 million for wave power demonstration facilities alone [28]. The British government, likewise, on 5 April 2012 launched its £20 million Marine Energy Array Demonstrator scheme (MEAD), which will support up to two pre-commercial projects to demonstrate the operation of wave and/or tidal devices in array over a period of time [31]. Incentives are given for each unit of target energy delivered within a specified duration, as it has become accepted that the first goals for a device should be to meet the predicted output and to survive, despite its initial high cost. Test centres such as the European Marine Energy Centre (EMEC) in the UK and the Northwest
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National Marine Renewable Energy Center (NNMREC) in the US, as well as initiatives such as Marine Renewables Infrastructure Network (MARINET), offer testing facilities and infrastructure to any device. Thus, every concept has equal opportunity to develop.

These are all encouraging developments, but much work still needs to be done, before the technology reaches a mature state [32, 45, 118].

1.1.2 The challenge

The preceding account has shown that probably the greatest challenge to harnessing energy from the waves came from the establishment. However, from the nature of ocean waves, a wave energy device faces two inherent challenges. First, a wave energy device must work with large forces and low velocities, in contrast to the current technology for electrical generation, which is more used to low force, high speed motions [25, 87]. Large forces are inconvenient and expensive to handle. Second, a wave energy device must deal with the stochastic nature of the waves. Ocean waves have variable directions, periods, and heights on all time scales. A wave energy device has to be able to absorb energy optimally from the most frequently occurring waves, and to survive the most extreme wave loads.

As stated by Evans [37], the abundant power that is available in the sea makes it certain that any device will deliver some energy. The problem, of course, is to do it economically. Put succinctly, the problem that wave energy research has to tackle may be stated as follows:

Problem. Given the waves, design a device that minimises the cost per unit of delivered energy.

Thus, it is clear that in addition to maximising the energy output, one also needs to minimise the cost. Each of these can be broken down still into a number of sub-objectives. To maximise the energy output, one needs to maximise the power absorption, minimise the losses, maximise the capacity factor, and maximise the design life. On the other hand, to minimise cost, one needs to minimise both the capital expenditures and the operation expenses.

In the effort to solve this problem, a number of researchers have suggested directions for research [45, 63, 123, 125], pointed out challenges in developing a robust device [19, 23, 96], as well as outlined requirements for an economic device [62, 74, 133]. In addition, reports on ocean energy utilization published by international bodies [e.g., 70] gave a summary of the state of the art, highlighting areas which require further study. All these can be summarised in the following list, which is by no means exhaustive. As wave energy is a multidisciplinary subject, some overlaps between these areas are inevitably present:

(a) Geometric design of the primary interface

A good wave absorber is a good wave maker [49]. The ratio of working area to size should be maximised for the device to be economic [62]. These, and
similar principles, should guide the design of the primary interface, i.e. the part of a WEC where hydrodynamic interactions with the wave field take place. Numerical optimisation methods could be useful to find optimum geometries [13, 94].

(b) Nonlinear wave/structure/current interactions
Although linear theory is useful, better predictions of power output and device response may require an understanding of the nonlinear interactions between the device and the waves. Some nonlinear effects such as slamming may be critical to the survivability of the device. The influence of currents should also be investigated as their effects on the wave field may be considerable and potentially dangerous for the device.

(c) Power take-off (PTO) and short-time energy storage
The PTO is usually modelled as a linear damper in theory. More realistic models, which include nonlinearities, should be considered. The design and efficiency of the PTO and short-time energy storage system itself need further study.

(d) Multi-degree-of-freedom (MDOF) systems
A MDOF WEC, having multiple resonances, has the potential of capturing energy from broader bandwidth.

(e) System design, modelling, and analysis
The wave energy conversion system should be designed, modelled, and analysed as a system, taking into account the interactions between its various components [74]. It has been suggested that short/direct load paths are preferable for an economic design [133]. Parametric optimisation which includes some economic constraints, and may have multiple competing objectives, could be useful to gain insights and may lead to unexpected solutions.

(f) Control and related means to improve power absorption
Various control strategies have been devised to push the power absorption curve closer to the maximum theoretical limit and covering a wider wave frequency bandwidth [50, 126]. More work is required for their practical implementation in real seas.

(g) Mooring design
The mooring philosophy for floating WECs differs from that for typical floating offshore structures used in the oil and gas industry. While for the latter any motion reductions would generally be considered beneficial, for floating WECs the moorings should not limit the motions if this implies a reduction of the power capture [61].

(h) Wave climate forecast and modelling
The availability of wave climate data is crucial for design purposes and for ac-
curate prediction of the available resource and of the device performance at potential sites.

(i) Survivability
Ocean wave is characterised with a very high ratio of peak to average loads (lower ratios may be found for ocean regions near the equator). Wave conditions that are most critical for different types of WECs are not fully understood. The highest waves do not necessarily create the highest loads [124]. Short waves with moderate heights can be most dangerous [74]. An economic WEC should have a stress-limiting mechanism to avoid loads higher than the design limit. The effects of this mechanism on the device performance should be understood [123].

(j) Availability and reliability
Novel components made of new combinations of materials which are suitable for use in marine environment need to be invented. To ensure that the whole system performs reliably in real sea environment, accelerated life tests of components are vital. A specialised test platform may be necessary to this end [124]. Test results and details of mistakes should be shared for progress to be made. While the understanding of the reliability of these components is still lacking, it is probably necessary to over-design initially [74].

(k) Model testing
Performance expectation at full scale can be made more accurately if more data from model tests at different scales are available. Model tests are also essential to understand nonlinear behaviour, discover unexpected effects [74], and to determine the validity limits of linear theory. Increased confidence in small-scale model testing will make it a valuable part in the development process of a WEC. Wave tanks with more advanced features need to be designed and built.

(l) Production, installation, serviceability, and removal
Cost-competitive WECs should make use of mass production advantages. Methods have to be devised for installing and removing devices and equipments efficiently at sea. Specialised installation and maintenance vessels should be designed.

(m) Arrays
WECs will likely be deployed in arrays of many units. We need to better understand the hydrodynamic interactions between WECs in arrays of various configurations. The mooring design for arrays of floating WECs is another challenge to be tackled.

(n) Environmental impacts
Effects on marine life and coastal processes such as due to the modified wave field at the site need to be investigated.

Fig. 1.2 illustrates how these areas are related in the bigger picture.
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Figure 1.2: Areas of wave energy research: (a) geometric design of the primary interface, (b) nonlinear wave/structure/current interactions, (c) power take-off and short-time energy storage, (d) multi degree-of-freedom systems, (e) system design, modelling, and analysis, (f) control and related means to improve power absorption, (g) mooring design, (h) wave climate forecast and modelling, (i) survivability, (j) availability and reliability, (k) model testing, (l) production, installation, serviceability, and removal, (m) arrays, (n) environmental impacts.

1.2 Objectives and Scope

A quick survey of the wave energy literature suggests that the amount of work of numerical nature is increasing along with the advance of hardware computing capabilities. We find more and more papers on topics which demand computer-intensive calculations, such as time-domain modelling and numerical optimisation. The former has enabled more realistic models of WECs to be developed which include representations of the whole PTO system, while the latter has enabled systematic assessment of design and/or operational variables in order to arrive at optimum solutions. The purpose of this thesis is to contribute to some of these areas. The questions we would like to address are as follows:

**Question 1.** How can we develop more realistic models of WECs and at the same time reduce their simulation time?

**Question 2.** How can we incorporate the cost factor into the design problem and thus design a more economical WEC?

We present our work under three main headings, namely, numerical modelling, geometry optimisation, and geometry control. Under these headings, the presented work may be seen as a journey towards identifying an economical WEC.

We address the first question under numerical modelling. We use the bond graph method and demonstrate its suitability for developing more realistic models of WECs.
Despite an allusion to the bond graph method by Jefferys [73] in his 1984 paper, the application of bond graph for modelling wave energy converters is otherwise relatively recent [15, 35, 66, 90, 105, 136]. We seek to complement these works by presenting bond graph models of two alternative hydraulic PTO systems, a floating oscillating water column (OWC), and generic models of oscillating-body and oscillating-water-column WECs. In the effort to reduce simulation time, we also look at different alternatives for modelling the wave radiation forces in time domain, and compare them in terms of their accuracy and efficiency. The work may be seen as a particular extension of [128] applied to WECs. A similar study has been reported recently by Ricci et al. [117]. The main difference between our study and theirs is that we consider more generic models with variable nonlinear terms, to allow for a more systematic study.

We deal with the second question under geometry optimisation. A multi-objective optimisation scheme is suggested as a way to incorporate the cost factor into the design problem. We consider specifically the geometric design problem, and pose the problem of finding an optimum, i.e. economic, geometry of a WEC as a multi-objective optimisation problem. A multi-objective optimisation framework is developed which makes use of the relational geometry approach to vary the geometry. We apply the method to find the optimum geometries for a class of WECs oscillating about a fixed horizontal axis. The work may be seen as a contribution to the areas of geometry optimisation [13, 93, 94] as well as applications of multi-objective optimisation in wave energy research [13]. Informed by the result of the geometry optimisation study, we propose a new WEC with variable geometry to further improve its economy. A numerical investigation of the potential of this WEC is presented under geometry control, making use of the tools from numerical modelling.

This thesis is supported by a collection of research papers. Under the suggested headings, papers A, B, C, and G fall under numerical modelling, papers D and F fall under geometry optimisation, and paper E falls under geometry control (see List of appended papers on p. ix). In papers A and G, the bond graph method is the main focus. Paper G concentrates on the modelling of the primary interface, while paper A mainly addresses the modelling of the PTO. Paper C addresses the comparison of alternative models of the wave radiation forces. Paper B looks at the modelling of a floating OWC in detail, where the bond graph method is applied. In papers D and F, the multi-objective optimisation framework is described and applied to find the optimum geometries of WECs oscillating about a fixed horizontal axis. In paper D, a number of different geometries are considered, where each has a uniform cross section, while in paper F, we deal with a cylinder composed of a central part and two ends having a larger diameter than the central part. Different combinations of objective functions are used in papers D and F. Finally, paper E contains a study of the proposed WEC. Referring to the previous list in §1.1.2, the papers touch upon items a, c, d, e, f, and i.

We adopt the classical linear wave theory in all the work presented. The validity of linear theory may be questioned in some of the considered problems, especially when small depth of submergence is involved. In these cases it could have been possible to
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account for the hydrodynamic loss in a simplified manner, but to do so properly for all the considered geometric variations would merit a study on its own. In addition, the incident waves are assumed to propagate always in one direction. In other words, distribution of wave headings is not considered. Also, the water depth is assumed to be uniform everywhere.

1.3 Outline

The papers are put together in the appendix. Several introductory chapters (Chapters 1 to 6) are written to summarise, provide theoretical background, and give an overall perspective of the work.

The purpose of the present chapter (Chapter 1) is to set the general context, in which this thesis falls.

Chapter 2 gathers some important theoretical results concerning wave power absorption. Expressions of maximum mean power that can be absorbed by a single body oscillating in one energy-absorbing mode and by a system of wave absorbers are derived using two different points of view. In the first point of view, the absorbed power is taken as the product of the wave forces on the bodies and their velocities. In the second point of view, the absorbed power is expressed as the product of the hydrodynamic pressure and the normal component of the water particle velocities over the surface of an envisaged vertical cylinder of infinite radius, spanning from the mean free surface to the bottom. The two results are equivalent and are related through reciprocity relations which exist between the near- and far-field quantities. These results are to be interpreted as the theoretical maximum that can be achieved by a given device, according to linear wave theory. It is possible to attain this theoretical maximum at all frequencies only if the system oscillates with optimum velocities at all frequencies. In practice, the mechanical parameters of the system are often set to constants tuned to one selected frequency. The power that can be absorbed by a system with constant load impedance is considered briefly at the end of Chapter 2.

Each of the three chapters thereafter (Chapters 3 to 5) deals with one of the three main headings mentioned earlier, namely, numerical modelling, geometry optimisation, and geometry control of WECs.

Chapter 3 deals with numerical modelling of WECs. It begins by presenting the equations of motion, in time domain, of an oscillating body, a fixed OWC, and a floating OWC. The bond graph method is then introduced, and generic bond graph models of the different WECs are presented. It is shown that a floating OWC is a combination of an oscillating body and a fixed OWC. The treatment of the wave excitation force/volume flow is considered next, followed by a discussion on the wave radiation force in the time domain and the alternative models to represent it, namely, the direct convolution integration, the constant-coefficient model, and the state-space model. The computations of hydrodynamic parameters and simulations are briefly discussed at the end of the chapter.

Chapter 4 deals with geometry optimisation of WECs. It begins with a motivation for considering the cost factor in addition to the power that can be absorbed
by a WEC. Several possible cost indicators are discussed, and a multi-objective optimisation scheme is suggested to be a useful tool for incorporating the cost factor into the design problem. The geometry optimisation framework is then introduced. The methodology is composed of three main elements. The first element is the multi-objective optimisation algorithm, the second one is the relational geometry approach for modelling the geometry, and the third one is the computation of the objective functions. Each is described in detail.

Chapter 5 deals with geometry control of WECs. It begins with a discussion of the natural resonant periods of heaving and bottom-hinged bodies. The natural period of a heaving body is governed by its size, while that of a bottom-hinged body is governed by the arm length and the relative density of the body. The need for controlling WECs to improve their economy is addressed next, with a discussion on geometry control, which is defined as any strategy that alters the excitation force (volume flow) and/or the intrinsic impedance (admittance) of the WEC. The chapter ends with a discussion of the proposed concept, which incorporates a geometry control strategy to improve its economy.

A summary of contributions and recommendations for future work is finally given in Chapter 6.
2 Wave power absorption

To absorb a wave means to generate a wave.

Kjell Budal

In terms of their hydrodynamic performance, many devices that appear to differ are in fact fundamentally similar [103]. In this chapter a review of some important results derived on the basis of linear wave theory is given. First we discuss the maximum mean power that can be absorbed by a single and many WECs. The case where the radiation damping matrix is singular is discussed in some details. Then we discuss the mean absorbed power for the case of a WEC with constant mechanical parameters tuned to a selected frequency.

2.1 Maximum absorbed power

It is of theoretical interest to know how much power we can expect a given device to absorb from the waves.

We first consider a system of wave absorbers composed of rigid bodies oscillating in a total of \( N \) energy absorbing modes. A system which includes a number of oscillating water columns will be dealt with in §2.1.3. As in [46], we shall refer to a single mode of one body as an oscillator. Expressions for the maximum mean power that can be absorbed by a system of oscillators can be derived using different points of view. In all our derivation, we assume the wave amplitude to be so small that the design amplitude constraint need not be taken into consideration.

2.1.1 Wave excitation and radiation forces

In the first point of view, the absorbed power is taken as the product of the wave forces on the oscillators and their velocities.

**Single oscillator** Consider first a single oscillator. The mean power \( P \) that can be absorbed by the oscillator may be expressed as the product of the wave force \( F_t \) on the oscillator and its velocity \( U \):

\[
P = \frac{1}{2} \Re \{ F_t^* U \},
\]

where \( \Re \{ \} \) denotes the real part and \( * \) denotes complex conjugate. Both \( F_t \) and \( U \) are complex quantities, with the time-dependent factor \( \exp(i\omega t) \), where \( \omega \) is the angular
wave frequency. The total wave force on the oscillator is the sum of the wave excitation $F_e$ and radiation forces $F_r$:

$$F_t = F_e + F_r = F_e - ZU,$$

where $Z$ is the radiation impedance, which may be decomposed into

$$Z = R + i\omega m,$$

where $R$ is the radiation damping and $m$ is the added inertia. Hence we may write the mean absorbed power as the excitation power minus the radiated power:

$$P = P_e - P_r = \frac{1}{4}(F_eU^* + F_e^*U) - \frac{1}{2}R|U|^2,$$

which may be rewritten as [36]

$$P = \frac{|F_e|^2}{8R} - \frac{1}{2}R \left| U - \frac{F_e}{2R} \right|^2.$$

It follows that the maximum mean power that can be absorbed by the oscillator is given by

$$P_{\text{max}} = \frac{|F_e|^2}{8R},$$

achieved when

$$U = U_{\text{opt}} = \frac{F_e}{2R}.$$

Equation (2.7) tells us that, for maximum power absorption, the single oscillator must move with a velocity in phase with the excitation force, and with an amplitude $|F_e|/2\omega R$. Furthermore, from (2.4) it can be seen that

$$P_{\text{max}} = P_{r_{\text{opt}}} = \frac{1}{2}P_{e_{\text{opt}}}.$$

The constrained versions of (2.6) and (2.7) are used in papers D and E.

The velocity and the excitation force are related through the equation of motion of the oscillator:

$$(Z_t + Z_u)U = F_e,$$

where $Z_t = R + i\omega(M + m - S_b\omega^{-2})$ is the intrinsic mechanical impedance and $Z_u = R_u + iX_u$ is the load impedance. Here $M$ is the structural inertia and $S_b$ is the hydrostatic stiffness. The mean power absorbed by the load is given by

$$P = \frac{1}{2}\Re\{Z_u\}|U|^2.$$
By substitution of (2.9) into (2.10) and some algebraic manipulation it can be shown that \[ P = \frac{|F_e|^2}{8R} \left( 1 - \frac{|Z_u - Z_i|^2}{|Z_u + Z_i|^2} \right). \] (2.11)

Looking at the form of (2.11), we may see that maximum power absorption will be achieved when \( Z_u = Z_{u \text{opt}} = Z_i^* \), or, equivalently, when both \( R_u = R_{u \text{opt}} = R \) and the system is at resonance. This again yields (2.6) and (2.7).

The preceding analysis tells us that, in terms of maximising the power absorption, two things are needful. Firstly, the primary interface should be designed such that \( P_{\text{max}} \) is maximised over the range of frequently occurring wave frequencies. Secondly, the power take-off and control system should be designed and operated such that \( P \) approaches \( P_{\text{max}} \) most of the time. The problem of course is that both of these goals must be weighed against the cost of achieving them. When this is taken into account, it may be necessary to operate at suboptimal level of power absorption, as long as the overall cost per unit of delivered energy is minimised.

**SYSTEM OF OSCILLATORS** For a system of oscillators, the mean absorbed power can be expressed as the product of the wave forces on the oscillators and their velocities:

\[ P = \frac{1}{2} \Re \{ F_t^\dagger U \}, \] (2.12)

where now both \( F_t \) and \( U \) are column vectors of size \( N \times 1 \). The \( \dagger \) symbol denotes complex conjugate transpose. The total wave force is the sum of the wave excitation and radiation forces:

\[ F_t = F_e - ZU, \] (2.13)

where \( Z \) is the radiation impedance matrix, which may be decomposed into

\[ Z = R + \omega m, \] (2.14)

where \( R \) is the radiation damping matrix and \( m \) is the added inertia matrix. By virtue of Green’s second identity, it can be shown that the radiation impedance matrix \( Z \) is symmetric [101]. Hence we may write the mean absorbed power as the excitation power minus the radiated power:

\[ P = P_e - P_r, \]

\[ = \frac{1}{4} (U^\dagger F_e + F_e^\dagger U) - \frac{1}{2} U^\dagger R U. \] (2.15)

Equation (2.15) may be rewritten as [36]

\[ P = \frac{1}{8} F_e^\dagger R^{-1} F_e - \frac{1}{2} \left( U - \frac{1}{2} R^{-1} F_e \right)^\dagger R \left( U - \frac{1}{2} R^{-1} F_e \right), \] (2.16)

provided \( R^{-1} \) exists. It is often assumed that \( R \) is positive definite and \( R^{-1} \) exists. It then follows from (2.16) that the maximum mean power that can be absorbed by the system is

\[ P_{\text{max}} = \frac{1}{8} F_e^\dagger R^{-1} F_e, \] (2.17)
achieved when
\[ U = U_{\text{opt}} = \frac{1}{2} R^{-1} F_e. \]  

(2.18)

In general, \( R \) is positive semidefinite and \( R \) may be singular [49, p. 213]. An alternative expression to (2.16) for the mean absorbed power may be obtained if we write
\[ U = \tilde{U} + \delta, \]  

(2.19)

where \( \delta \) is an arbitrary vector and \( \tilde{U} \) is the solution of
\[ R \tilde{U} = \frac{1}{2} F_e. \]  

(2.20)

Substituting (2.19) into (2.15) gives
\[ P = \frac{1}{4} F_e^\dagger \tilde{U} - \frac{1}{2} \delta^\dagger R \delta. \]  

(2.21)

Since \( R \) is positive semidefinite, i.e. \( \delta^\dagger R \delta \geq 0 \), the maximum mean absorbed power is given as
\[ P_{\text{max}} = \frac{1}{4} F_e^\dagger \tilde{U} = \frac{1}{2} \tilde{U}^\dagger R \tilde{U}, \]  

(2.22)

This is a more general expression for the maximum mean absorbed power than (2.17). When \( R^{-1} \) exists, \( \tilde{U} \) is unique and is equal to \( R^{-1} F_e/2 \). This is then the (unique) optimum velocity of the oscillators, as shown in (2.18). When \( R \) is singular, \( \tilde{U} \) is not unique. However, \( P_{\text{max}} \) is always unique [46, 48]. This follows if we consider two different vectors \( \tilde{U}_1 \) and \( \tilde{U}_2 \), each satisfying (2.20) such that \( R(\tilde{U}_1 - \tilde{U}_2) = 0 \). Hence, from (2.22), we have \( P_{\text{max}1} - P_{\text{max}2} = 0 \). Thus, \( P_{\text{max}} \) is unique even if \( \tilde{U} \) is not. From (2.15) it can be seen that, as in the single oscillator case, the identity (2.8) is valid, whether \( R \) is singular or not. Note that, unlike the case of a single oscillator, the optimal velocity \( U_{\text{opt},i} \) of oscillator \( i \) is generally not in phase with the excitation force \( F_{e,i} \) [46]. Even for a system of equal oscillators, the optimal amplitudes and phases of the oscillators may be different from each other [36].

Since \( \delta^\dagger R \delta \) may be zero for some nonzero \( \delta = \delta_0 \) when \( R \) is singular, the optimum velocity \( U_{\text{opt}} \) when \( R \) is singular may differ from \( \tilde{U} \) by some finite vector \( \delta_0 \). Observe that the difference between any two vectors \( \tilde{U}_1 \) and \( \tilde{U}_2 \) which satisfy (2.20) is also a solution to \( \delta^\dagger R \delta = 0 \). Referring to (2.15), we may note that \( \delta^\dagger R \delta / 2 \) is the radiated power corresponding to the velocity vector \( \delta \). This means that oscillations with velocity \( \delta_0 \) do not radiate any waves in the far-field. As we shall see later in §2.1.2, the amount of power that can be absorbed from the waves is related to the far-field wave radiation pattern of the system of oscillators. It follows that any solution \( \tilde{U} \) to (2.20) will produce the same optimum radiated wave pattern in the far-field region, and adding such \( \delta_0 \) to \( \tilde{U} \) will not change the optimum far-field radiated wave pattern.

Proceeding further, assuming that \( R^{-1} \) exists, Wolgamot et al. [134] showed that
\[ \int_0^{2\pi} P_{\text{max}}(\beta) d\beta = N \lambda J, \]  

(2.23)
where $\lambda$ is the incident wavelength, and

$$J = \frac{\rho g v_g}{2} |A|^2 = \frac{\rho g \pi v_p v_g}{\omega \lambda} |A|^2 \tag{2.24}$$

is the wave energy transport, defined as the transported wave power per unit width of the wave front, of a plane harmonic wave with complex amplitude $A$ and angular frequency $\omega$ [49]. Here, $v_g = d\omega / dk$ is the group velocity and $v_p = \omega / k$ is the phase velocity, where $k = 2\pi / \lambda$ is the wavenumber. Defining absorption width as

$$d_a = \frac{P}{J}, \tag{2.25}$$

we may write (2.23) as

$$\int_0^{2\pi} d_a \max(\beta) d\beta = N \lambda. \tag{2.26}$$

The proof for identity (2.23) is given in Appendix 2.A.

It may appear from (2.23) that the amount of power that can be absorbed from the waves may be multiplied by increasing indefinitely the number of oscillators in the system. However, it should be noted that the identity (2.23) or (2.26) holds only when $R^{-1}$ exists. As an example for which $R$ is singular, consider a system of two concentric axisymmetric bodies, each absorbing energy in heave only. Thus, $N = 2.$ It can be shown that $P_{\max} = \lambda J / 2\pi$ in this case [49, pp. 217-218], equivalent to the maximum power that can be absorbed by a single heaving axisymmetric body. Hence, $\int_0^{2\pi} P_{\max}(\beta) d\beta = \lambda J,$ although $N = 2.$ As another example, consider a single axisymmetric body absorbing energy in surge and pitch. In this case, it can be shown that $P_{\max}(\beta) = \lambda J \cos^2 \beta / \pi.$ Again, $\int_0^{2\pi} P_{\max}(\beta) d\beta = \lambda J,$ although $N = 2.$ It may thus be conjectured that a general form of identity (2.23) or (2.26) will have $N$ replaced by the rank of the radiation damping matrix $R,$ which is equal to $N$ if $R$ is not singular, but less than $N$ if $R$ is singular [see 109, pp. 31-32] (In both examples with $N = 2$ above, the rank of $R$ is equal to 1). Physically, this means that adding more oscillators in the system will increase the amount of power that can be absorbed from the waves only if it changes the optimum wave radiation pattern. This may have important implications for the design of WEC arrays.

### 2.1.2 Far-field theory

In the second point of view, we envisage a vertical cylinder from the sea bottom $z = -h$ to the mean free surface $z = 0$ with radius $r \to \infty,$ containing all the wave absorbers. The absorbed power is taken as the net wave power that is transported from the outside to the inside of this cylinder. Thus

$$P = - \int_0^{2\pi} \int_{-h}^0 \frac{1}{2} \Re\{pv_r^*\} r \, d\theta \, dz, \tag{2.27}$$

where $p = -i \omega \rho \phi$ is the hydrodynamic pressure and $v_r = \partial \phi / \partial r$ is the $r$-component of the water velocity. Here $\phi$ is the total velocity potential, which is the sum of the incident wave potential $\phi_0,$ the scattered potential $\phi_s,$ and the radiation potential $\phi_r.$
system of oscillators Consider first a system of oscillators. Budal [20] was the first to apply far-field theory to a system of oscillators. Let \( S \) be the sum of all the wave-generating surfaces and \( \mathbf{n} \) a unit normal vector pointing into the water. If we define the integral

\[
\mathcal{I}(\phi_i, \phi_j) \equiv \int_{S} \left( \phi_i \frac{\partial \phi_j}{\partial n} - \phi_j \frac{\partial \phi_i}{\partial n} \right) dS
\]  

(2.28)

for any two functions \( \phi_i \) and \( \phi_j \) which satisfy the Laplace equation in the water domain, and if, in addition, both \( \phi_i \) and \( \phi_j \) satisfy the linearised free-surface condition and the bottom boundary condition, then it can be shown by virtue of Green's second identity that the integral is equivalent to [101]

\[
\mathcal{I}(\phi_i, \phi_j) = \int_{-h}^{0} \int_{0}^{2\pi} \left( \phi_i \frac{\partial \phi_j}{\partial r} - \phi_j \frac{\partial \phi_i}{\partial r} \right) r d\theta dz.
\]  

(2.29)

Therefore, (2.27) can be written as

\[
P = \frac{i \omega \rho}{4} \mathcal{I}(\phi, \phi^*) = \frac{i \omega \rho}{4} \mathcal{I}(\phi_0 + \phi_s + \phi_r, \phi_0^* + \phi_s^* + \phi_r^*).
\]  

(2.30)

When all the oscillators are not moving, which means that \( \phi_r = 0 \), no power is absorbed from the waves. Hence

\[
\mathcal{I}(\phi_0 + \phi_s, \phi_0^* + \phi_s^*) = 0.
\]  

(2.31)

Therefore, (2.30) reduces to

\[
P = \frac{1}{2} \Re\{i \omega \rho \mathcal{I}(\phi_0 + \phi_s, \phi_r^*)\} + \frac{i \omega \rho}{4} \mathcal{I}(\phi_r, \phi_r^*).
\]  

(2.32)

The scattered and radiation potentials as \( kr \to \infty \) can be written as [see 49, eq. (4.222)]

\[
\phi_{s,r} = A_{s,r}(\theta)e(kz)(kr)^{-1/2} \exp(-ikr),
\]  

(2.33)

where \( A_{s,r}(\theta) \) is the far-field coefficient and

\[
e(kz) = \frac{\cosh(kz + kh)}{\cosh(kh)},
\]  

(2.34)

while the incident wave potential is given as [see 49, eq. (4.276)]

\[
\phi_0 = \frac{ig}{\omega}Ae(kz) \exp(-ikr \cos(\theta - \beta)),
\]  

(2.35)

where \( A \) is the complex incident wave amplitude at the origin and \( \beta \) is the angle of incidence.

There exists a non-trivial relationship between the far-field coefficient \( A_{s,r}(\beta) \) and the so-called Kochin function \( H_{s,r}(\beta) \), defined as

\[
H_{s,r}(\beta) \equiv -\frac{g}{2v_p v_g} \mathcal{I}(e(kz) \exp(ikr \cos(\theta - \beta)), \phi_{s,r}),
\]  

(2.36)
where \( v_p \) and \( v_g \) are the phase and group velocities, respectively. The relationship is given as [see e.g. 49, pp. 99-101, for a proof]:

\[
H_{s,r}(\beta) = \sqrt{2\pi}A_{s,r}(\beta) \exp(i\pi/4).
\]  

(2.37)

We may write the radiation potential as \( \phi_r = \sum_{j=1}^{N} \varphi_j U_j \), where \( \varphi_j \) is the radiation potential due to the forced motion of oscillator \( j \) with a unit velocity and \( U_j \) is the velocity of oscillator \( j \). We may also write \( H_r(\beta) = \sum_{j=1}^{N} H_j(\beta)U_j \), where \( H_j(\beta) \equiv -\frac{g}{2v_p v_g} I(e(kz) \exp(ikr \cos(\theta - \beta)), \varphi_j) \). The body boundary condition requires that \( \partial \varphi_j / \partial n = n_j \) on \( S \), where \( n_j \) is the \( j \)-component of \( \vec{n} \). Since \( \vec{n} \) is real in the case of rigid-body oscillations, \( \partial \varphi_j^*/\partial n = \partial \varphi_j/\partial n \) on \( S \). Also, \( \partial(\phi_0 + \phi_s)/\partial n = 0 \) on \( S \). It follows that

\[
I(\phi_0 + \phi_s, \varphi_j^*) = I(\phi_0 + \phi_s, \varphi_j) - \frac{2v_p v_g A}{1\omega} H_j(\beta \pm \pi),
\]  

where the last equality has been obtained from (2.35) and (2.36), and noting that \( I(\phi_s, \varphi_j) = 0 \).

Therefore, in terms of the Kochin functions, the expression for the mean absorbed power (2.32) becomes

\[
P = \rho v_p v_g \left( \Re\{A\overline{H}_r(\beta \pm \pi)\} - \frac{\omega}{4\pi g} \int_0^{2\pi} |H_r(\theta)|^2 d\theta \right),
\]  

(2.39)

where \( \overline{H}_r(\beta) = \sum_{j=1}^{N} H_j(\beta)U_j^* \). The last term in (2.39) has been obtained using (2.33), (2.37), and (2.29).

Following [54], equation (2.39) may be written as

\[
P = (AE^* + A^* E) - |D|^2 = \left| \frac{AE}{D} \right|^2 - \left| \frac{AE^*}{D^*} - D \right|^2,
\]  

(2.40)

with

\[
E = \frac{\rho v_p v_g}{2} \overline{H}_r^*(\beta \pm \pi)
\]  

(2.41)

\[
|D|^2 = \frac{\omega \rho v_p v_g}{4\pi g} \int_0^{2\pi} |H_r(\theta)|^2 d\theta.
\]  

(2.42)

From (2.40) we see that the maximum absorbed power is obtained when \( AE^*/D^* = D \), or \( AE^* = |D|^2 = A^* E \), from which we obtain the following condition for the optimum Kochin function:

\[
A\overline{H}_{r \text{opt}}(\beta \pm \pi) = \frac{\omega}{2\pi g} \int_0^{2\pi} |H_{r \text{opt}}(\theta)|^2 d\theta.
\]  

(2.43)

The optimum Kochin function \( H_{r \text{opt}}(\theta) \) is implicitly dependent on the incident wave direction \( \beta \), since \( \mathbf{F}_e \), and hence the optimum velocity vector \( \mathbf{U}_{\text{opt}} \), depend on \( \beta \) [cf. 54, eq. (A 14)]. The maximum absorbed power is obtained as

\[
P_{\text{max}} = \left| \frac{AE_{\text{opt}}}{D_{\text{opt}}} \right|^2 = \lambda J \frac{|\overline{H}_{r \text{opt}}(\beta \pm \pi)|^2}{\int_0^{2\pi} |H_{r \text{opt}}(\theta)|^2 d\theta},
\]  

(2.44)
where $J$ is defined in (2.24).

This final expression (2.44) relates the maximum absorbed power to the far-field pattern of the waves radiated by the system in the absence of incident waves. The denominator corresponds to the wave pattern that is radiated by the absorbers oscillating in optimum motions, while the numerator corresponds to the wave pattern that is radiated by the absorbers oscillating in time-reversal of the optimum motions [see 116, eq. (A 9)]. In the case of the Bristol cylinder [44], for example, if the incident waves are propagating from left to right, the denominator corresponds to the wave pattern radiated by the cylinder oscillating in optimum clockwise motion, while the numerator to the reverse, i.e., counter-clockwise motion. The expression (2.44) tells us that to maximise power absorption, a system of wave absorbers should produce waves mainly in the direction opposite to the incident wave direction, when each absorber is forced to oscillate in time-reversal of its optimum motion, in calm water. In other words, a good wave absorber has to be a good wavemaker.

It is also possible to arrive at the same result using (2.15) as the starting point and utilising some known relations between far-field and local terms. The wave excitation force can be expressed in terms of the Kochin function via the Haskanick relation [see e.g. 49, eq. (5.200)]:

$$ F_{ej} = 2 \rho v_p v_g H_j(\beta \pm \pi) A, \quad (2.45) $$

and there is a relation between the radiation damping and the Kochin function [see e.g. 49, eq. (5.176)]:

$$ R_{ij} = \frac{\omega \rho v_p v_g}{2 \pi g} \int_0^{2\pi} H_i^*(\theta) H_j(\theta) d\theta. \quad (2.46) $$

Hence,

$$ P = \frac{1}{4} (U^\dagger F_e F_e U) - \frac{1}{2} U^\dagger R U 
= \rho v_p v_g \left( A H_r(\beta \pm \pi) + A^* H_r^*(\beta \pm \pi) - \frac{\omega}{2 \pi g} \int_0^{2\pi} |H_r(\theta)|^2 d\theta \right), \quad (2.47) $$

exactly the same as (2.39).

**SINGLE OSCILLATOR** For a single oscillator, $|H_r(\beta \pm \pi)| = |H_r(\beta \pm \pi)|$. Therefore

$$ P_{\text{max}} = \lambda J \frac{|H_{r,\text{opt}}(\beta \pm \pi)|^2}{\int_0^{2\pi} |H_{r,\text{opt}}(\theta)|^2 d\theta}. \quad (2.48) $$

This result was derived independently by Evans [36] and Newman [102]. As in the many-oscillator case, it is possible to derive this result directly from (2.6) using the relations (2.45) and (2.46).
2.1. Maximum absorbed power

2.1.3 Oscillating bodies and water columns

If the system of wave absorbers include not only oscillating rigid bodies but also oscillating water columns, the mean absorbed power can be obtained using the first point of view as [49]

\[ P = \frac{1}{4}(v^\dagger \kappa + \kappa^\dagger v) - \frac{1}{2}v^\dagger \Delta v, \]  \hfill (2.49)

where

\[ v = \begin{pmatrix} U \\ -p \end{pmatrix}, \]  \hfill (2.50)

\[ \kappa = \begin{pmatrix} F_e \\ -Q_e \end{pmatrix}, \]  \hfill (2.51)

and

\[ \Delta = \begin{pmatrix} R & -iJ \\ iJ^T & G \end{pmatrix}. \]  \hfill (2.52)

Here, \( p \) is the vector of dynamic pressures in the oscillating water column chambers, \( Q_e \) is the excitation volume flow vector, \( J \) is the imaginary part of the radiation-coupling matrix, and \( G \) is the radiation conductance matrix. The radiation-coupling matrix relates the forces on the bodies, when held fixed, to the pressures in the chambers, or it relates the volume flow in the chambers, when open to the atmosphere, to the velocities of the bodies. The radiation-conductance matrix is the real part of the radiation-admittance matrix, which relates the volume flow in the chambers to the pressures in them.

If \( \Delta \) is non-singular, the maximum absorbed power is given as

\[ P_{\max} = \frac{1}{8} \kappa^\dagger \Delta^{-1} \kappa, \]  \hfill (2.53)

and the optimum response vector is

\[ v_{\text{opt}} = \frac{1}{2} \Delta^{-1} \kappa. \]  \hfill (2.54)

The analogy with (2.17) and (2.18) is obvious. In general, \( \Delta \) is positive semidefinite and \( \Delta \) may be singular. Proceeding as in the case of a system of oscillating rigid bodies, a more general expression for the maximum absorbed power may be obtained as

\[ P_{\max} = \frac{1}{4} \kappa^\dagger \tilde{v} = \frac{1}{2} \tilde{v}^\dagger \Delta \tilde{v}, \]  \hfill (2.55)

where \( \tilde{v} \) is the solution of

\[ \Delta \tilde{v} = \frac{1}{2} \kappa. \]  \hfill (2.56)

Using the second point view, it can be shown (see Appendix 2.B) that (2.44) also applies for a system of oscillating rigid bodies and oscillating water columns, but with \( H_r(\theta) = \sum_{j=1}^{N} H^U_j(\theta)U_j + \sum_{k=1}^{M} H^P_k(\theta)p_k \) and \( H_r(\theta) = \sum_{j=1}^{N} H^U_j(\theta)U_j - \sum_{k=1}^{M} H^P_k(\theta)p_k \).
The total power absorbed is given by

\[ \sum_{k=1}^{M} H^p_k(\theta) p^*_k, \]

where \( M \) is the number of oscillating water columns and \( H^U_j(\theta) \) and \( H^p_k(\theta) \) are the Kochin functions associated with the unit velocity of oscillator \( j \) and the unit pressure of chamber \( k \), respectively.

The same result can be obtained using (2.49) as the starting point and utilising the relations [49, eqs. (7.187) and (7.196)]

\[ \kappa = 2 \rho v_p v_g \left( \begin{array}{c} H^U(\beta \pm \pi) \\ H^p(\beta \pm \pi) \end{array} \right) A \]  \hspace{2cm} (2.57)

\[ \Delta = \frac{\omega \rho v_p v_g}{2 \pi g} \int_0^{2\pi} \left( \begin{array}{c} H^U(\theta) \\ H^p(\theta) \end{array} \right) \left( \begin{array}{c} H^U(\theta) \\ H^p(\theta) \end{array} \right)^\dagger d\theta, \]  \hspace{2cm} (2.58)

which are the generalisations of relations (2.45) and (2.46) for a system of oscillating rigid bodies and water columns. Here, \( H^U(\theta) \) is the vector of \( H^U_j(\theta) \) and \( H^p(\theta) \) is the vector of \( H^p_k(\theta) \).

### 2.2 Constant Load Impedance

To achieve the theoretical maximum power that can be absorbed from the waves at all frequencies requires that the optimum motions of the absorbers be sustained at all frequencies (cf. (2.7) and (2.18)). This is a difficult task. It is easier to set the load, or the PTO, impedance to a constant value, selected such that the absorbed power approaches the theoretical maximum over the range of predominant wave frequencies. In the following we consider the power than can be absorbed by a single oscillator when its load impedance is set to constant.

Assuming that the load impedance is composed of damping, inertia, and spring terms, we may write the equation of motion for the oscillator as (c.f. (2.9))

\[ [R(\omega) + R_u + i \omega \left( M + M_u + m(\omega) - (S_b + S_u) \omega^{-2} \right)] U(\omega) = F_e(\omega), \]  \hspace{2cm} (2.59)

where we have distinguished frequency-dependent parameters (written as functions of \( \omega \)) from constant parameters. The mean absorbed power is given as (c.f. (2.10))

\[ P(\omega) = \frac{1}{2} R_u |F_e(\omega)|^2 \]  \hspace{2cm} (2.60)

The frequency-dependent parameters \( m(\omega), R(\omega), \) and \( F_e(\omega) \) are governed by the body geometry.

If we aim to cancel the total reactance of the system at a particular frequency \( \omega_p \) (a reasonable choice would be the peak frequency of the incident wave spectrum) by adjusting the (non-negative) load inertia \( M_u \) and (non-negative) restoring coefficient \( S_u \) such that

\[ M + M_u - (S_b + S_u) \omega_p^{-2} = -m(\omega_p), \]  \hspace{2cm} (2.61)

then we have

\[ P(\omega) = \frac{1}{2} R_u |F_e(\omega)|^2 \]  \hspace{2cm} (2.62)
where

\[ \mathfrak{Z}\{Z_t\} = \omega \left[ m(\omega) - m(\omega_p) - (S_b + S_u)\omega^{-2} + (S_b + S_u)\omega_p^{-2} \right], \tag{2.63} \]

or

\[ \mathfrak{Z}\{Z_t\} = \omega \left[ M + M_u + m(\omega) - \omega_p^2\omega^{-2} (M + M_u + m(\omega_p)) \right]. \tag{2.64} \]

If we also make the substitution \( R_u = R(\omega_p) \) in (2.62), it is easy to see that at \( \omega = \omega_p \), the absorbed power \( P(\omega_p) \) will be maximized and equal to \( P_{\text{max}}(\omega_p) = |F_e(\omega_p)|^2/8R(\omega_p) \). At \( \omega \neq \omega_p \), the absorbed power \( P(\omega) \) will be less than \( P_{\text{max}}(\omega) \) and its bandwidth will depend on the selections of \( M_u \) and \( S_u \).

If we choose \( R_u > R(\omega_p) \), then \( P(\omega_p) \) will be less than \( P_{\text{max}}(\omega_p) \), but the resonance bandwidth will be larger [see 49, p. 53]. The optimum value of \( R_u \) may depend on the bandwidth of the incident wave spectrum.

As an illustration, Fig. 2.1 shows our computed results of typical variations of mean power absorbed by a heaving truncated vertical circular cylinder. If the load impedance is constant and tuned such that (2.61) is satisfied, then \( P(\omega_p) = P_{\text{max}}(\omega_p) \).

Away from \( \omega_p \), the absorbed power \( P(\omega) \) is less than \( P_{\text{max}}(\omega) \). By choosing a larger \( R_u \), a larger bandwidth is obtained. In this example, the natural frequency of the cylinder is higher than the tuned frequency \( \omega_p \). Extra inertia \( M_u \) would then need to be added. A way to do this without changing the displacement of the cylinder is given, e.g., in [21].

As another example, we consider a submerged buoyant horizontal circular cylinder oscillating about an axis fixed at the sea bottom. Fig. 2.2 shows the variations of mean power absorbed by the cylinder. The maximum absorbed power is approximately twice that of the heaving vertical cylinder, in accordance with (2.48). Again, choosing a
larger $R_u$ yields a larger bandwidth. In this example, the natural frequency of the cylinder is lower than the tuned frequency $\omega_p$. Hence, an extra rotational spring $S_u$ is needed.

In papers D and E, ballasting is considered as a means to tune $M_u$ and $S_u$. 

Figure 2.2: Mean absorbed power of a bottom-hinged submerged buoyant horizontal circular cylinder with radius $a = 3.5$ m and width $d = 15.83$ m in 20-m water depth, for 0.5-m incident wave amplitude. The distance from the seafloor to the center of the cylinder is 15 m. The relative density of the cylinder is 0.3. The natural frequency is 0.6 rad/s. Solid line: maximum power than can be absorbed by the cylinder, as given by (2.6); dashed line: absorbed power with $M_u = 0$, $S_u$ selected such that (2.61) is satisfied at $\omega_p = 0.9$ rad/s, and $R_u = R(\omega_p)$; dash-dotted line: absorbed power with $S_u$ and $M_u$ as in the former, but with $R_u = 2R(\omega_p)$. 

2. Wave power absorption
2. A PROOF FOR IDENTITY (2.23)

The proof for identity (2.23) follows via a well-known reciprocity relation which relates the radiation damping to the excitation force [100]:

\[ R = \frac{1}{8\lambda J} \int_0^{2\pi} F_e(\beta) F_e^*(\beta) d\beta. \]  \hspace{1cm} (2.65)

We first write \( R = \mathbb{L}\mathbb{U} \), where \( \mathbb{L} \) and \( \mathbb{U} \) are lower and upper triangular matrices in an LU-factorisation. Therefore, from (2.17),

\[ \int_0^{2\pi} P_{\text{max}}(\beta) d\beta = \int_0^{2\pi} \frac{1}{8} \mathbb{F}_e^*(\beta) \mathbb{U}^{-1} \mathbb{L}^{-1} \mathbb{F}_e(\beta) d\beta. \] \hspace{1cm} (2.66)

From (2.65),

\[ \mathbb{L}^{-1}R\mathbb{U}^{-1} = \frac{1}{8\lambda J} \int_0^{2\pi} \mathbb{L}^{-1} \mathbb{F}_e(\beta) \mathbb{F}_e^*(\beta) \mathbb{U}^{-1} d\beta = \mathbb{I}, \] \hspace{1cm} (2.67)

where \( \mathbb{I} \) is the identity matrix. Defining \( \mathbb{A}(\beta) = \mathbb{L}^{-1} \mathbb{F}_e(\beta) \) and \( \mathbb{B}(\beta) = \mathbb{F}_e^*(\beta) \mathbb{U}^{-1} \), then

\[ \frac{1}{8\lambda J} \int_0^{2\pi} A_i(\beta) B_j(\beta) d\beta = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases}. \] \hspace{1cm} (2.68)

Returning to (2.66) and making use of (2.68), it follows that

\[ \int_0^{2\pi} P_{\text{max}}(\beta) d\beta = \frac{1}{8} \int_0^{2\pi} \sum_{i=1}^{N} A_i(\beta) B_i(\beta) d\beta = N\lambda J. \] \hspace{1cm} (2.69)
2. Wave power absorption

2.2 Far-field theory for a system of oscillating bodies and water columns

We shall show that (2.44) also applies for a system of oscillating rigid bodies and oscillating water columns, but with \( H_r(\theta) = \sum_{j=1}^{N} H_j^U(\theta) U_j + \sum_{k=1}^{M} H_k^P(\theta) p_k \) and \( \tilde{H}_r(\theta) = \sum_{j=1}^{N} H_j^U(\theta) U_j^* - \sum_{k=1}^{M} H_k^P(\theta) p_k^* \), where \( M \) is the number of oscillating water columns and \( H_j^U(\theta) \) and \( H_k^P(\theta) \) are the Kochin functions associated with the unit velocity of oscillator \( j \) and the unit pressure of chamber \( k \), respectively.

The derivation is the same as in the case of a system of oscillating rigid bodies without oscillating water columns, the only difference being the evaluation of the integral \( \mathcal{I}(\phi_0 + \phi_s, \phi_r^*) \) in (2.32). Note that in the definition (2.28), the surface \( S \) now includes the internal water surfaces in the chambers. We may write

\[
\phi_r = \sum_{j=1}^{N} \varphi_j^U U_j + \sum_{k=1}^{M} \varphi_k^P p_k, \tag{2.70}
\]

where \( \varphi_k^P \) is the radiation potential due to a unit applied pressure at chamber \( k \). Then

\[
\mathcal{I}(\phi_0 + \phi_s, \phi_r^*) = \sum_{j=1}^{N} \mathcal{I}(\phi_0 + \phi_s, \varphi_j^U U_j^*) + \sum_{k=1}^{M} \mathcal{I}(\phi_0 + \phi_s, \varphi_k^P p_k^*).
\tag{2.71}
\]

On the wetted body surfaces, it is required that

\[
\frac{\partial \varphi_j^U}{\partial n} = \begin{cases} n_j, & \text{on } S_j \\ 0, & \text{elsewhere} \end{cases} \tag{2.72}
\]

\[
\frac{\partial \varphi_k^P}{\partial n} = 0 \tag{2.73}
\]

\[
\frac{\partial}{\partial n} (\phi_0 + \phi_s) = 0, \tag{2.74}
\]

while on the internal water surfaces,

\[
\left( \frac{\partial}{\partial z} - \frac{\omega^2}{g} \right) \varphi_k^P = \begin{cases} -i\omega/\rho g, & \text{on } S_k \\ 0, & \text{elsewhere} \end{cases} \tag{2.75}
\]

\[
\left( \frac{\partial}{\partial z} - \frac{\omega^2}{g} \right) \varphi_j^U = 0 \tag{2.76}
\]

\[
\left( \frac{\partial}{\partial z} - \frac{\omega^2}{g} \right) (\phi_0 + \phi_s) = 0. \tag{2.77}
\]

The part of the integral \( \mathcal{I}(\phi_0 + \phi_s, \varphi_j^U^*) \) over the internal water surfaces vanishes due to (2.76) and (2.77). Furthermore, using (2.72) and (2.74),

\[
\mathcal{I}(\phi_0 + \phi_s, \varphi_j^U^*) = \int_{S_j} (\phi_0 + \phi_s) \frac{\partial \varphi_j^U^*}{\partial n} dS. \tag{2.78}
\]
Since \( n_j \) is real, then according to (2.72), \( \partial \varphi_j^U/\partial n = \partial \varphi_j^U/\partial n \) on \( S_j \). Hence,

\[
\mathcal{I}(\phi_0 + \phi_s, \varphi_j^U) = \mathcal{I}(\phi_0 + \phi_s, \varphi_j^U).
\] (2.79)

The part of the integral \( \mathcal{I}(\phi_0 + \phi_s, \varphi_j^P) \) over the wetted body surfaces vanishes due to (2.73) and (2.74). It remains to evaluate the part of the integral over the internal water surfaces. Using (2.75) and (2.77), the surface of integration further reduces to \( S_k \). Thus,

\[
\mathcal{I}(\phi_0 + \phi_s, \varphi_k^P) = \int \int_{S_k} \left[ (\phi_0 + \phi_s) \frac{\partial \varphi_k^P}{\partial n} - \frac{\partial}{\partial n}(\phi_0 + \phi_s) \varphi_k^P \right] dS. \tag{2.80}
\]

Adding the term \( \frac{\gamma}{\omega^2} \frac{\partial}{\partial n}(\phi_0 + \phi_s) \frac{\partial \varphi_k^P}{\partial n} - \frac{\gamma}{\omega^2} \frac{\partial}{\partial n}(\phi_0 + \phi_s) \frac{\partial \varphi_k^P}{\partial n} = 0 \) to the integrand, we obtain

\[
\mathcal{I}(\phi_0 + \phi_s, \varphi_k^P) = \int \int_{S_k} \left[ \frac{\partial \varphi_k^P}{\partial n} \left( 1 + \frac{\gamma}{\omega^2} \frac{\partial}{\partial n} \right) (\phi_0 + \phi_s) - \frac{\partial}{\partial n}(\phi_0 + \phi_s) \left( 1 + \frac{\gamma}{\omega^2} \frac{\partial}{\partial n} \right) \varphi_k^P \right] dS. \tag{2.81}
\]

The first term in the integrand vanishes due to (2.77), while \( 1 + \frac{\gamma}{\omega^2} \frac{\partial}{\partial n} \varphi_k^P = -(1 + \frac{\gamma}{\omega^2} \frac{\partial}{\partial n} \varphi_k^P \) according to (2.75). It follows that

\[
\mathcal{I}(\phi_0 + \phi_s, \varphi_k^P) = -\mathcal{I}(\phi_0 + \phi_s, \varphi_k^P). \tag{2.82}
\]

Therefore, equation (2.71) can be written as

\[
\mathcal{I}(\phi_0 + \phi_s, \varphi_r^*) = \sum_{j=1}^{N} \mathcal{I}(\phi_0 + \phi_s, \varphi_j^U) U_j^* - \sum_{k=1}^{M} \mathcal{I}(\phi_0 + \phi_s, \varphi_k^P) p_k^*, \tag{2.83}
\]

which, as in (2.38), reduces to \( 2v_p v_g A \hat{H}_r(\beta \pm \pi)/i\omega \), with \( \hat{H}_r(\theta) = \sum_{j=1}^{N} H_j^U(\theta) U_j^* - \sum_{k=1}^{M} H_k^P(\theta) p_k^* \). Following the rest of the derivation as in the case of a system of oscillating rigid bodies, we may arrive at the result (2.44).
3 Modelling

The conflict between the theoretical desires and the practical limitations has created most of the problems in wave energy research and the importance of modelling realistic systems cannot be over emphasized.

B. M. Count

With the notable exception of the Bristol cylinder [44], whose geometry permits ideal-fluid analytical results to be produced before any tank tests, many of the early devices were tested in the laboratory before mathematical models were developed for them. Today, the advance of numerical capabilities has allowed theoretical predictions to be made with increasing speed and confidence, saving the cost of preliminary model tests.

Essential for more realistic representations of WECs are time-domain models. They are necessary for taking into account nonlinearities which exist to a significant degree in WECs, arising mainly from the power take-off system and the control mechanism.

The purpose of this chapter is to summarize and introduce the work presented in papers A, B, C, and G. To develop a complete system model of a WEC is a tremendous task. Here, the bond graph method, which has found wide applications elsewhere but not as much used yet in wave energy, is introduced. It is shown to be a helpful tool for modelling WECs, complementing earlier works by Hals [66] and Yang [135], among a few others. Alternatives to model the wave radiation terms are also discussed, which are treated in more detail in paper C. But first, we present the equations of motion of some generic WECs.

3.1 Equations of Motion

A WEC is essentially a mechanical oscillator with frequency-dependent inertia and damping. The frequency dependency is due to the fact that the wave radiation force, which is classically decomposed into an added inertia term and a radiation damping term, depends on the oscillation frequency.

A common way to formulate the time-domain model of a body oscillating in water (a ship, a floating offshore structure, or a WEC) is by an integro-differential equation of motion which contains a convolution integral representing the wave radiation

---

¹Model testing is still an indispensable part of the development process. It is especially useful to determine how far ideal-fluid and/or linear theory is applicable.
force [27, 106]. The convolution integral accounts for the system memory, signifying the fact that waves radiated by the body in the past continue to affect the body for all subsequent times [16, 64]. Mathematically, the convolution integral arises from applying an inverse Fourier transform to a product of two frequency-dependent functions. The kernel of the integral is an impulse response function (IRF)—also known as the retardation function when the IRF is causal and nonzero for \( t > 0 \)—which is related to the frequency-dependent hydrodynamic radiation coefficients by Fourier transforms.

In terms of device hydrodynamics, two large categories of WECs may be identified, namely, the oscillating bodies and the oscillating water columns. Oscillating-body WECs utilise relative motion between a moving body and a fixed reference, such as the sea bed, or between several moving bodies, to absorb energy. Oscillating-water-column WECs utilise the motion of a partially enclosed mass of water relative to a fixed reference, or relative to a moving body, to absorb energy. Basic models of each category are presented in the following.

### 3.1.1 Oscillating bodies

The time-domain equation of motion for an oscillating-body WEC operating in a single mode can be written in general form as (c.f. (2.9) for the frequency-domain counterpart)

\[
F_e(t) = [M + m(\infty)] \ddot{u}(t) + k(t) * u(t) + S_b s(t) + F_{\text{ext}}(s(t), u(t), t). \tag{3.1}
\]

Here, \( F_e(t) \) is the wave excitation force, \( F_{\text{ext}}(s(t), u(t), t) \) is a general nonlinear force which includes the PTO force, \( s(t) \) is the body displacement, \( u(t) \) is the body velocity, \( M \) is the structural inertia, \( m(\infty) \) is the infinite-frequency added inertia, \( k(t) \) is the radiation impedance IRF, and \( S_b \) is the hydrostatic stiffness.

The wave radiation force is seen as a sum of two terms \( m(\infty) \ddot{u}(t) \) and \( k(t) * u(t) \). The latter is the convolution term which arises from the fact that the added inertia and radiation damping are frequency-dependent. The radiation impedance IRF, because it is causal, can be obtained from the frequency-domain radiation damping or added inertia terms as follows [27]:

\[
k(t) = \frac{2}{\pi} \int_0^\infty R(\omega) \cos(\omega t) d\omega, \tag{3.2}
\]

where \( R(\omega) \) is the radiation damping, or, alternatively,

\[
k(t) = -\frac{2}{\pi} \int_0^\infty \omega [m(\omega) - m(\infty)] \sin(\omega t) d\omega, \tag{3.3}
\]

where \( m(\omega) \) is the added inertia. In practice, the integrals are truncated at a sufficiently high frequency. Practical extrapolation methods to obtain added inertia and radiation damping values at high frequencies are detailed in paper C.

In paper C, we assume that the force \( F_{\text{ext}}(s(t), u(t), t) \) is composed of nonlinear Coulomb and quadratic damping forces, an external restoring force, and the PTO
force. For simplicity, the PTO force is assumed to be applied by a linear damper with damping coefficient (or load resistance) $R_u$. In this case, the equation of motion becomes

$$F_e(t) = [M + m(\infty)]\dot{u}(t) + k(t) \ast u(t) + (S_b + S)s(t) + R_C \text{sgn} u(t) + R_q u(t)|u(t)| + R_u u(t),$$  \hspace{1cm} (3.4)

where $S$ is the external stiffness, $R_C$ is the Coulomb damping coefficient, and $R_q$ is the quadratic damping coefficient.

The instantaneous absorbed power can be evaluated from the product of the PTO force and the body velocity:

$$P(t) = F_u(t)u(t).$$  \hspace{1cm} (3.5)

If the PTO force is assumed to be applied by a linear damper with load resistance $R_u$, then

$$P(t) = R_u u^2(t).$$  \hspace{1cm} (3.6)

### 3.1.2 Oscillating water columns

**Fixed OWC** We first consider a fixed OWC. For a fixed OWC, the chamber body is fixed. The equation of motion can be written in general form as

$$Q_e(t) = y(t) \ast p(t) + Q_{ext}(p(t), t).$$  \hspace{1cm} (3.7)

Here, $Q_e(t)$ is the excitation volume flow, $Q_{ext}(p(t), t)$ is a general nonlinear volume flow which includes the volume flow through the PTO, i.e., an air turbine, $p(t)$ is the chamber pressure, and $y(t)$ is the radiation admittance IRF.

The radiation admittance IRF can be obtained from the frequency-domain counterpart as

$$y(t) = \frac{2}{\pi} \int_0^{\infty} G(\omega) \cos(\omega t) d\omega,$$  \hspace{1cm} (3.8)

where $G(\omega) = \Re\{Y(\omega)\}$, or, alternatively,

$$y(t) = -\frac{2}{\pi} \int_0^{\infty} B(\omega) \sin(\omega t) d\omega,$$  \hspace{1cm} (3.9)

where $B(\omega) = \Im\{Y(\omega)\}$. The radiation admittance $Y(\omega)$ is defined as

$$Y(\omega) = -\iint_S \frac{\partial \varphi_p}{\partial z} dS,$$  \hspace{1cm} (3.10)

where $\varphi_p$ is the radiation potential due to a unit pressure in the chamber. Further details on how to evaluate $Y(\omega)$ are given in papers B and C.

Unlike $k(t) \ast u(t)$, there is no analog to $m(\infty)$ that is related to $y(t) \ast p(t)$. While this has been confirmed by numerical computations (see paper B), a physical explanation is now given as follows. We consider first a rigid body harmonically oscillating
with finite velocity. As the oscillation frequency is increased to infinity, the acceleration also increases to infinity. The force required to move the body will necessarily also be infinite. There is therefore sufficient force to accelerate the fluid, which needs to move with the same velocity as the body on the wetted body surface. The added mass \( m \) is related to the difference between kinetic and potential energy of the fluid [95]. Since the potential energy is zero in this limiting case of infinite frequency (there is no radiated waves at infinite frequency), while the kinetic energy is nonzero, \( m(\infty) \) is therefore nonzero. On the other hand, consider an oscillating finite pressure distribution on the free surface. As the oscillation frequency is increased to infinity, the force on the free surface remains finite since the pressure is finite. There is therefore insufficient force to accelerate the fluid, and hence the kinetic energy of the fluid is zero. Since the potential energy is also zero at infinite frequency, there is no analog to \( m(\infty) \) that is related to \( y(t) \ast p(t) \).

In paper C, we assume that the OWC is equipped with a relief valve, the air in the chamber is compressible, and there is some loss of volume flow. The volume flow \( Q_{\text{ext}}(p(t), t) \) is thus composed of nonlinear volume flow through the relief valve, nonlinear volume flow due to air compressibility, the volume flow through the air turbine, and a volume flow loss term. The pressure-volume flow relationship of the turbine is assumed to be linear. In this case, the equation of motion becomes

\[
Q_e(t) = y(t) \ast p(t) + Q_v(t) + Q_c(t) + (1/R_e + 1/R_u) p(t),
\]

(3.11)

where \( Q_v(t) \) is the volume flow through the relief valve, \( Q_c(t) \) is the volume flow due to air compressibility, \( R_e \) is the damping coefficient related to the loss, and \( R_u \) is the pneumatic load resistance. Expressions for \( Q_v(t) \) and \( Q_c(t) \) are given in paper B, C, and G.

The instantaneous absorbed power is evaluated from the product of the chamber pressure and the volume flow through the turbine:

\[
P(t) = p(t)Q_u(t).
\]

(3.12)

If the volume flow through the turbine is assumed to be given by \( Q_u(t) = p(t)/R_u \), then

\[
P(t) = \frac{p^2(t)}{R_u}.
\]

(3.13)

**FLOATING OWC** For a floating OWC, the chamber body is free to move. For a floating OWC constrained to move only in one degree of freedom, we then have two coupled equations of motion, which can be written as

\[
F_e(t) = [M + m(\infty)] \ddot{u}(t) + k(t) \ast u(t) - C(\infty) p(t) - h(t) \ast p(t) + S_b s(t) + F_{\text{ext}}(s(t), u(t), t) - A_i p(t)
\]

\[
Q_e(t) = y(t) \ast p(t) + C(\infty) u(t) + h(t) \ast u(t) + A_i u(t) + Q_{\text{ext}}(p(t), t).
\]

(3.14)

(3.15)
Here, \( C(\infty) \) is the real part of the radiation coupling coefficient \( H(\omega) \) at infinite frequency [see 59], \( A_i \) is the internal water surface area, and \( h(t) \) is the radiation coupling IRF.

The radiation coupling IRF can be obtained from the frequency-domain counterpart as

\[
h(t) = -\frac{2}{\pi} \int_0^\infty J(\omega) \sin(\omega t) d\omega,
\]

(3.16)

where \( J(\omega) = \Im\{H(\omega)\} \), or, alternatively,

\[
h(t) = \frac{2}{\pi} \int_0^\infty (C(\omega) - C(\infty)) \cos(\omega t) d\omega,
\]

(3.17)

where \( C(\omega) = \Re\{H(\omega)\} \). The radiation coupling coefficient \( H(\omega) \) is defined as

\[
H(\omega) = -\int_S \frac{\partial \varphi_r}{\partial z} dS,
\]

(3.18)

where \( \varphi_r \) is the radiation potential due to a unit velocity of the body. Further details on how to evaluate \( H(\omega) \) are given in paper B.

A physical explanation for the fact that \( C(\infty) \) is nonzero is given as follows. As we have described in §2.1.3, the radiation coupling coefficient relates the body velocity to the resulting volume flow across the internal free surface, when the chamber is open to the atmosphere. Since the fluid is assumed to be incompressible, we cannot avoid creating a volume flow by moving the body, even at infinite frequency.

If \( F_{\text{ext}}(s(t), u(t), t) \) is composed of the same terms as in the above oscillating body excluding the PTO force, and \( Q_{\text{ext}}(p(t), t) \) is composed of the same terms as in the above fixed OWC, then the equations of motion become

\[
F_e(t) = [M + m(\infty)]\dot{u}(t) + k(t) * u(t) - C(\infty)p(t) - h(t) * p(t) + (S_b + S)s(t) + R_C \text{ sgn} \ u(t) + R_q u(t)|u(t)| - A_i p(t)
\]

(3.19)

\[
Q_e(t) = y(t) * p(t) + C(\infty)u(t) + h(t) * u(t) + Q_v(t) + Q_c(t) + A_i u(t) + (1/R_e + 1/R_u) p(t).
\]

(3.20)

The instantaneous absorbed power is given as in (3.12) and (3.13).

3.2 Bond graph

As mentioned in Chapter 1, one great challenge for a WEC is to convert slow oscillating motion into one that is more suited for electrical generation. To do this, it is natural for a WEC to have several conversion stages involving various energy domains, as illustrated in Fig. 3.1 [cf. 32, 52].

As seen from the figure, several alternatives are available to convert energy from mechanical translational/rotational, hydraulic, or pneumatic domain to electrical domain. For a fixed OWC, energy is converted from pneumatic to electrical domains via an air turbine coupled to a rotational generator [cf. 73, Fig. 2]. For a floating OWC,
the motions of the body contribute to the absorbed energy, hence the broken lines connecting mechanical translational/rotational domain to pneumatic domain. For a fixed overtopping WEC, energy is converted from hydraulic to electrical domains via a water turbine coupled to a rotational generator. For a floating overtopping WEC, the motions of the body contribute to the absorbed energy, hence the broken lines connecting mechanical translational/rotational domain to hydraulic domain. For an oscillating-body WEC, direct conversion from mechanical translational domain to electrical domain can be achieved by means of a linear generator. It is also possible to convert energy from mechanical translational/rotational domain to mechanical rotational domain via a mechanical system comprising of cables, rods, and/or wheels before converting it to electrical domain via a rotational generator. Another alternative is to convert energy from mechanical translational/rotational domain to hydraulic domain via a hydraulic piston before converting it to mechanical rotational domain via a hydraulic motor and then to electrical domain via a rotational generator. Due to the energy-production problem of wave grouping, it may be important to incorporate, early in the conversion chain, a short-time energy storage with a capacity of about 100 s times the rated power of the WEC, in each of these alternatives [121]. To build a realistic model of a WEC, it is necessary to include all components in the conversion chain in detail.

A modelling method that is particularly suited for modelling multidisciplinary engineering systems is the bond graph method, invented by Henry Paynter from Massachusetts Institute of Technology (MIT) in 1959 [108]. Apart from being a
graphical, port-Based modelling approach, one virtue of bond graph lies in the fact that it is domain-independent; it uses common notations for elements and variables across various energy domains. Hence, it is capable of representing a complex system involving diverse energy domains in a unified manner. Also, due to the common notations, analogies between systems across energy domains are readily inferred, even if the components involved are physically different. This helps in providing insight into the behaviour of the system. Another important virtue of bond graph is that derivation of model equations can be done in a systematic manner, allowing for automated computer simulation.

Bond graph has been used in many applications, including vehicle dynamics, fluid networks, heat exchangers, diesel engines, electromagnetic actuators, and cardiovascular systems [18]. However, its application for modelling WECs is relatively new. An allusion to the bond graph method was made in 1984 by Jefferys [73], who presented a word bond graph of a fixed OWC device, although he did not explicitly mention the term ‘bond graph.’ Otherwise, it was only more recently that a number of works using bond graph started to appear in wave energy literature.

The first of these was an application of bond graph in the modelling of a PTO system for a hinged-barge WEC used to generate electricity and produce potable water [105]. The bond graph method was further introduced to the wave energy community by Engja and Hals [35], who described the modelling of a WEC consisting of a heaving buoy connected to a semi-submersible. Others have then followed by considering diverse applications and objectives [15, 136]. An overview of bond graph modelling of WECs was given by Hals [66], who also presented bond graph models for the mooring lines, power conditioning, and grid connection. The suitability of bond graph to model WECs is further demonstrated through the work presented in papers A, B, and G.

In bond graph terms, a WEC essentially performs a power transformation from one energy domain to another, usually from mechanical translational/rotational domain to electrical domain. In bond graph notation this is simply \( \text{Sf} \rightarrow \text{TF} \rightarrow \text{R} \) where \( \text{Sf} \) is the source of mechanical translation/rotation, \( \text{R} \) is the load of the system, and \( \text{TF} \) is the power transformation from mechanical to electrical domains. The power bonds (represented by half arrows) indicate the energy flow and signify flows in opposite directions of the power co-variables, namely, effort and flow. The causal stroke (a vertical line at one end of the bond and perpendicular to it) indicates the direction of the effort signal. As an example, in the above, flow is the input to the \( \text{R} \) element while effort is the output. In reality, the \( \text{TF} \) is made up of a number of subsystems depending on the PTO mechanism and the conversion stages employed, and these should be modelled in detail.

In total, nine basic elements are generally sufficient to model any physical system. Each of these represents an elementary behaviour, namely, storage (\( C \) and \( I \) elements), reversible transformation (\( TF \) and \( GY \) elements), irreversible transformation (\( R \) element), supply and demand (\( Se \) and \( Sf \) elements), and distribution (0- and 1-junctions).

Bond graph representations of the equations of motions presented earlier for an
oscillating-body WEC, a fixed OWC, and a floating OWC are shown respectively in Figs. 3.2, 3.3, and 3.4. For the oscillating body, the force balance on the body

![Diagram of Oscillating Body WEC](image)

Figure 3.2: Bond graph model of an oscillating-body WEC constrained to move only in one degree of freedom (reproduced from [83]). The force balance on the body (3.4) is represented by the power bonds connected to the 1-junction on the left. In addition, a $TF$ element is included to represent a general transformation, e.g. from rotational to linear motion. Nonlinear terms are labeled in red.

![Diagram of Fixed OWC](image)

Figure 3.3: Bond graph model of a fixed OWC (reproduced from [83]). The volume flow balance in the chamber (3.11) is represented by the power bonds connected to the 0-junction. Nonlinear terms are labeled in red.

is represented by the power bonds connected to the 1-junction on the left, while for the fixed OWC, the volume flow balance in the chamber is represented by the power bonds connected to the 0-junction. It is clearly seen in the bond graph representation that a floating OWC is a combination of a fixed OWC and an oscillating body, connected at the 0-junction, signifying that it is the relative motion between the two that is utilised for power. The coupling term is represented by a $TF$ element which connects the 1-junction representing the body velocity and the 0-junction representing the pressure in the chamber. A bond graph model of a self-reacting WEC composed
Figure 3.4: Bond graph model of a floating OWC constrained to move only in one degree of freedom (reproduced from [83]). The force balance on the body (3.19) is represented by the power bonds connected to the 1-junction on the left. The volume flow balance in the chamber (3.20) is represented by the power bonds connected to the 0-junction. The radiation coupling term is represented by the $TF$ element on the left. Nonlinear terms are labeled in red.

of two bodies moving relative to each other is also presented in paper G. In this case the self-reacting WEC is a combination of two oscillating bodies connected at the 0-junction.

More realistic WEC models are presented in papers A and B. In paper A, bond graph is used to model a WEC with hydraulic PTO. Two alternative hydraulic systems are considered. Each system consists of a hydraulic piston, a number of check valves, two accumulators, and a hydraulic motor. One system uses a single-acting piston and two check valves, and the other uses a double-acting piston and four check valves (see Fig. 3.5). The modularity of bond graph is demonstrated by first modelling the components/subsystems separately before assembling them together to form a complete system model. The hydraulic system models can be connected to bond graph models of various primary interface designs (single-body, multi-body, heaving, pitching, etc.) to form different models of WECs. In paper A, a hypothetical nearshore device is considered, the primary interface of which resembles the Salter Duck, and which can act at the same time as a breakwater. It is an oscillating body with one degree of freedom, i.e. pitch. The device, with the two alternative hydraulic PTO systems, is simulated in irregular incident waves. It is found that the 4-valve system is likely to be more expensive and have greater losses, but it has less pressure fluctuations compared to the 2-valve system.

In paper B, bond graph is used to model a backward bent duct buoy (BBDB), a
particular type of floating OWCs proposed by Masuda et al. [91]. Its particular geometry was designed to broaden the power absorption bandwidth by coupling the heave and pitch motions of the floating body and the motion of the water column inside the body. It is therefore a multi-degree-of-freedom system, and its bond graph, as shown in Fig. 3.6, is more general than that of a floating OWC constrained to move in only one degree of freedom, as shown previously in Fig. 3.4. The main difference is in the use of multibonds to represent the force vectors on and the velocity vector of the floating body. Hydrodynamic parameters related to wave radiation due to applied pressure inside the chamber (the radiation admittance and radiation coupling terms) are evaluated by reciprocity relations [40, 57] from the parameters related to the conventional wave diffraction and radiation by a rigid body.

3.3 Wave Excitation

The wave excitation is the input to the system. It is a force in the case of oscillating bodies and a volume flow in the case of OWCs.

The excitation force and/or the excitation volume flow time series are generated before the simulations and stored as data files to be read during the simulation. The generation of excitation force and/or excitation volume flow time series in monochromatic waves is straightforward. For polychromatic waves, the method is described as follows.

First, we obtain the spectral density of the excitation force (likewise for the excitation volume flow):

\[ S_{F_e}(\omega) = |f_e(\omega)|^2 S(\omega), \] (3.21)

where \( f_e(\omega) \) is the complex excitation force per unit incident wave amplitude and \( S(\omega) \) is the given wave spectrum. The excitation force is then given as

\[ F_e(t) = \sum_{n=0}^{N/2} (a_n \cos \phi_n + b_n \sin \phi_n) \cos \omega_n t + \sum_{n=0}^{N/2} (-a_n \sin \phi_n + b_n \cos \phi_n) \sin \omega_n t, \] (3.22)
where $a_n$ and $b_n$ are generated from a Gaussian distribution with variance $S_{F_c}(\omega_n) \Delta \omega$ [129]. Here, $N$ is the number of values in the time series, determined by the required length of the series $t_N$ and the time interval between values $\Delta t$. Also, $\omega_n = n \Delta \omega$, where $\Delta \omega = 2\pi/t_N$. In addition, $\phi_n$ is the phase (in radians) of $f_c(\omega_n)$.

Values of $\omega_n$ may be larger than the largest frequency for which $f_c$ has been computed. The modulus and phase of $f_c$ for these frequencies may therefore be extrapolated separately using fitting functions as in the extrapolation of the added inertia and radiation damping data. The necessity of having accurate $f_c$ values for $\omega > 6$ rad/s, however, is of low importance because typical wave spectra have negligible values beyond 6 rad/s. Thus, it may be practical to assume zero values for $f_c$ beyond 6 rad/s.

The sum in (3.22) may be alternatively evaluated by an inverse Fast Fourier Transform at a fraction of computer time. This is implemented in our simulations. The initial part of the resulting time series is filtered by a cosine taper window so as to avoid exciting any lightly damped modes in the system.

The JONSWAP model for the wave spectrum is used in our simulations. The model is given as [see, e.g., 98]

\[
S(\omega) = \frac{a \sigma_g^2}{\omega^5} \exp \left( -1.25 \frac{\omega^4}{\omega_p^4} \right) \gamma^{a(\omega)},
\]  

(3.23)
where

\[ a(\omega) = \exp \left( -\frac{(\omega - \omega_p)^2}{2\sigma^2 \omega_p^2} \right) \]  \hspace{1cm} (3.24)

\[ \sigma = \begin{cases} 
0.07 & \text{for } \omega \leq \omega_p \\
0.09 & \text{for } \omega > \omega_p
\end{cases} \]  \hspace{1cm} (3.25)

\[ \alpha = 5.058 \frac{H_s^2}{T_p^4} (1 - 0.287 \ln \gamma). \]  \hspace{1cm} (3.26)

In the above, \( H_s \) is the significant wave height, \( T_p = 2\pi/\omega_p \) is the peak period, and \( \gamma \) is the peakedness parameter.

### 3.4 Radiation force models

The traditional representation of the hydrodynamic radiation force is in the form of a convolution [27]. In time-domain simulations, evaluation of the convolution integral is known to be time-consuming and difficult to carry out with standard adaptive time-stepping solvers. The reason is that one usually has to store discrete values of the IRF sampled at every simulation time step for the whole simulation time length or up to the point where the IRF value becomes negligible, and one has to re-evaluate the convolution integral at every time step. It is obvious that for a multi-degree-of-freedom system, which contains a number of these integrals, the computational effort can be tremendous.

To avoid this difficulty, a set of coupled linear ordinary differential equations has been proposed as an approximate replacement for the convolution integral, first probably by Jefferys [72] in wave energy context. This so-called state-space representation is more efficient due to its Markovian property: at any instant, the value of the state summarises all the past system information [111]. The need to store a large amount of data and re-evaluate the integral at every time step is therefore eliminated.

Different approaches have been proposed in the literature to identify this state-space radiation force model, and have been summarized recently in [111]. Each of these approaches belongs to either time-domain or frequency-domain identification. In time-domain identification the state-space model is obtained from the corresponding radiation IRF, whereas in frequency-domain identification the state-space model is obtained from the corresponding radiation data in frequency domain.

A comparative study of alternative models for the hydrodynamic radiation terms is presented in paper C. The compared models are the direct convolution integration, the state-space model, and the constant coefficient model. They are compared with regards to their efficiency and accuracy.

In the direct convolution integration the radiation convolution terms are not replaced by any approximations and are integrated directly at each time step. This requires, firstly, precomputation of the IRF values at specified time intervals, where linear interpolation is used if the simulation time step is shorter, and, secondly, storage of past response (velocity and/or pressure). With accurate IRFs and sufficiently
small simulation time step, a direct convolution integration model should give accurate simulation results despite the considerable computational burden involved.

In the constant coefficient model the frequency-dependent hydrodynamic coefficients are replaced by constant coefficients, whose values are taken to be those at the wave spectral peak frequency \( \omega_p \). The constant-coefficient model is the most efficient, but it is found to give reasonably accurate results only for certain cases where the radiation force is dominated by other terms in the equation of motion. Thus, it should be used with care.

In the state-space model, the radiation convolution term

\[
\mu(t) = k(t) \ast u(t) = \int_0^t k(t - \tau)u(\tau) d\tau
\]

(3.27)
is approximated by \( \hat{\mu}(t) \), which is obtained as [see, e.g. 112]

\[
\dot{x}(t) = \hat{A}x(t) + \hat{B}u(t)
\]

(3.28)

\[
\hat{\mu}(t) = \hat{C}x(t),
\]

(3.29)

where \( x(t) \) is the state vector, the number of components of which corresponds to the order of the state-space model, and \( \hat{A} \), \( \hat{B} \), \( \hat{C} \) are constant matrices to be determined. We use the frequency-domain identification approach following the algorithm detailed in [112, 113]. The method uses frequency-domain hydrodynamic data for identification. The approach is to fit a rational transfer function

\[
\hat{K}(s) = \frac{P(s)}{Q(s)} = \frac{p_r s^r + \cdots + p_0}{s^n + q_{n-1}s^{n-1} + \cdots + q_0},
\]

(3.30)

where \( s = i\omega \), to the frequency response functions (FRFs) \( K(\omega) \), \( Y(\omega) \), or \( L(\omega) \), depending on the problem considered. The FRFs \( K(\omega) \) and \( L(\omega) \) are defined as follows [80]:

\[
K(\omega) = R(\omega) + i\omega (m(\omega) - m(\infty))
\]

(3.31)

\[
L(\omega) = C(\omega) - C(\infty) + iJ(\omega).
\]

(3.32)

Further constraints on the model have been derived in [111] based on the properties of the FRF and its corresponding IRF. A least-squares fitting method is applied to find the coefficients \( p_i \) and \( q_i \), and once all coefficients \( p_i \) and \( q_i \) are obtained, the matrices \( \hat{A} \), \( \hat{B} \), and \( \hat{C} \) can be constructed using any of the standard canonical forms [128]. The state-space models, obtained according to the method presented in [112] for oscillating bodies, and extended to include oscillating water columns, are found in paper C to be efficient and accurate.

As an illustration, Fig. 3.7 shows a comparison of the error in body velocity obtained from state-space radiation models of various orders, for the case of a single-DOF oscillating-body WEC without any nonlinear terms. The error is measured relative to the body velocity obtained from frequency-domain model. It is shown that
Figure 3.7: Comparison of error in body velocity obtained from state-space radiation models of various orders relative to that obtained from frequency-domain model, for an oscillating-body WEC without nonlinear terms (reproduced from [81]).

Figure 3.8: Computation time of state-space radiation model of order 3 (SS3) compared to that of direct convolution integration (ode4), for an oscillating-body WEC (reproduced from [81]). Both models are simulated using the same fixed-step Runge-Kutta 4 solver with the same time step. For the direct convolution integration, no truncation has been made on the radiation impedance IRF, hence the computation time varies quadratically with the simulation length.

Increasing the model order improves the model accuracy for the range of wave frequencies considered. Fig. 3.8 shows a comparison of the computation time for the direct convolution integration and the state-space model with accuracy comparable to the direct convolution integration, for the same single-DOF oscillating-body WEC. The figure gives an idea of the time saved by replacing the radiation convolution terms with state-space models. To improve the efficiency of the direct convolution integration, the radiation impedance IRF may be truncated at the point where its values become negligible. Then the computation time will vary quadratically with the simulation length initially, but will vary linearly afterwards. More complete results are presented in paper C.

A bond graph model of a BBDB with the radiation terms approximated by state-space models is shown in Fig. 3.9.
Figure 3.9: Bond graph model of a backward-bent duct buoy with state-space representations of the hydrodynamic radiation terms (reproduced from [83]). The state-space models are represented by the four blocks on the left.

### 3.5 COMPUTATIONS OF HYDRODYNAMIC PARAMETERS AND SIMULATIONS

The hydrodynamic parameters are computed using the radiation/diffraction program WAMIT [131], which is based on a three-dimensional panel method. Moreover, the geometric modelling program MultiSurf [97] is used to prepare the body geometry, where it is only necessary to model the submerged body surface. The higher-order panel method, with ‘cosine spacing’ for better accuracy close to the corners, is used instead of the low-order method. Low- and higher-order refer to the method for representation of the body surface and solution. In the low-order method the body
3. Modelling

surface is discretized using flat quadrilateral elements, and the solutions for the velocity potential are approximated by piecewise constant values on each element. The higher-order method, on the other hand, is based on B-splines to represent the body surface, velocity potential, and pressure on the body surface. For surface-piercing bodies, the option for removal of irregular frequency effects is used.

The modelling and simulation package 20-sim [12] is used for developing the bond graph models and simulating the models. The mathematical package MATLAB [92] is used for certain simulation cases, for example when the direct convolution integration is used.

Before concluding this section, we shall make a brief note concerning the evaluation of the radiation admittance terms and the radiation coupling terms.

In paper B, we make use of known reciprocity relations [40, 57] to evaluate the radiation admittance and radiation coupling terms. Whereas we have used WAMIT 6.4 in our computations, hence the need of the reciprocity relations, the latest version of WAMIT (version 7) has the capability of directly evaluating hydrodynamic parameters due to applied surface pressure distributions.

In March 2012 an erratum was put up on the WAMIT website regarding the dimensioning of free-surface velocities for the radiation problem [132]. This was brought to the author’s attention in April 2012 [22]. As the evaluation of the radiation coupling terms requires the computation of free-surface velocities on the internal free surface due to oscillations of the body with a unit velocity, the dimensioning of the radiation coupling terms in papers B, C, and G are incorrect, except at the limits of zero and infinite frequencies, for which a different dimensioning convention is adopted. As a consequence, in paper B, the absorbed power and the response amplitude operators would be affected. The overall conclusion, however, would remain essentially the same. In paper C, the computed values for the floating OWC case would be affected, but, again, the conclusion would be the same. In paper G, the same BBDB as that in paper B is considered as a case study. The model uses state-space representations for the wave radiation terms. Time-domain simulation results are presented and compared with those in paper B, which are obtained from direct convolution integration. Fair agreement is observed between the two. Since the correct radiation coupling terms have not been used, it is likely that the agreement would have been better had the correct terms been used.
4 Geometry optimisation

Any properly designed system will generate electricity: the trick is to do it economically.

C. O. J. Grove-Palmer

The motivation behind modern wave energy research was the prospects of escalating cost of conventional energy sources. So the cost issue has been the focus since the early days. A parameter that has been most commonly used to judge the economic potential of a WEC is the hydrodynamic “efficiency,” also known as the capture width ratio or the capture factor. It is defined as the ratio of the power absorbed by the device to the incident wave power which passes through the horizontal extent of the device. Its prevalent use has been due to the fact that early wave energy experiments were done in narrow tanks.

Despite its popularity, it can be misleading to judge the economic potential of a WEC based on this parameter alone, because a more hydrodynamically “efficient” device does not necessarily deliver cheaper energy. Thus Falnes and Hals [54] have reminded us recently:

... a most important and urgent challenge is to develop a feasible single unit of a WEC, a unit that maximises the power output, not with respect to the free wave power that is available in the ocean, but with respect to parameters related more directly to the WEC itself (size, cost of investment and maintenance, etc.).

Too much emphasis on “efficiency” while neglecting costs could be a hindrance to realizing an economic solution to capturing energy from the waves.

To incorporate the cost factor in the design of a WEC, however, has proven to be a nontrivial task. The problem is that the total cost of a WEC depends on many factors which are intricately interrelated, making it inconvenient to analyse. Nevertheless, it is possible to relate the cost of a WEC to some measurable quantities, such as surface area, volume, mass, PTO force, and reaction force. For arrays, another relevant quantity is the separation distances between the WECs.

A set of parameters has recently been used as a basis for comparison of several different WEC concepts [14]. They were the absorbed annual energy per unit mass, the absorbed annual energy per unit surface area, and the absorbed annual energy per unit root mean square of the PTO force. Although they cannot be equated with
energy per unit cost, still they are better measures of the economic potential of a WEC than hydrodynamic “efficiency.”

The purpose of this chapter is to give a summary of and an introduction to the work presented in papers D and F, which deals with finding optimal geometries for a class of WECs which oscillate about a horizontal axis. In addition to maximising the absorbed power, we seek to minimise some parameters related to the cost of the WEC. The essential feature is the use of multi-objective optimisation approach to finding economic WEC designs. This approach will be described in the following.

4.1 Multi-objective optimisation

Many design problems have multiple objectives which are generally in conflict with one another. Consider a classical example of designing a bridge. We want the bridge to carry as much load as possible and to be as light as possible. The two objectives are in conflict. For the bridge to have a higher load-carrying capacity, the members should be made thicker, which means a heavier bridge. On the other hand, for the bridge to be lighter, the members should be made thinner, which means a lower load-carrying capacity. The problem of designing a WEC is the same. We want to maximise the power absorption, with as low cost as possible. What characterises these problems is that the optimal solution of one objective is not necessarily the optimum for the other objectives. Such problems do not have a single optimal solution, but many optimal solutions, out of which a compromise solution is to be chosen.

Multi-objective optimisation deals with multiple conflicting objectives. It is not restricted to find a unique single solution, but a set of solutions called non-dominated solutions. Each solution in this set is said to be Pareto optimal, and when these solutions are plotted in the objective space they are collectively known as the Pareto front.

In the following some definitions of these terms are given, following [30, 99]. Without losing generality, we assume the minimisation of all the objective function values.

**Definition 1** (Multi-objective optimisation problem). Find a vector of \( n \) decision variables \( \bar{x}^* = (x^*_1, x^*_2, \ldots, x^*_n) \) which satisfies the \( k \) inequality constraints \( g_i(\bar{x}) \geq 0, \ i = 1, 2, \ldots, k, \) the \( p \) equality constraints \( h_i(\bar{x}) = 0, \ i = 1, 2, \ldots, p, \) the variable bounds \( x^*_L \leq x_i \leq x^*_U, \ i = 1, 2, \ldots, n, \) and which minimises the vector of \( m \) objective function values \( \bar{f}(\bar{x}) = (f_1(\bar{x}), f_2(\bar{x}), \ldots, f_m(\bar{x})). \)

The set of all values satisfying the constraints and variable bounds defines the feasible decision variable space \( \Omega \). Any point \( \bar{x} \in \Omega \) is a feasible solution. For each \( \bar{x} \in \Omega \), there exists a point \( \bar{f}(\bar{x}) = (f_1(\bar{x}), f_2(\bar{x}), \ldots, f_m(\bar{x})) \) in the objective space. A mapping exists between an \( n \)-dimensional decision variable vector and an \( m \)-dimensional objective vector through the objective function, constraints, and variable bounds.

**Definition 2** (Pareto Optimality). A point \( \bar{x}^* \in \Omega \) is Pareto optimal if for every \( \bar{x} \in \Omega \) and \( I = \{1, 2, \ldots, m\} \) either \((\forall i \in I) f_i(\bar{x}) = f_i(\bar{x}^*) \) or \((\exists i \in I) f_i(\bar{x}) > f_i(\bar{x}^*). \)
The above definition states that \( \vec{x}^* \) is Pareto optimal if there is no feasible vector \( \vec{x} \) which would decrease some function values without simultaneously increasing at least one other function value. Other important definitions associated with Pareto optimality are the following:

**Definition 3 (Pareto Dominance).** A vector \( \vec{u} = (u_1, \ldots, u_m) \) is said to dominate \( \vec{v} = (v_1, \ldots, v_m) \) (denoted by \( \vec{u} \preceq \vec{v} \)) if and only if \( \vec{u} \) is partially less than \( \vec{v} \), that is, \( (\forall i \in \{1, \ldots, m\}) u_i \leq v_i \wedge (\exists i \in \{1, \ldots, m\}) u_i < v_i \).

**Definition 4 (Pareto Optimal Set).** For a given multi-objective optimisation problem, the Pareto optimal set is defined as \( P^* = \{ \vec{x} \in \Omega \mid (\neg \exists \vec{x}' \in \Omega) \vec{f}(\vec{x}') \preceq \vec{f}(\vec{x}) \} \).

**Definition 5 (Pareto Front).** For a given multi-objective optimisation problem and its Pareto optimal set \( P^* \), the Pareto front is defined as \( PF^* = \{ \vec{f}(\vec{x}) \mid \vec{x} \in P^* \} \).

Obtaining the Pareto front and the Pareto optimal set is the main goal of multi-objective optimisation. However, since a Pareto front can contain a large number of points, a good solution must contain a limited number of them. These should be as close as possible to the true Pareto front and well distributed over the entire Pareto front. Otherwise, they would not be very useful to the decision maker.

It is possible to cast a multi-objective optimisation problem into a single-objective problem by combining the objective functions into one aggregate function, a popular approach being the weighted sum approach. However, there are difficulties associated with this approach, such as the need to know beforehand the relative importance of the objectives. Another disadvantage of a single-objective approach is that it returns a single optimal solution, whereas a multi-objective approach returns a set of alternative optimal solutions. Identifying optimal solutions in the multi-objective sense can shed some light into the behavior of the Pareto optimal solutions.

### 4.2 Methodology

#### 4.2.1 Algorithm

In the following we will describe in detail the optimisation algorithm used in papers D and F. The algorithm we use is a multi-objective evolutionary algorithm (MOEA) [see, e.g., 29, for an overview of MOEA]. The ability of MOEA to find multiple solutions in a single run and the fact that it can incorporate any number of objectives makes it well-suited to tackle the problem at hand. The algorithm is adapted from [76]. Although in papers D and F we deal with optimising the geometry of a WEC, the algorithm is also applicable for optimising other design parameters, such as the PTO parameters.

The first step in the algorithm is to create an \( N \)-sized set of solutions, \( P \). This set is generated randomly from a uniform distribution, taking into account the constraints and variable bounds. A solution \( j \) is defined by a vector \( (x^j_1, \ldots, x^j_n) \) in the decision variable space and its map \( (f_1(\vec{x}^j), \ldots, f_m(\vec{x}^j)) \) in the objective space. \( n \) is the total
number of decision variables and $m$ is the number of objective functions. The mapping is from an $n$-dimensional vector $\vec{x}^j$ to an $m$-dimensional vector $\vec{f}(\vec{x}^j)$.

The next step is selection. This operation is made up of two tasks: (1) the selection of non-dominated solutions, and (2) the discard of crowded solutions from those obtained from (1). By (1) we want to keep the solutions closest to the true Pareto optimal solutions, and by (2) we want to maximise the spread of solutions. In addition, with (2) the number of solutions are kept within a specified limit, since a large number of solutions slows down the iteration process.

The first task is described as follows:

1. Create two empty sets of temporary non-dominated solutions, $P_t$ and $P_{t'}$.
2. Mark the solution in $P$ having the least $f_1(\vec{x})$ and put its copy into $P_t$.
3. Put into $P_{t'}$ the solutions in $P$ with $f_2(\vec{x})$ smaller than that of the solution we have previously marked. Keep the remaining solutions in $P$.
4. Repeat step 3 for the rest of the objective functions up to $f_m$, or until there is only one solution in $P$.
5. Update $P = P_{t'}$ and then empty $P_{t'}$.
6. Repeat steps 2 to 5 until there are no more solutions in $P_{t'}$.

At the end of this task, we have temporary non-dominated solutions in $P_t$.

The second task is performed only if the number of solutions in $P_t$ is larger than $N$, which can only happen after the first iteration/generation. To reduce the size of $P_t$ to $N$, we apply the clustering algorithm. The idea is to group solutions close to each other into one cluster, keep one solution in the cluster, and discard the other solutions in the cluster. This is achieved as follows:

1. Calculate the distance in the objective space, $D_{i,j}$, between two clusters $C_i$ and $C_j$ for all pairs of clusters in $P_t$. A cluster is defined as a set of points. Thus, initially, each point belongs to a distinct cluster. The distance $D_{i,j}$ is given as

$$D_{i,j} = \frac{1}{|C_i||C_j|} \sum_{i \in C_i, j \in C_j} \sqrt{\sum_{k=1}^{m} \left( \frac{f_k(\vec{x}^i) - f_k(\vec{x}^j)}{f_k^{\max}(\vec{x}) - f_k^{\min}(\vec{x})} \right)^2}. \quad (4.1)$$

The superscripts max and min denote the maximum and minimum function values, while $|\cdot|$ denotes the size of the cluster. The expression with the square root is the normalized distance between any two clusters $i$ and $j$ in $P_t$.

2. Find two clusters, among all the clusters in $P_t$, which have the minimum $D_{i,j}$. These clusters are combined to form one bigger cluster. The number of clusters in $P_t$ is now reduced by one.

3. Repeat steps 1 to 2 until the number of clusters in $P_t$ is reduced to $N$.

4. Calculate the centroid of each cluster. The centroid $c_i$ of a cluster $C_i$ is the average coordinate in the objective space of all the points in the cluster. It is calculated as

$$c_i = \frac{1}{|C_i|} \sum_{j \in C_i} (f_1(\vec{x}^j), \ldots, f_m(\vec{x}^j)). \quad (4.2)$$

5. In each cluster, keep the point with the minimum distance to the centroid and discard all the other points.
At the end of this task we have \( N \) temporary non-dominated solutions in \( P_t \).

After performing the selection operation we have \( q \leq N \) solutions. These solutions are called the parent solutions and are labelled 1 to \( q \). The next step is to generate \((2N - q)\) offspring solutions labelled \( q + 1 \) to \( 2N \) via a variation operator. This is described as follows:

1. Set \( j = 1 \) and \( k = q + 1 \).
2. Calculate the coordinate in the decision variable space of the offspring solution \( k \) as
   \[
   x_i^k = x_i^j + \frac{a}{G} R, \quad \text{for } i = 1, \ldots, n, \tag{4.3}
   \]
   where \( R \) is a random value drawn from the standard normal distribution, i.e. the normal distribution with zero mean and standard deviation equal to one, \( G \) is the generation number, while \( a \) and \( b \) are preselected parameters.
3. If \( x_i^k < x_i^L \), then \( x_i^k = x_i^L \). If \( x_i^k > x_i^U \), then \( x_i^k = x_i^U \).
4. Update \( k = k + 1 \).
5. If \( j = q \), then \( j = 1 \). Else, \( j = j + 1 \).
6. Repeat steps 2 to 5 while \( k \leq 2N \).
7. Compute \( (f_1(x^k), \ldots, f_m(x^k)) \), for \( k = q + 1, \ldots, 2N \).

At the end of the variation operation we have a population of \( 2N \) solutions made up of the \( q \) parent solutions and the \((2N - q)\) offspring solutions. This becomes the new population for the next generation.

The selection and variation operations are carried out iteratively up to a specified number of generations, \( G_{\text{max}} \). At \( G = G_{\text{max}} \) we stop after the selection operation; we do not carry out the variation operation. The final solutions contained in \( P_t \) are regarded as the optimum solutions.

The algorithm can be summarized as follows:

1. Create a random population of solutions of size \( N \). Denote this set of solutions by \( P \). Set \( G = 1 \).
2. Perform selection of non-dominated solutions from \( P \). Keep these non-dominated solutions in \( P_t \). If \( |P_t| > N \), then reduce it to \( N \) by discarding crowded solutions from \( P_t \) using the clustering algorithm. Otherwise, proceed to step 3. At the end of step 2 we have \( q \leq N \) solutions.
3. Generate \((2N - q)\) offspring solutions by variation. At the end of this step we have a total of \( 2N \) solutions.
4. Denote this set of solutions by \( P \). Set \( G = G + 1 \).
5. Repeat steps 2 to 4 while \( G \leq G_{\text{max}} \). When \( G = G_{\text{max}} \), stop at step 2.
6. The final solutions in \( P_t \) are the optimum solutions.

4.2.2 Relational geometric modelling

Essential to modelling the geometry is the relational geometry approach, which captures and retains dependency relationships between objects (points, lines, surfaces, etc.) [85]. It is then possible to create parametrically variable geometric models suited for optimisation.
Figure 4.1: Geometric configurations considered in paper D (reproduced from [77]). Top row: thin vertical flap, thin vertical flap with eccentricity of rotation axis, thin inclined flap; middle row: submerged circular cylinder, surface-piercing circular cylinder, submerged elliptical cylinder; bottom row: thin curved vertical flap.

In papers D and F, a class of WECs oscillating about fixed horizontal axes of rotation is considered. The geometric variables are the depth of submergence of the rotational axis, total width, etc. depending on the complexity of the geometry. A solution in the decision variable space is defined by a vector of these variables, whose values are to be optimised within specified bounds. Fig. 4.1 shows the various geometries considered in paper D. Fig. 4.2 shows the composite cylinder geometry considered in paper F.

The geometry is first prepared using MultiSurf, a relational geometric model-
Figure 4.2: Geometric configuration considered in paper F (reproduced from [78]).

ing software. Care is taken to ensure that the desired dependency relationships are maintained between the objects. Two files of importance are output by MultiSurf: a geometry file, which stores the object dependency relationships, and a geometric data file, which is a standard WAMIT [131] input file. By virtue of the link between WAMIT and the Relational Geometry Kernel of MultiSurf, a geometry can be varied only by modifying a few lines in the geometric data file, without having to construct a new geometry in MultiSurf [84]. In paper D, one of the variables to be optimised is the depth of submergence of the rotation axis. Thus, another WAMIT input file needs to be modified for each new geometry, i.e. the potential control file, which contains a line specifying the depth of submergence of the rotation axis.

4.2.3 Computation of objective functions

Two different sets of objective functions are used in papers D and F. In paper D, the objective functions are

\[
f_1(\vec{x}) = \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} \frac{A_s}{P_{\text{max}}(\omega)} d\omega \tag{4.4}
\]

\[
f_2(\vec{x}) = \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} \frac{F_{R_{\text{max}}}(\omega)}{P_{\text{max}}(\omega)} d\omega, \tag{4.5}
\]

where \(\omega_{\text{min}}\) and \(\omega_{\text{max}}\) are the specified minimum and maximum frequencies, \(A_s\) is the submerged surface area, \(P_{\text{max}}\) is the constrained maximum mean absorbed power, and \(F_{R_{\text{max}}}\) is the constrained maximum dynamic reaction force at the rotation axis. The expression for \(P_{\text{max}}\) is given as [39]

\[
P_{\text{max}} = [1 - (1 - r)^2H(1 - r)] \frac{|F_e|^2}{8R}, \tag{4.6}
\]

where \(r\) is the ratio of the constrained to the optimum velocity amplitudes of the body and \(H(x)\) is the Heaviside step function. The expression for \(F_{R_{\text{max}}}\) is given as [77]

\[
F_{R_{\text{max}}} = \sqrt{\frac{1}{2} \left( |F_{R1}^2 + F_{R3}^2| + |F_{R1}|^2 + |F_{R3}|^2 \right)}, \tag{4.7}
\]
where

\[ F_{R1} = F_{e1} - (i \omega m_{15} + R_{15})U \]  

and

\[ F_{R3} = \begin{cases} 
F_{e3}, & \text{for symmetrical bodies} \\
F_{e3} - (i \omega m_{35} + R_{35})U, & \text{for submerged asymmetrical bodies} \\
F_{e3} - \left( i \omega m_{35} + R_{35} + \frac{1}{\omega} \rho g \int_{A_w} x dA \right)U, & \text{for surface-piercing asymmetrical bodies.}
\end{cases} \]  

(4.9)

Here, \( F_{e1} \) and \( F_{e3} \) are the surge and heave excitation forces, \( m_{15} \) and \( R_{15} \) are the added inertia and radiation damping in the horizontal direction due to the oscillation of the body about the rotation axis, \( m_{35} \) and \( R_{35} \) are the added inertia and radiation damping in the vertical direction due to the oscillation of the body, \( A_w \) is the water plane area, and \( U \) is the constrained velocity of the body, given as

\[ U = F_e[1 - (1 - r)H(1 - r)]/2R. \]  

(4.10)

In paper F, the objective functions are

\[ f_1(\vec{x}) = \int_{\omega_{\min}}^{\omega_{\max}} P_{\max}(\omega) d\omega \]  

(4.11)

\[ f_2(\vec{x}) = A_s, \]  

(4.12)

where \( A_s \) is now the total surface area, not just the submerged surface area, and \( P_{\max} \) is the maximum mean power achievable by a linear damper, given as [41]

\[ P_{\max} = \frac{|F_e|^2}{4(R + |Z_i|)} \]  

(4.13)

where \( Z_i \) is the intrinsic impedance, defined previously in Chapter 2.

Computations of the excitation forces, added inertia, and radiation damping necessary for the evaluation of the maximum absorbed power and reaction force are carried out using WAMIT. The surface areas, on the other hand, are evaluated from the geometry using known formulas.

Different combinations of objective functions can be considered, and while we have used two objective functions, it is possible to consider three or more objective functions. For example, the two objective functions in paper D may be decomposed into three functions: the absorbed power, the surface area, and the reaction force.

4.2.4 Framework

The geometry optimisation framework is summarised in Fig. 4.3. The whole scheme is programmed in MATLAB [92], which needs to perform repeated calls of WAMIT to compute the required hydrodynamic parameters for the evaluation of the objective functions. As described earlier, geometry preparation using MultiSurf is done only
at the start of the optimisation process. A geometry can be varied only by modifying a few lines in the geometric data file, which is a WAMIT input file, without having to reconstruct it in MultiSurf. Another WAMIT input file which may need to be

Figure 4.3: Geometry optimisation flowchart (reproduced from [77]).
modified for each new geometry is the potential control file, which contains a line specifying the depth of submergence of the rotation axis. The rest of the WAMIT input files do not change throughout the optimisation process. The bulk of the computation time is for computing the required hydrodynamic parameters for each new geometry. The computation time taken for the selection and variation operations is minor compared to the computation of the hydrodynamic parameters.
5  Geometry control

If we make wave devices with the brute strength to stand up to the very worst loads they will be heavy and expensive because infinity is such a big number.

Stephen Salter

For a single WEC operating in one mode, two conditions must be satisfied for maximum power absorption, namely, the optimum phase condition, or the resonance condition, and the optimum amplitude condition [49, §3.5]. The first is achieved when the imaginary part of the system impedance, i.e. the reactance, cancels, while the second is achieved by choosing the right value of the load resistance. This chapter is concerned mainly with the first condition. A discussion of the natural periods and resonance bandwidths of typical WECs will first be given as a motivation for the need to include control strategies to improve the economy of WECs\(^1\). A summary will then be given for the new WEC with geometry control proposed in paper E.

5.1  Natural Resonance

In general, the natural period of a WEC can be expressed as

\[
T_0 = 2\pi \sqrt{\frac{M + m}{S_b}}, \tag{5.1}
\]

where \(M\) is the structural inertia, \(m\) is the (frequency-dependent) added inertia, and \(S_b\) is the linearised hydrostatic stiffness. When the incident wave period \(T\) equals \(T_0\), the system is in resonance. We first consider three examples to give an idea of the typical natural periods of oscillating-body WECs and how one can engineer them to match the prevailing wave periods.

First consider a heaving hemisphere with radius \(a\). Then \(M = 2\rho \pi a^3 / 3\) and \(S_b = \rho g \pi a^2\), where \(\rho\) is the water density. Thus,

\[
T_0 = 2\pi \sqrt{\frac{2\rho \pi a^3 x}{3\rho g \pi a^2}} = 2\pi \sqrt{\frac{2ax}{3g}}, \tag{5.2}
\]

\(^1\)That resonance does not necessarily result in optimum phase for WEC arrays, is another motivation for motion control.
where \( x \) is a factor such that \( M + m = Mx \). The added mass of a heaving hemisphere in deep water for wave frequencies typically occurring at sea is approximately \( M/2 \) [68]. Therefore,

\[
T_0 \approx (2 \text{ sm}^{-1/2})\sqrt{a}. \tag{5.3}
\]

For a hemisphere with radius \( a = 5 \text{ m} \), then \( T_0 \approx 4.5 \text{ s} \).

Next, consider a heaving truncated cylinder with radius \( a \) and draft \( d \). Then \( M = \rho \pi a^2 d \) and \( S_b \) is the same as the heaving hemisphere. Thus,

\[
T_0 = 2\pi \sqrt{\frac{\rho \pi a^2 dx}{\rho g \pi a^2}} = 2\pi \sqrt{\frac{dx}{g}}. \tag{5.4}
\]

The added mass of a heaving truncated cylinder in deep water may be approximated as \( 2aM/3d \) for wave frequencies typically occurring at sea [33]. Therefore,

\[
T_0 \approx (2 \text{ sm}^{-1/2})\sqrt{d + 2a/3}. \tag{5.5}
\]

For a cylinder with radius \( a = 5 \text{ m} \) and \( d = 10 \text{ m} \), then \( T_0 \approx 7 \text{ s} \), but the resonance bandwidth is disappointingly small (c.f. Fig. 2.1).

Finally, we consider a submerged buoyant horizontal cylinder oscillating about an axis fixed at the sea bottom. The cylinder has radius \( a \), width \( d \), rotation arm length \( l \), and we assume that \( a \ll l \). Then \( M = \rho \pi a^2 d l^2 r \) and \( S_b = \rho g \pi a^2 d l(1 - r) \), where \( r \) is the relative density of the cylinder. Thus,

\[
T_0 \approx 2\pi \sqrt{\frac{\rho \pi a^2 d l^2 r x}{\rho g \pi a^2 d l(1 - r)}} \approx 2\pi \sqrt{\frac{lr x}{g(1 - r)}} \approx (2 \text{ sm}^{-1/2})\sqrt{\frac{lr x}{1 - r}}. \tag{5.6}
\]

Assuming that the added inertia of a bottom-hinged submerged horizontal cylinder is in the order of its structural inertia, i.e., \( x \approx 2 \), then for a cylinder with \( l = 10 \text{ m} \) and \( r = 0.3 \), \( T_0 \approx 6 \text{ s} \).

We observe that the natural period of a heaving WEC is governed by its size whereas for a bottom-hinged submerged buoyant WEC the governing parameters are the arm length and the relative density. Unless some means of phase control is used, a heaving WEC should be large enough to resonate with offshore waves, which usually have large periods. To have \( T_0 = 8 \text{ s} \), for example, a heaving hemisphere of radius \( a = 16 \text{ m} \) is required. On the other hand, a bottom-hinged submerged WEC can be made sufficiently small. For a fixed arm length, the natural period of a bottom-hinged submerged WEC can be made indefinitely large in theory by increasing its relative density. It is, however, more difficult to tune a bottom-hinged WEC to low resonant periods.

### 5.2 THE NEED FOR CONTROL

In reality, the periods of ocean waves keep changing. A WEC then should have a broad natural resonance bandwidth or otherwise be able to adapt itself from time to
time to keep resonating with the waves. The problem with small WECs is that they generally have a relatively narrow bandwidth. A small heaving WEC, in addition to having a relatively narrow bandwidth, has a natural period that is lower than the prevailing wave periods (c.f. Fig. 2.1). To make a WEC large, however, does not seem to be an economic option.

Another option is to design a WEC such that it has more than one natural periods. That it is possible for a WEC to have more than one natural periods may be seen by writing (5.1) as

\[ m(\omega_0) = \frac{S_b}{\omega_0^2} - M, \quad \text{(5.7)} \]

where \( \omega_0 = 2\pi/T_0 \). The function \( S_b/\omega^2 - M \) is monotonically decreasing with \( \omega \), while the behaviour of \( m(\omega) \) depends on the geometry. If both functions can be made to intersect at more than one frequency by a suitable choice of geometric configuration, then we have multiple resonances. For example, multiple resonances have been shown to exist for a bottom-hinged submerged WEC having a small depth of submergence [43]. It is of course important that the natural periods fall within the range of the prevailing wave periods and that the bandwidths are sufficiently large.

For other geometries and modes of motion, the remaining option is to adapt the WEC from time to time to resonate with the waves. A well-known strategy is latching [53, 55], by which the motion of the WEC, at every half wave cycle, is stopped upon reaching its maximum excursion and then released, ideally, about a quarter of its natural period before the wave excitation force reaches maximum. By latching, a small WEC having natural period lower than the wave period will move in approximately the same way as a larger WEC with larger natural period and larger bandwidth. This strategy belongs to the category of wave-by-wave or discrete control [24, 50].

Another strategy which is not new but has not received much academic attention so far is geometry control. It was defined by Price et al. [114] as anything that alters the excitation force and/or the intrinsic impedance of the WEC (or the excitation volume flow and/or the intrinsic admittance, in the case of fixed OWCS, or a combination of the four, in the case of floating OWCS). Changing the orientation of a WEC relative to the incident wave direction, changing the inertia or inertia distribution of a WEC by ballasting [60, 89], or changing the freeboard of an overtopping WEC [130] are all examples of geometry control. In these examples, geometry control is used mainly to improve power absorption.

In addition to their periods, the amplitudes of real ocean waves are also changing. A WEC therefore must be able to survive the worst wave loading scenarios. Geometry control may also be used to achieve survivability. For example, the WaveStar, which consists of many floats oscillating about an axis above the water level, is designed with a mechanism which allows the floats to be lifted out of reach of the waves in storm conditions. Two recent concepts, WEPTOS [110], which consists of ducks mounted on two horizontal arms connected at a hinge, and WaveCat [69], an oblique overtopping device consisting of two rows of tanks joined at a hinge, have different primary conversion principles but share similar survival strategies. The angle between the two rows of ducks/tanks can be controlled, and made smaller in survival mode.
5. Geometry control

![Diagram of WEC geometry](image)

Figure 5.1: Two-dimensional sketch of the proposed WEC (reproduced from [79]). The device oscillates about the bottom hinge $O$ upon wave action. The upper hinge $X$ enables the flap to be aligned at variable angle relative to the arm.

5.3 A PROPOSAL FOR AN ECONOMIC WAVE ENERGY CONVERTER

In paper E, a novel WEC is proposed, which makes use of a geometry control strategy to improve its economy. The geometry consists of a submerged buoyant flap with elliptical cross-section, supported by an arm hinged at the sea bottom. The novelty is in the provision of another hinge at the upper end of the arm. The extra hinge allows the flap to be fixed at variable angles relative to the arm. Since changing the flap angle changes the dynamic characteristics of the WEC and its hydrodynamic properties, the angle of the flap can be controlled from time to time, depending on the wave conditions, so as to broaden the overall power absorption bandwidth and to avoid excessive loadings. In paper E, the potential of this WEC is investigated by considering two possible orientations of the flap: parallel or perpendicular to the arm. The absorbed power and reaction force for the case where the flap is fixed for all sea states are compared with those for the case where the best orientation of the flap is used for each sea state. Ballasting the flap is also considered at the same time.
6 Conclusion

We began this thesis by looking back some thirty years ago, when harnessing energy from ocean waves looked more like science fiction to most people. Today, harnessing wave energy in an economical way and on a major scale is still a dream, but with increasing support from governments and the public, as we have seen in recent years, we may confidently say that it will not be too long until this dream becomes a reality. Meanwhile, many areas still require further research, and this thesis is a small contribution to that effort.

The underlying motivation for the work presented in this thesis has been the necessity to lower the cost of useful energy from the waves. We have argued, as did Falnes and Hals [54], that our objective should be to maximize the absorbed energy, not with respect to the available wave energy resource, but with respect to the cost of the WEC itself. The first part of the thesis (Chapter 3) concerns the application of useful tools to help develop more realistic, yet efficient, numerical models of WECs. The second part (Chapter 4) deals with the incorporation of the cost factor into the problem of designing economical WEC geometries. The final part (Chapter 5) looks at geometry control as a means to improve the economy of a WEC.

6.1 Summary of Contributions

In summary, we have shown that

1. Bond graph is well-suited for developing comprehensive models of WECs, which involve interactions between multiple energy domains. In particular, we have developed bond graph models of
   a) two alternative hydraulic PTO systems connected to a bottom-standing WEC resembling the Salter Duck, and
   b) a floating OWC in the form of a BBDB,

   as well as presented generic bond graph models of oscillating-body and oscillating-water-column WECs.

2. State-space models for wave radiation terms are efficient and accurate for use in time-domain simulations of WECs, while constant-parameter models may be useful to give quick estimates of the desired outputs when the radiation terms are relatively smaller than the other terms in the system. These findings
were obtained from a systematic assessment of three alternative models for the wave radiation terms (constant-parameter, state-space, and direct convolution integration models) applied to oscillating-body and oscillating-water-column WECs.

3. Multi-objective optimisation is a useful approach to incorporate the cost factor into the problem of finding economical WEC designs. An optimisation framework has been developed which makes use of relational geometry to parametrically vary the geometry. The methodology has been applied to find optimum geometries of WECs oscillating about fixed horizontal axes. Among the findings was that it is generally more economical for a bottom-hinged pitching WEC to have its flap spanning only the upper part of the water depth instead of the whole water depth.

4. Geometry control has the potential for improving the economy of WECs. A WEC with variable flap angle has been proposed and shown to have the potential of broadening the power absorption bandwidth and avoiding excessive forces.

6.2 Recommendations for future work

The following topics are suggested as direct extensions of the work presented in this thesis:

1. Bond graph modelling of other types of WECs, such as overtopping and flexible WECs
   Bond graph models of oscillating-body and oscillating-water-column WECs have been developed. A subsequent task in the modelling of WECs using bond graph would be to develop bond graph models of other types of WECs, such as overtopping [e.g. 75] and flexible WECs [e.g. 58].

2. Optimisation of BBDB and other floating OWCs
   The BBDB is an interesting device in that it uses the heave and pitch motions of the body to broaden the bandwidth of the motion of the water column relative to the body. A device with similar working principle has been proposed recently which consists of a vessel with two OWCs, one at the bow and the other at the stern [67]. It would be interesting to optimise the geometry of this class of WECs. The optimisation objectives could be to maximise power absorption and minimise drift forces to be resisted by the mooring lines, over a range of wave frequencies.

3. Bottom-hinged device with variable flap angle
   As a further step in the study of the WEC proposed in paper E, the dimensions of the proposed WEC need to be optimised. Furthermore, the performance of the device was studied in paper E by assuming that the flap angle was fixed in each sea state. Further refinement to the study would include evaluating the performance of the device when the flap angle is allowed to vary within
a sea state. Only two different flap angles were considered in paper E. The characteristics of the WEC for other flap angles are yet to be studied. It may also be worthwhile to investigate a survival strategy of letting the flap move freely relative to the arm. The effect of variation in water depth due to tides should also be investigated. Ultimately, a series of model tests will be essential to validate the numerical predictions made under the assumption of linear wave theory.

4. **Bottom-hinged horizontal cylinders**
In paper F, we optimised the geometry of a bottom-hinged horizontal cylinder composed of a submerged central part and two surface-piercing ends. It would be interesting to compare the composite cylinder with submerged and surface-piercing uniform cylinders.

5. **Optimisation of PTO parameters in addition to geometrical parameters**
So far we have dealt with geometry optimisation, where the maximum absorbed power, as given by (4.6) or (4.13), has been used as one of the objective functions. If the PTO parameters are set to constants, where the absorbed power is given by (2.60), the PTO parameters become additional design variables to be optimised apart from the geometrical parameters.

6. **Formulations of objective functions**
Another interesting study is to compare various combinations and formulations of the objective functions and their effects on the resulting optimal designs. This would include studying the effects of the wave climate at a given site.

7. **Multi-objective optimisation of other classes of WECs, such as heaving bodies and self-reacting multiple bodies**
The goal is to obtain general ideas on the relative cost-effectiveness of various classes of WECs, cost-effective design principles for WECs, and general understanding of the relationship between geometry and PTO parameters on one hand, and absorbed power, PTO force, and reaction force on the other, for different classes of WECs.

8. **Array optimisation**
For WECs in an array, the positioning of the WECs in the array is an additional variable to be optimised. A relevant objective function would be related to the separation distances between the WEC units.

9. **WECs with adaptive geometries**
The first step of the study would be to explore the possibilities of varying the geometries of existing WECs, as well as proposing other novel WECs with variable geometries. From these, the most promising concepts may be identified, and they will be subjected to further study to determine the optimal operation of the control strategy.
References


References


References


References


References


References


References


Paper A

Bond graph modelling of a wave energy conversion system with hydraulic power take-off

A. Kurniawan, E. Pedersen, and T. Moan
Renewable Energy 38, 234–244, 2012
Bond graph modelling of a wave energy conversion system with hydraulic power take-off

Adi Kurniawan, a,*, Eilif Pedersen b, Torgeir Moan a

a Centre for Ships and Ocean Structures, Trondheim, Norway
b Department of Marine Technology, Norwegian University of Science and Technology, Trondheim, Norway

ARTICLE INFO

Article history:
Received 30 September 2010
Accepted 21 July 2011

Keywords:
Wave energy
Bond graph
Hydraulics

ABSTRACT

A system viewpoint is essential in the study of wave energy converters, since several different energy domains are involved in such devices. In this regard, bond graph, a graphical, port-based approach to modelling engineering systems, serves as a useful tool. This article presents a study of a wave energy conversion system with hydraulic power take-off. With the aid of bond graph, two alternative hydraulic system designs are modelled by assembling hydraulic subsystems/components in different manners. A shallow-water pitching wave energy conversion system is considered as a case study, and selected simulation results using the two alternative hydraulic system designs are presented. In addition, this article suggests how to model by bond graph the dynamics of a multi-body wave energy conversion system.

1. Introduction

Ocean wave is characterized by its high energy density, low-frequency oscillatory motions, and randomness. Thus, a wave energy conversion system (WECS) generally has to have some means for converting the low-frequency oscillatory motions into fast unidirectional motion, as well as some strategies to yield steady power output despite the random input, in order to produce some form of energy for practical use. A WECS typically consists of [1], (1) a primary interface, where hydrodynamic interactions with the surrounding waves take place, resulting in a relative motion, (2) a power take-off (PTO) mechanism, which could be some combination of mechanical, hydraulic, pneumatic, and electrical subsystems, (3) a mechanism for securing the primary interface at sea, such as mooring lines, (4) a control mechanism to maximize power capture, and (5) cable connection to electricity grid. It is natural for a WECS to have several conversion stages beginning in the mechanical translational/rotational domain and ending in electrical domain. Inside as well as outside the conversion chain, different energy domains interact with one another. Such complexities are apparent from recent reviews by Falnes [2], Drew et al. [3], and Falcão [4], for example.

Research on WECSs to date has generally been diverse, focusing on different parts or aspects of the system rather than the totality of the whole system. Granted, there is value in studying individual parts of the system in order to have accurate understanding of the constitutive behaviour of a single part. However, as the parts or subsystems in a WECS are intimately related, one should carefully note that if interactions between the different domains are taken into account, modelling assumptions that appear justifiable on one engineering domain may become a problem on the others. Having a good understanding of the whole system is therefore important if the fruitfulness of different wave energy conversion concepts is to be assessed, and when improvements are sought. In other words, a system viewpoint is essential in the study of WECSs. This has been identified as one crucial area to be addressed in wave energy research [3].

In this regard, bond graph, a graphical, port-based approach to modelling engineering systems, may serve as a useful tool [for a general introduction to bond graph, see, e.g., 5,6]. The first allusion to the bond graph method for modelling WECSs was perhaps in an article by Jefferys [7], although the term bond graph was not mentioned. However, not until recently did works using bond graph start to appear in wave energy literature [8–14]. Apart from being a graphical, port-based modelling approach, one virtue of bond graph lies in the fact that it is domain-independent; it uses common notations for elements and variables across various energy domains, hence capable of representing a complex system involving diverse energy domains, such as a WECS, in a unified manner. Also, due to the common notations, analogies between

© 2011 Elsevier Ltd. All rights reserved.
systems across energy domains are readily inferred, even if the components involved are physically different. This helps in providing insight into the behaviour of a WECS, and in assessing various wave energy conversion concepts. The same feature could also be useful in small-scale model testing of WECSs, where the dynamics of the PTO mechanism, controller, moorings, and connection to the electricity grid may not be realisable in small scale. Based on the bond graph representation, a simulator could be devised to mimic the expected dynamic behaviour in a laboratory setup. Another important virtue of bond graph is that derivation of model equations can be done in a systematic manner, allowing for automated computer simulation.

This article looks into a class of WECSs which utilize oscillating body (or bodies) as their working principle, and in particular, those with hydraulic PTO mechanism. This choice is motivated by the fact that a large number of WECSs belong into this class. Hydraulic PTO is thought to be suited for wave energy conversion in that it can capture power from slowly varying large forces which characterize ocean waves [15] and that it is highly controllable [16]. A bond graph model of the WECS is constructed by first considering the separate subsystems/components before assembling them together. This is illustrated in Section 2. Two alternative hydraulic system designs are studied, which result from assembling the subsystems/components differently. In passing, Section 2 also suggests how one can use bond graph to model the dynamics of a WECS consisting of a platform and several point absorbers. Finally, in Section 3, a shallow-water pitching WECS is considered where the primary interface resembles the Edinburgh duck [17]. Each of the two hydraulic PTO systems is connected to the primary interface and selected simulation results under irregular wave excitation are presented and discussed.

2. Bond graph model

In bond graph terms, a WECS essentially performs a power transformation from one energy domain to another, usually from mechanical translational/rotational domain to electrical domain. In bond graph notation this is simply

\[
\begin{array}{c}
\text{Sf} \\
\text{TF} \\
\text{Sf} \\
\text{TF} \\
\text{TF} \\
\text{R}
\end{array}
\]

where Sf is the source of mechanical translation/rotation, TF is the load of the system, and TF the power transformation from mechanical to electrical domains. The power bonds (represented by half arrows) indicate the energy flow and signify flows in opposite directions of the power co-variables, namely effort and flow. The causal stroke (a vertical line at one end of the bond and perpendicular to it) indicates the direction of the effort signal. As an example, in the above, flow is the input to the R element while effort is the output. In reality, the TF is made up of a number of subsystems depending on the PTO mechanism and the conversion stages employed, and these should be modelled in detail.

Typical conversion stages in a WECS is illustrated in Fig. 1 [cf. 3,18]. As seen from the figure, several alternatives are available to convert energy from mechanical translational/rotational, hydraulic, or pneumatic domain to electrical domain. For an oscillating water column (OWC), energy is converted from pneumatic to electrical domains via an air turbine [cf. 7, Fig. 2] while for an overtopping WECS, energy is converted from hydraulic to electrical domains via a water turbine. For an oscillating-body WECS, direct conversion from mechanical translational/rotational to electrical domains can be achieved by means of a direct-drive electrical generator. The second alternative is to have a hydraulic piston convert energy from mechanical translational/rotational to hydraulic domains before converting it to mechanical rotational domain via a hydraulic motor. This article concentrates on the latter alternative.

An initial bond graph model of such hydraulic PTO, showing the primary conversion stages, is shown in Fig. 2. In the figure, the two TF elements represent the hydraulic piston and hydraulic motor, respectively, and the labels above and below the power bonds represent the effort-flow pair or the power co-variables in each energy domain. In mechanical translational domain, these are force (F) and velocity (v), in hydraulic domain, pressure (p) and volume flow rate (Q), while in mechanical rotational domain, these are torque (τ) and angular velocity (ω). The resemblance of the bond graph model to the chart in Fig. 1 is readily seen. Fig. 1 can in fact be conceived as a word bond graph for different classes of WECS.

Clearly, in a realistic model, energy losses in between successive conversion stages have to be accounted for. In a hydraulic system, these losses are mainly due to pressure drops along the pipes, leakages, and frictions. In bond graph, each of these is modelled by an R element, which serves to dissipate energy. These have to be added into the model. Apart from Sf, TF, and R, additional elements are also required in order to develop a bond graph model with sufficient details. In total, nine basic elements are generally sufficient to model any physical system. Each of these represents an elementary behaviour, viz. storage (C and I elements), irreversible transformation (TF and G elements), resistive transformation (G elements), supply and demand (Se and Sf elements), and distribution (0- and 1-junctions). They are introduced in the following.

2.1. Subsystems and components

The hydraulic PTO system in this study consists of the following subsystems and components [for a more detailed overview of hydraulic components, see e.g. 19].

2.1.1. Hydraulic piston

Energy from translational/rotational motion of the WECS primary interface is converted into hydraulic pressure by one or more
hydraulic pistons. These pistons can be either single or double acting. A bond graph model of the single-acting piston is shown in Fig. 3. The model has two ports: the first port connects to a source, which in the case of a WEC could be a flow source representing the relative velocity of the primary interface, whereas the second port transfers the pressurized fluid to the next conversion stage or to pipes and valves.

It is seen that the model is built up using TF, R, I, C elements, as well as 0- and 1-junctions. The primary function of a hydraulic piston is to convert energy from mechanical translational domain to hydraulic domain. This is represented by the TF element, with the following constitutive relation:

$$F_p = A_p p_c$$ (1)

$$Q_c = A_p v_p$$ (2)

where $F_p$ is the force applied to the piston, $A_p$ is the piston area, $p_c$ is the chamber pressure relative to the initial chamber pressure, $Q_c$ is the volume flow rate, and $v_p$ is the velocity of the piston.

The R elements are used to represent energy losses due to damping and friction. The cylinder friction $F_f$ can be modelled according to the static plus Coulomb plus viscous plus Stribeck model [20]:

$$F_f = F_0 \left\{ \mu_c + (\mu_{st} \tanh(v_p)) \right\} + \frac{v_p}{v_{st}} \left\{ \mu_c + \mu_{fl} + \mu_v \right\} \operatorname{sgn}(v_p)$$ (3)

where $F_0$ is the normal force, $\mu_c$ is the Coulomb friction coefficient, $\mu_{st}$ is the static friction coefficient, $\mu_v$ is the viscous friction coefficient, $v_{st}$ is the characteristic Stribeck velocity, and $s$ is the steepness of Coulomb friction curve. Also, since the stroke length of the piston is limited, a conditional damping model is used to represent energy loss whenever the piston collides with the cylinder heads. This is modelled as a linear damping with a large damping coefficient which is applied whenever the piston displacement exceeds the stroke limit. Similarly, the damping of the piston rod is modelled as a linear damping with a large damping coefficient.

Some of the force applied to the piston will accelerate the piston mass. This is represented as an I element. The mass of the piston relates its momentum and velocity.

The C elements are used to represent, firstly, the stiffness applied whenever the piston displacement exceeds the stroke limit, secondly, the stiffness of the piston rod, and thirdly, the compressibility of the fluid in the chamber. The latter is modelled by the following equation which relates the chamber pressure $p_c$ and the change in chamber volume $\Delta V_c$ [21]:

$$p_c = B \frac{\Delta V_c}{V_{c0} - V_c}$$ (4)

where $B$ is the bulk modulus of the fluid and $V_{c0}$ is the initial chamber volume.

A double-acting piston, as opposed to the single acting, has two flow outlets (represented by the two ports at the right hand side), and as such, has two TF elements in the bond graph model (see Fig. 4). Eqs. (1) and (2) are used for each TF, but it should be noted that the area of one side of the piston is not necessarily equal to the area of the other side, due to the presence of the piston rod. Also, compared to the single-acting piston (Fig. 3), an additional C element is needed to model fluid compressibility in the other chamber. An additional R element is used to model internal leakage across the cylinder chambers.

### 2.1.2. Pipes

Pipes transfer hydraulic fluid from one point to another. These can be thought of as transmission lines in the case of electrical systems. As the fluid flows along the pipes, energy is dissipated resulting in pressure drops. Pressure drops $\Delta p_p$ along the pipes are modelled according to the following equation [22]:

---

**Fig. 3.** Bond graph model of a single-acting hydraulic piston.

**Fig. 4.** Bond graph model of a double-acting hydraulic piston.

**Fig. 5.** Bond graph model of a hydraulic motor.
which is modelled by an element. The diameter. This can be represented by an equation which determine the motion of the fluid, Q is the volume flow rate, and D is the pipe diameter. This can be represented by an R element. Also, as the fluid in the in the pipe is accelerated, inertial force arises. The fluid inertance, which is modelled by an I element, is given as [22]

\[
I = 4pL/D^2
\]

(6)

### 2.1.3. Check valves

A check valve or no-flow valve resembles a diode in electrical systems. It allows flow in only one direction. Such behaviour can be modelled in bond graph using an R element with conditional equations which determine the flow Qc through the valve depending on the pressure difference across it. One such model is given as follows [c.f. 21]:

\[
Q_c = \begin{cases} 
\frac{\Delta p_v}{p_c} q_{cl} & \text{if } \Delta p_v < p_c \\
q_{cl} + \frac{\Delta p_v - p_v}{p_{op} - p_c} (q_{op} - q_{cl}) & \text{if } p_c \leq \Delta p_v \leq p_{op} \\
q_{cl} + \frac{2}{\beta} \Delta p_v & \text{if } \Delta p_v > p_{op},
\end{cases}
\]

(7)

where

\[
q_{cl} = C_d A_{\min} \sqrt{\frac{2}{\rho} p_{cl}}
\]

(8)

\[
\Delta p_v = \frac{128L \rho v Q}{\pi D^4}
\]

(5)

where L is the pipe length, \( \rho \) is the fluid density, \( v \) is the kinematic viscosity of the fluid, \( Q \) is the volume flow rate, and \( D \) is the pipe diameter. This can be represented by an R element. Also, as the fluid in the in the pipe is accelerated, inertial force arises. The fluid inertance, which is modelled by an I element, is given as [22]

\[
I = 4pL/D^2
\]

(6)

### 2.1.4. Accumulators

An accumulator, which behaves as a capacitor in electrical systems, provides means for energy storage. It has the effect of smoothing out pressure and flow fluctuations in the system. A common type is the gas-charged accumulator, which uses a gas-filled bladder in a chamber. The expansion and compression of the gas follows the following relation [22]:

\[
p_0 + \Delta p = p_0 \left( \frac{V_0}{V_0 - \Delta V} \right)^k
\]

(10)

where \( p_0 \) is the initial gas pressure and \( V_0 \) is the initial gas volume. The volume of fluid entering the accumulator is denoted by \( \Delta V \) and the corresponding increase in pressure by \( \Delta p \). The value of the specific heat ratio \( k \) depends on whether the expansion and compression occur rapidly or slowly. Such relation between pressure and volume can be modelled by a C element.

### 2.1.5. Hydraulic motor

A hydraulic motor transforms energy from hydraulic into mechanical rotational domains. A bond graph model of the hydraulic motor is shown in Fig. 5. The model has three ports: the first port represents the inflow into the motor, the second represents the outflow, and the third represents the connection to the next conversion stage, i.e. an electric generator. The transformation from hydraulic into mechanical rotational domains is carried out according to the following equation for the TF element [21]:

\[
T = V_r \rho \tan \alpha
\]

(11)

\[
Q = V_r \rho \tan \alpha
\]

(12)

where \( T \) is the motor torque, \( V \) the motor displacement per radian, \( \rho \) the hydraulic pressure, \( \alpha \) the inclination angle, \( Q \) the volume flow rate, and \( \rho \) the motor rotational velocity. Internal leakage is included in the model using an R element in the same way as in the double-acting piston (c.f. Fig. 4). In addition, the inertia of the rotating part is modelled as an I element and friction is included using an R element.
2.2. Assembled subsystems and components

The various subsystems/components having been described, one is now ready to assemble them together. One possible hydraulic PTO design for use in a WECS is shown in Fig. 6. This system has a single-acting hydraulic piston at one end, two check valves, two accumulators, and a hydraulic motor. Relative motion of the primary interface due to the waves drives the piston up and down. Referring to the figure, as the piston moves down, hydraulic fluid is forced to flow through the upper pipe into the high-pressure accumulator and through the hydraulic motor. As the piston moves up, the fluid flows through the lower pipe from the hydraulic motor and the low-pressure accumulator back into the cylinder. Throughout this cycle, the fluid always flows in one direction as it drives the hydraulic motor. The motor in turn drives an electric generator, which applies load into the system.

A bond graph model of such system is shown in Fig. 7. One can see that the model resembles the schematic in Fig. 6 and that it is build up from the subsystems/components described previously. Here, the details of the hydraulic cylinder and the hydraulic motor are just as shown in Figs. 3 and 5. The detail of the 2-check-valve system is shown in Fig. 8. Due to the nature of the check valve, its causality has to be fixed. As a consequence, one has to introduce a C element connected to the 0-junction to avoid differential causality in the model. The electric generator is modelled using a linear R element.

As an illustration, an oscillating body has been included as a primary interface, constrained to move in one degree of freedom (DOF). A bond graph of the body consists of an I element representing its structural mass and added mass, a C element representing its hydrostatic restoring force, and an R element representing its hydrodynamic damping. The motion of the body drives the hydraulic piston. A TF element representing some transformation relation, such as between mechanical rotational and translational domain, connects the body and the hydraulic PTO. Exciting force from the waves is represented by Se element.

It is possible to assemble the subsystems/components differently. An alternative hydraulic PTO design utilizing a double-acting hydraulic piston and four check valves is described in Section 3.

2.3. Dynamics of a multi-body primary interface

In passing, we shall now suggest how to model the dynamics of the primary interface of a multi-body WECS and how to implement it in bond graph. Consider a particular WECS in the form of a floating platform with multiple buoys hanging underneath, such
as the concept studied in [10] and [23]. Each buoy is constrained to move only in vertical direction relative to the platform. This relative motion is in turn converted by a hydraulic PTO into electricity. A floating platform generally has 6 DOFs. Each buoy introduces one extra DOF to the system. For n buoys, there will be a total of n extra DOFs. Assuming that the motion of the platform is not affected by the motion of the buoys, Marré [10] modelled the platform as a flow source. In the following a more realistic bond graph model of the interaction between the platform and the buoys shall be developed.

Consider a floating rectangular platform in head sea. A right-handed coordinate system (x, y, z) lies on the mean water surface with x-axis pointing in the incident wave propagation direction and z-axis pointing upwards. For simplicity, the centre of gravity of the platform at rest is assumed to coincide with the origin of the coordinate system, and the incident wave is assumed to propagate in the direction normal to the side of the platform. Let the platform displacements along the x-, z-, and about the y-axes be \( \eta_1(t) \), \( \eta_2(t) \), and \( \eta_3(t) \), respectively, the displacements of buoy i along the x-, z-, and about the y-axes be \( \eta_1(t,i) \), \( \eta_2(t,i) \), and \( \eta_3(t,i) \), respectively, the x-coordinate of buoy i be \( x_i \), and the vertical displacement of buoy i relative to the platform be \( r_i(t) \). Assuming small \( \eta_5(t) \), the following relations hold:

\[
\begin{align*}
\eta_1(t) &= \eta_1(t) + r_1(t)\eta_5(t) \\
\eta_3(t) &= \eta_3(t) - x_i\eta_5(t) + r_i(t) \\
\eta_5(t) &= \eta_5(t).
\end{align*}
\]

(13)

(14)

(15)

Taking time derivatives gives the following relations between the velocities:

\[
\begin{align*}
\dot{\eta}_1(t) &= \eta_1(t) + r_1(t)\ddot{\eta}_5(t) + \dot{r}_1(t) \\
\dot{\eta}_3(t) &= \eta_3(t) - x_i\dot{\eta}_5(t) + \dot{r}_i(t) \\
\dot{\eta}_5(t) &= \dot{\eta}_5(t).
\end{align*}
\]

(16)

(17)

(18)

Following [21], the equation of motions for the system can be expressed as

\[
\frac{d}{dt} \left( \begin{array}{c} \dot{T} \\ \dot{V} \end{array} \right) - \left( \begin{array}{cc} \partial \dot{T} / \partial \eta_j \\ \partial \dot{V} / \partial \eta_j \end{array} \right) = E_j.
\]

(19)

where \( \eta_j \) is the j-th generalized displacement, \( T \) and \( V \) are the kinetic and potential energy expressions as functions of the generalized displacements, and \( E_j \) the generalized forces for the j-th coordinate including forces which can be derived from dissipation terms. \( \eta = (\eta_1, \eta_2, \eta_3, r_1, \ldots, r_n) \) is chosen as the generalized displacement vector. An alternative choice of generalized displacements was considered by Taghipour and Moan [23]. Without contributions from added masses, the kinetic energy \( T \) can be expressed in terms of the generalized displacements as

\[
T = \frac{1}{2} \left[ m_1\dot{\eta}_1^2 + m_2\dot{\eta}_2^2 + m_3\dot{\eta}_3^2 + \sum_{i=1}^{n} m_{1i}(\dot{\eta}_1 + r_i\dot{\eta}_5 + \dot{r}_i)^2 \right] + \frac{1}{2} \sum_{i=1}^{n} \left[ m_{3i}(\dot{\eta}_3 - x_i\dot{\eta}_5 + \dot{r}_i)^2 + m_{5i}\dot{\eta}_5^2 \right].
\]

(20)

where \( m_1, m_3, \) and \( m_5 \) denote the platform inertias associated with \( \eta_1, \eta_3 \), and \( \eta_5 \), respectively, while \( m_{1i}, m_{3i}, \) and \( m_{5i} \) denote the inertias of buoy i associated with \( \eta_1, \eta_3, \) and \( \eta_5 \). Considering only the hydrostatic restoring forces, the potential energy \( V \) can be expressed as

\[
V = \frac{1}{2} \left( C_{33}\eta_3^2 + C_{55}\eta_5^2 \right) + \sum_{i=1}^{n} \left( C_{33i}(\eta_3 - x_i\eta_5 + \dot{r}_i)^2 + C_{55i}\eta_5^2 \right).
\]

(21)

where \( C_{33}, C_{55}, C_{33i}, \) and \( C_{55i} \) are the hydrostatic restoring coefficients. Taking the required derivatives and substituting into Eq. (19) yields a system of equations which can be implemented in bond graph using an IC field, a special bond graph element.

A bond graph model of the platform-buoy dynamics, where bonds for only one buoy have been drawn, is shown in Fig. 9. The IC field is shown on the top. The three 1-junctions on the upper left represent the platform velocities, while the three 1-junctions on the lower right represent the buoy velocities, all in the inertial coordinate system. The 1-junction on the upper right represents the buoy velocity relative to the platform, \( r_i \). External restoring forces such as from moorings have been included in the model.
using C elements, while external damping forces such as from viscous damping have been included using R elements. The wave exciting forces are effort sources, and therefore are represented by Se elements. The magnitudes of the wave radiation forces depend on the body velocities, and therefore are represented by MSe (modulated effort source) elements, which take the velocities of the bodies as input signals. Alternatively, the radiation forces can be decomposed into added mass and radiation damping forces, and included using I and R fields connected to the 1-junctions, respectively. The wave exciting and radiation forces on the buoy are given in the inertial coordinate system, and thus MTF and TF elements are needed to relate the velocities and forces in this coordinate system to those along \( r \). The rectangle labelled PTO contains bond graph of the hydraulic system considered earlier.

Simulation of this multi-body dynamic model is not pursued in this article. Instead, in the next section we shall consider a shallow-water pitching WECS.

### 3. Simulations of a shallow-water pitching WECS with alternative hydraulic PTO systems

Alternative designs of hydraulic PTO can be conceived by assembling the various subsystems and components described in Section 2 in different manners. Two designs are considered here. The first, with a single-acting hydraulic piston and two check valves, is similar to that studied in [11,24], and has been described above in Section 2.2. The second, with a double-acting hydraulic piston and four check valves, is similar to that studied in [12,13,25]. This second design resembles a full-wave rectifier in electrical systems (see Fig. 10). As the piston moves down, hydraulic fluid from the lower cylinder chamber is forced to flow into the high-pressure accumulator, through the hydraulic motor, into the low-pressure accumulator, and into the upper chamber of the cylinder. As the piston moves up, hydraulic fluid from the upper cylinder chamber is again forced to flow into the high-pressure accumulator, through the hydraulic motor, into the low-pressure accumulator, and into the lower chamber of the cylinder. Throughout the cycle, the fluid always flows in one direction as it drives the hydraulic motor. The motor in turn drives an electric generator, which applies load into the system. A bond graph representation of the system is shown in Fig. 11. At a glance, the system looks similar to the first design (see Fig. 7). The differences are in the details of the hydraulic cylinder and the check valve system, as well as the connection between the cylinder and the check valve system. The detail of the hydraulic cylinder is shown in Fig. 4 while the detail of the check valve system is shown in Fig. 12.

In the following, the design with a single-acting hydraulic piston and two check valves is referred as the 2-valve system and the design with a double-acting piston and four valves as the 4-valve system.

Selected simulation results from the two alternative hydraulic PTO designs connected to a primary interface shall now be presented. Consider a shallow-water pitching WECS as shown in Fig. 13, where the primary interface resembles the Edinburgh Duck [17]. The cross section of the primary interface is formed by an arc of radius 5 m and two straight lines of equal length, each tangent to the arc. The width of the primary interface is 10 m and its draft is 7.5 m. A supporting structure constrains the primary interface to move only in pitch. The pitch motion under wave action activates the hydraulic piston, which drives the fluid flow in the hydraulic system. The device is set to operate in 10-m water depth. It can be shown that the wave energy transport \( J \) defined as the transported wave power per unit width of the wave front, for plane progressive irregular wave in finite water depth is

\[
J = \rho g \int_{0}^{\infty} S(\omega) v_{g} d\omega,
\]

where \( \rho \) is the water density, \( g \) is the acceleration of gravity, \( S(\omega) \) is the (one-sided) wave spectrum, and \( v_{g} \) is the group velocity, which is a function of wave frequency \( \omega \) and water depth \( h \) [c.f. 26, Eq. (29)], where a two-sided spectrum was used instead of the more common one-sided one. The expression differs by a factor of 2]. The wave energy transport in 10-m water depth is plotted in Fig. 14.
together with that in 300-m water depth. A JONSWAP spectrum with peakedness parameter of 3 and significant wave height $H_s = 2\ m$ is used as the wave spectrum model. It can be seen that, for the same $H_s$, the 10-m-water-depth wave transports more energy than the 300-m-water-depth wave in the range of spectral peak period $T_p = 3\ to\ 11\ s$. This constitutes one motivation for pursuing WECS development in shallow water.

Hydrodynamic parameters of the primary interface are computed using a higher-order panel method \[27\]. Wave diffraction due to the support structure is neglected and the water depth is assumed to be uniform. Referring to Fig. 13 (right), the incident wave is assumed to propagate from left to right.

In addition to tuning the linear generator load $R$, the possibility of tuning the inertia moment of the primary interface in order to maximise the energy capture is considered. This may be achieved in practice by transferring some mass in the primary interface along the radial direction. In the mathematical model, the same effect is obtained by allowing the radius of gyration $r_{55}$ to be varied. Fig. 15 shows the pitch velocity amplitudes of the primary interface when it is not connected to the hydraulic system, for 1-m incident harmonic wave amplitude and for different realistic radii of gyration. The figure illustrates that depending on the frequency content of the incident wave, there is an optimum radius of gyration which maximises the energy capture.

A bond graph model of the primary interface is shown in Fig. 16. Inclination angle $\theta$ and fluid density $\rho$ are defined for the hydraulic system for 1-m incident harmonic wave amplitude and for different radii of gyration.

Fig. 16. Bond graph model of the pitching WECS primary interface.
for stiff systems, is used as the numerical integration method, with a relative tolerance of $1.0 \times 10^{-7}$. Step sizes of $2 \times 10^{-3}$ s and $1 \times 10^{-3}$ s are used for the 2-valve and the 4-valve systems, respectively. The parameters used in the numerical simulations are listed in Table 1. The same set of parameters are used for the two hydraulic PTO designs to show how the two systems behave under similar circumstances. The excitation force time series are generated before the simulation and stored as data files to be read during the simulation. The excitation force time series are generated following the method described in [29].
Table 2
Optimised values of the linear generator load R and radius of gyration of the primary interface r_{55} together with the amount of converted energy E_{0} for the pitching WECs with 2-valve system.

<table>
<thead>
<tr>
<th>T_{p} [s]</th>
<th>R_{opt} [Nm]</th>
<th>r_{55,opt} [m]</th>
<th>E_{0} [kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1464</td>
<td>6.0</td>
<td>5.1</td>
</tr>
<tr>
<td>9</td>
<td>1477</td>
<td>8.5</td>
<td>2.8</td>
</tr>
<tr>
<td>11</td>
<td>1414</td>
<td>10.2</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 3
As in Tab. 2, for the pitching WECS with 4-valve system.

<table>
<thead>
<tr>
<th>T_{p} [s]</th>
<th>R_{opt} [Nm]</th>
<th>r_{55,opt} [m]</th>
<th>E_{0} [kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>484</td>
<td>5.9</td>
<td>4.9</td>
</tr>
<tr>
<td>9</td>
<td>509</td>
<td>8.2</td>
<td>2.8</td>
</tr>
<tr>
<td>11</td>
<td>516</td>
<td>10.1</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Selected results from 600-s simulation of the pitching WECS are presented in Fig. 17 for the 2-valve system and in Fig. 18 for the 4-valve system. The wave parameters are T_{p} = 11 s and H_{s} = 2 m. The same wave realisation is used for both systems. The results are for optimised linear generator load R and radius of gyration of the primary interface r_{55} which give the largest amount of converted energy during the 600 s. These optimised values together with the amount of converted energy for T_{p} = 7.9 s and 11 s and H_{s} = 2 m are listed in Table 2 for the 2-valve system and in Table 3 for the 4-valve system. It should be noted that for a given case the amount of converted energy obtained using different wave realisations may differ, but they should converge for a sufficiently long simulation. The 600-s duration is not sufficiently long to give reliable estimates of the converted energy; it is selected for comparison purposes only.

From the close agreement between the optimum amount of converted energy obtained from the two systems (see Tables 2 and 3), the following is deduced. Given that the two systems have equal losses, the amount of optimum converted energy obtained by the two systems will be equal when the same optimising strategy is used even if the details of the two systems are different. In the present case, the parameters of the two systems have been set to give approximately the same amount of major losses. The lower amount of converted energy obtained by the 4-valve system is likely due to larger minor losses arising for instance from valve leakages. It is also interesting to note that while the optimum values of r_{55} are similar for the two systems, the optimum values of R are lower for the 4-valve system than those for the 2-valve system.

Referring again to Figs. 17 and 18, the distinct feature of the 4-valve system as opposed to the 2-valve system is noticeable from the plots of the accumulator pressures. For the 4-valve system there are two oscillations of the accumulator pressure for each oscillation of the primary interface, whereas for the 2-valve system there is one oscillation of the accumulator pressure for each oscillation of the primary interface. It is also apparent that pressure fluctuations are larger for the 2-valve system than those for the 4-valve system. The 4-valve system is probably the better option if minimising pressure fluctuations is one of the primary interests. Numerical experimentations also reveal that further smoothing of the converted power may be obtained by increasing the accumulator volumes and/or the motor inertia.

4. Conclusions

This article demonstrates the virtue of bond graph modelling as being graphical, modular, and domain-independent, by considering two alternative hydraulic PTO system designs obtained by first considering the subsystems/components separately and then assembling them in different manners. The first design uses a single-acting hydraulic piston and two check valves. The second uses a double-acting hydraulic piston and four check valves. These hydraulic system models can then be connected to bond graph models of various primary interface designs (single-body or multi-body in terms of configuration, or heaving, pitching, etc. in terms of modes of motion) to form different models of wave energy conversion systems with hydraulic PTO.

Illustrative numerical results of the two hydraulic PTO designs have been presented for a shallow-water device where the primary interface resembles the Edinburgh Duck, constrained to move in pitch about a fixed axis. These results include the variations with time of body displacements, accumulator pressures, and converted power in irregular waves, for optimised generator load and radius of gyration of the primary interface. In addition, we have suggested how to model in terms of bond graph the dynamics of a platform and multiple buoys, each connected to a hydraulic PTO system.

It is our belief that in view of the multidisciplinary nature of wave energy research, bond graph could serve as a valuable tool in assessing the system behaviour of various wave energy conversion concepts. Furthermore, bond graph could be helpful in devising small-scale PTO simulators for the purpose of small-scale model testing.
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Abstract—Time-domain models are necessary for the analysis of wave energy conversion systems, due to the presence of nonlinearities which may not be neglected for accurate prediction of their performance and behaviour. Such nonlinearities are contributed in varying degrees by drag, Coulomb friction, fluid compressibility, and also control mechanism. In time-domain, the equations of motion for the system will contain hydrodynamic radiation terms expressed as convolution integrals due to the frequency dependence of the radiation coefficients. The evaluation of the convolution integral is time-consuming and difficult to carry out by standard adaptive solvers. Hence, various approximations to the convolution integral have been proposed to avoid these problems. The purpose of this study is to systematically assess the quality of some selected time-domain models. Generic models of wave energy conversion systems will be developed, with the possibility of varying the relative importance of the nonlinear terms. The time-domain models are categorised according to the convolution approximation and the numerical integration method used. Selected assessment criteria include computation time as well as the statistics of device motions and converted power. It is hoped that this study will provide some guidelines in the choice of time-domain models suitable for simulation of wave energy conversion systems.
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I. INTRODUCTION

The need for time-domain models for the simulation of wave energy conversion systems (WECSs) has been recognised as early as late 1970s [1]. Time-domain approach is necessary because WECSs contain substantial degree of nonlinearities, arising mainly from the power take-off system and control mechanism. The common way to formulate a time-domain model is to use integro-differential equations of motion which contain convolution integrals representing the wave radiation force [2], [3]. The convolution integral account for the system memory, signifying the fact that waves radiated by the body in the past continue to affect the body force for all subsequent times [4], [5]. The kernel of the integral is an impulse response function (IRF) also known as the retardation function, which is related to the frequency-dependent hydrodynamic radiation coefficients by Fourier transforms. When the system is nonlinear, this integral is necessary even when the incident waves are monochromatic, as shown in [4].

In time-domain simulations, evaluation of the convolution integral is known to be time-consuming and difficult to carry out with standard adaptive time-stepping solvers. The reason is that one usually has to store discrete values of the IRF sampled at every simulation time step for the whole simulation time length, and one has to re-evaluate the convolution integral at every time step. It is obvious that for a multiple-degree-of-freedom system, which contains a number of these integrals, the computational effort can be tremendous. To avoid this difficulty, a set of coupled linear ordinary differential equations has been proposed as an approximate replacement for the convolution integral, first probably by Jefferys [1] in wave energy context. This so-called state-space representation is more efficient due to its Markovian property: at any instant, the value of the state summarises all the past system information [6]. The need to store a large amount of data and re-evaluate the integral at every time step is therefore eliminated.

Different approaches have been proposed in the literature to identify this state-space radiation force model, and have been summarized recently in [6]. Each of these approaches belongs to either time-domain or frequency-domain identification. In time-domain identification the state-space model is obtained from the corresponding radiation IRF, whereas in frequency-domain identification the state-space model is obtained from the corresponding radiation data in frequency domain.

To assess the quality of these state-space models, one may compare the steady-state responses of a linear system obtained from such models against those from a frequency-domain model. This was done by Jefferys [7], who compared the velocity and power obtained from a state-space model by frequency-domain identification with those from a frequency-domain model, over a range of wave periods. Taghipour et al. [8] compared the displacements from two state-space models, one by time-domain identification and the other by frequency-domain identification, with those from a frequency-domain model. Perez and Fossen [6] later made similar comparisons of the force-displacement frequency response functions (FRFs) obtained from the three models. One may also compare the transient responses obtained from the state-space models with those from a direct convolution integration (without convolution replacement). Considering a linear system, Taghipour et al. [8] compared the displacements in calm water after an initial displacement obtained from the two state-space models and from direct convolution integration. Also, considering a nonlinear system, Jefferys [7] compared the mean power and mean square velocity in a given sea state obtained from a state-space model by frequency-domain
identification, with those obtained from direct convolution integration. Common to all these studies was the considerable saving of computation time resulting from the use of state-space model as opposed to direct convolution integration.

The purpose of this study is to complement those previous works by supplying a more systematic comparison of some selected time-domain models of WECSs. To achieve this purpose, generic models of WECSs are developed, with the possibility of varying the relative importance of their nonlinear terms. Hydrodynamic data are computed from some simple geometries. The time-domain models to be compared are obtained by frequency-domain identification, with those obtained from direct convolution integration. Common to all these studies was the considerable saving of computation time resulting from the use of state-space model as opposed to direct convolution integration.

The purpose of this study is to complement those previous works by supplying a more systematic comparison of some selected time-domain models of WECSs. To achieve this purpose, generic models of WECSs are developed, with the possibility of varying the relative importance of their nonlinear terms. Hydrodynamic data are computed from some simple geometries. The time-domain models to be compared are obtained by frequency-domain identification, with those obtained from direct convolution integration. Common to all these studies was the considerable saving of computation time resulting from the use of state-space model as opposed to direct convolution integration.

II. GENERIC MODELS OF WAVE ENERGY CONVERSION SYSTEMS

We first develop generic models of a selection of WECSs in the bond graph framework [10]. These are thought to represent most wave energy conversion concepts available to date. For all these models, we assume a linear load resistance. Each model contains nonlinear terms. The effects of varying the degrees of nonlinearity of these nonlinear terms will be examined for each model.

A. Floating oscillating water column

We consider firstly a floating oscillating water column (OWC) wave energy device, restricted to move only in one degree of freedom. A bond graph model of such system is shown in Fig. 1, with the following main characteristics. The force balance on the OWC body is represented by the bonds connected to the 1-junction on the upper left. The volume flow balance in the OWC chamber is represented by the bonds connected to the 0-junction on the bottom left. The coupling between the body velocity and the chamber pressure is represented by the TF element connecting the 0-junction to the 1-junction. The TF element to the right of the first 1-junction carries out the transformation between force-velocity and pressure-volume flow. The 0-junction on the right connects 1- and 0-junctions on the left, signifying that the volume flow relative to the body is utilised for power absorption. The circle labelled P connected to the load resistance is a power sensor. The nonlinear terms in the model are the Coulomb and quadratic damping forces on the body, the volume flow due to air compressibility in the chamber, and the volume flow through the relief valve. All other terms are assumed to be linear. The coupled equations of motion for this device in time domain can be written as

\[
F_c(t) = [m_m + m(\infty)] \ddot{u}(t) + k(t) \dot{u}(t) - C(\infty) p(t) - h(t) \dot{p}(t) + (S_b + S) s(t) + R_C \text{sgn} \ u(t) + R_u u(t) |u(t)| - rp(t)
\]

\[
Q_c(t) = y(t) \dot{u}(t) + C(\infty) u(t) + h(t) u(t) + Q_c(t) + Q_e(t) + ru(t) + (R_e + 1/R_u) p(t)
\]

where \( F_c(t) \) is the wave excitation force, \( m_m \) is the inertia of the body, \( m(\infty) \) is the infinite-frequency added mass, \( u(t) \) is the body velocity, \( k(t) \) is the radiation IRF, \( C(\infty) \) is the real part of the radiation coupling coefficient \( H(\omega) \) at infinite frequency (see [11]), \( h(t) \) is the radiation coupling IRF, \( p(t) \) is the chamber pressure, \( S_b \) is the hydrostatic stiffness, \( S \) is the external stiffness, \( s(t) \) is the body displacement, \( R_C \) is the Coulomb damping coefficient, \( R_q \) is the quadratic damping coefficient, \( r \) is some transformation factor, \( Q_e(t) \) is the excitation volume flow, \( y(t) \) is the radiation admittance IRF, \( Q_c(t) \) is the volume flow through the relief valve, \( Q_v(t) \) is the volume flow due to air compressibility, \( R_e \) is the external damping coefficient, and \( R_u \) is the load resistance.

The flow \( Q_v(t) \) through the relief valve depends on the pressure difference across the valve:

\[
Q_v(t) = \begin{cases} 
\frac{p(t)}{p_{cl}} Q_{cl}, & \text{if } |p(t)| < p_{cl} \\
\text{sgn} p(t) \left[ Q_{cl} + \frac{|p(t)| - p_{cl}}{p_{op} - p_{cl}}(Q_{op} - Q_{cl}) \right], & \text{if } p_{cl} \leq |p(t)| \leq p_{op} \\
C_d A_{max} \sqrt{\frac{2}{\rho_u} |p(t)|} \text{sgn} p(t), & \text{if } |p(t)| > p_{op}
\end{cases}
\]

![Fig. 1. Bond graph model of a floating oscillating water column wave energy device restricted to move only in one degree of freedom.](image-url)
where

\[ Q_{cl} = C_d A_{\text{min}} \sqrt{\frac{2}{\rho_a}} p_{cl} \tag{4} \]

\[ Q_{op} = C_d A_{\text{max}} \sqrt{\frac{2}{\rho_a}} p_{op} \tag{5} \]

In the above, \( C_d \) is the discharge coefficient, \( \rho_a \) is the air density, \( A_{\text{min}} \) is the leakage area, while \( A_{\text{max}} \) is the fully open flow area. The pressures \( p_{cl} \) and \( p_{op} \) are reference pressures for the closing and opening of the valve. The valve is closed if \( |p| < p_{cl} \), and is fully open if \( |p| > p_{op} \). To be realistic, the leakage area \( A_{\text{min}} \) is introduced to allow possible leakage when the valve is closed.

The air compressibility in the chamber can be modelled according to this nonlinear relationship:

\[ p_0 + p = p_0 \left( \frac{V_0}{V_0 - \Delta V} \right)^\gamma, \tag{6} \]

where \( p_0 \) is the atmospheric pressure and \( V_0 \) is the average air volume in the chamber. The volume change due to compressibility is denoted by \( \Delta V = \int_0^t Q_e(t) \, dt \). The specific heat ratio \( \gamma \) depends on whether the expansion and compression occur rapidly or slowly. The value \( \gamma = 1.4 \) is usually adopted.

### B. Fixed oscillating water column

The second device we consider is a fixed OWC. A bond graph of this type of device is shown in Fig. 2. We have intentionally maintained the layout of the bond graph for the floating OWC in Fig. 1 to show that the bond graph for a fixed OWC is a subset of the former. Since there is no coupling with the body motions, the bond graph structure representing the body dynamics is removed. The nonlinear terms in the model are the volume flow due to air compressibility and the volume flow through the relief valve. The equation of motion for this device can be written as

\[ Q_e(t) = y(t) * p(t) + Q_{w}(t) + Q_{c}(t) + (R_e + 1/R_u) \, p(t), \tag{7} \]

using the same notations as for the floating OWC (Section II-A).

### C. Oscillating single body

Lastly, we consider an oscillating single-body wave energy device, restricted to move only in one degree of freedom. A bond graph of this type of device is shown in Fig. 3. Again, we have shown that the bond graph for an oscillating single-body wave energy device is a subset of that for the floating OWC. The \( TF \) element in the model is some transformation from one energy domain to another. The nonlinear terms in the model are the Coulomb and quadratic damping forces. The equation of motion for this device can be written as

\[ F_e(t) = [m(t) + m(\infty)] \ddot{u}(t) + k(t) \cdot u(t) + (S_b + S) \cdot s(t) + \dot{R}_C \cdot \text{sgn} \cdot u(t) + \dot{R}_u \cdot u(t) + \ddot{u}(t) + R \cdot \dot{u}(t). \tag{8} \]

### III. Computation of Hydrodynamic Parameters

#### A. Body geometries

For the fixed and floating OWC device we consider a vertical square cylinder with a square moonpool in the centre. The cylinder is 10 m by 10 m, the moonpool is 5 m by 5 m, and the draft is 5 m. For the floating OWC, the cylinder is restricted to move only in heave. The incident wave is assumed to propagate in the direction normal to any of the cylinder side walls.

For the oscillating single-body device we consider a geometry similar to the Edinburgh duck [12]. It is a horizontal cylindrical body with a cross section formed by a combination of a semicircle and a right triangle meeting at 30 degree angle. The body is free to move only in rotation about the axis passing through the centre of the arc. The arc centre is located 1.5 m below the water line and the arc radius is 3 m, making a draft of 4.5 m, while its length (measured along the rotation axis) is 8 m. The incident wave is assumed to propagate in the direction perpendicular to the rotation axis.

Three-dimensional views of the submerged body geometries are shown in Fig. 4.

#### B. Computation in frequency domain

The computation of the frequency-domain hydrodynamic parameters is carried out using a three-dimensional higher-order panel method [13]. For all computations, infinite water
depth is assumed. Computations are performed for wave frequencies from 0 to 6 rad/s, in interval of 0.05 rad/s, and also for the infinite-frequency limit. As the wave frequency increases, greater number of panels is required for convergence, and the computational burden at the same time increases. A panel subdivision is chosen which gives converged results up to a certain cut-off frequency. Beyond the cut-off frequency, the computed hydrodynamic parameters start to fluctuate around the correct values. For accurate evaluation of the radiation impulse response function (to be discussed in the next section), there is a need to have hydrodynamic data for high frequencies. For this purpose, the values for wave frequencies above the cut-off frequency are approximated by extrapolation using a fitting function fitted to the tail of the data. Given the fact that fitting is done in the least-squares sense, although values computed beyond the cut-off frequency for the chosen panel subdivision are inaccurate, but since they fluctuate around the correct values, they are useful for the fitting. Several fitting functions are tested, and exponential function in the form of \( a \exp(b \omega) + c \exp(d \omega) \) is found to yield the best fit. Fig. 5 shows the added mass and radiation damping of the oscillating body. For an oscillating body, the radiation IRF for a given degree of freedom can be obtained from the corresponding frequency-domain data as follows (see, e.g. [15]):

\[
k(t) = \frac{2}{\pi} \int_0^\infty R(\omega) \cos(\omega t) d\omega,
\]

where \( R(\omega) \) is the radiation damping, or, alternatively,

\[
k(t) = \frac{2}{\pi} \int_0^\infty \omega [m(\omega) - m(\infty)] \sin(\omega t) d\omega,
\]

where \( m(\omega) \) is the added mass. For an OWC, the radiation admittance IRF \( y(t) \) and the radiation coupling IRF \( h(t) \) can be obtained similarly (see (10) and (12)).

For most body geometries, the hydrodynamic data are not available in analytical forms, and are normally evaluated by numerical panel method. The integration in (13) or (14) then has to be evaluated numerically over a finite frequency range. This presents a challenge for accurate evaluation of IRF.
from frequency-domain data. The necessity of a high enough upper truncation limit of integration has been highlighted by several authors [5]–[7], [16], [17]. Low truncation frequency is known to result in inaccuracies in the evaluated IRF. To obtain hydrodynamic data at high frequencies by panel methods, however, would require very small panels, which is not practical. High-frequency values should be obtained by other means. One way to do this is by extrapolation using a fitting function to fit the tail of the data. We use this approach in our study, where an exponential function is used for the fitting. Trapezoidal integration method is used to evaluate the integral, where finer frequency resolution is obtained by interpolation.

The radiation IRF of the oscillating body evaluated using (13), the radiation admittance IRF \( y(t) \) of the OWC, and the radiation coupling IRF \( h(t) \) of the floating OWC are shown in Fig. 7. In contrast to the radiation IRF of the oscillating body, the radiation IRFs of the OWC decay very slowly due to the narrow bandwidth of the corresponding frequency-domain parameters. This behaviour has been reported, e.g. in [18]. Fig. 8 shows comparisons of the convolution terms \( k(t) \ast u(t) \) of the oscillating body, \( k(t) \ast u(t), y(t) \ast p(t), \) and \( h(t) \ast u(t) \) of the OWC with their respective frequency-domain equivalents for given \( u(t) \) and \( p(t) \). The very good agreement verifies the accuracy of our method. Improved agreement may be obtained by using finer frequency resolution for the computation of the hydrodynamic parameters.

IV. TIME-DOMAIN MODELS

We compare three categories of time-domain models, namely the direct convolution integration model, the constant hydrodynamic parameter model, and the state-space model.

A. Direct convolution integration

In the direct convolution integration model the convolution terms in the equations of motion are not replaced by any approximations and are integrated directly at each time step. This requires, firstly, precomputation of the IRF values at specified time intervals, where linear interpolation is used if the simulation time step is shorter, and, secondly, storage of past response (velocity and/or pressure). With accurate IRFs and sufficiently small simulation time step, a direct convolution integration model should give accurate simulation results despite the considerable computational burden involved.

B. Constant hydrodynamic coefficients

In the constant hydrodynamic coefficient model the frequency-dependent coefficients are replaced by constant coefficients, whose values are taken to be those at the wave spectral peak frequency \( \omega_p \).

The equation of motion for the oscillating single body then becomes

\[
F_c(t) = [m_m + m(\omega_p)]\ddot{u}(t) + R(\omega_p)u(t) + (S_b + S)s(t) + R_C \text{sgn} u(t) + R_q|u(t)|u(t) + rR_u u(t),
\]  

(15)
the equation of motion for the fixed OWC becomes

\[ Q_e(t) = G(\omega_p)p(t) + B'(\omega_p) \int_0^t p(t)\,dt \]

and the equations of motion for the floating OWC become

\[ F_e(t) = [m_m + m(\omega_p)]\ddot{u}(t) + R(\omega_p)u(t) \]
\[ - C(\omega_p)p(t) - J'(\omega_p)\dot{p}(t) + (S_b + S)x(t) \]
\[ + R_C \text{sgn } u(t) + R(u(\ddot{u}(t))u(t) - rp(t) \]
\[ Q_e(t) = G(\omega_p)p(t) + B'(\omega_p) \int_0^t p(t)\,dt \]
\[ + C(\omega_p)u(t) + J'(\omega_p)\dot{u}(t) + Q_e(t) + Q_e(t) \]
\[ + ru(t) + (R_c + 1/R_q) p(t). \]

In the above, \( J' = J/\omega \) and \( B' = -\omega B \).

C. State-space representation

In the state-space model the convolution term

\[ \mu(t) = k(t) * u(t) = \int_0^t k(t - \tau)u(\tau)\,d\tau \]

is replaced by a set of coupled linear ordinary differential equations, which may be expressed in matrix form (see, e.g. [19]):

\[ \dot{x}(t) = \hat{A}x(t) + \hat{B}u(t) \]
\[ \dot{\mu}(t) = \hat{C}x(t) \]

where \( x(t) \) is the state vector, the number of components of which corresponds to the order of the state-space model,
and \( \mathbf{A}, \mathbf{B}, \mathbf{C} \) are constant matrices. We use the frequency-domain identification approach following the algorithm detailed in [19], [20]. As mentioned earlier, the method uses frequency-domain hydrodynamic data for identification. The approach is to fit a rational transfer function

\[
\hat{K}(s) = \frac{P(s)}{Q(s)} = \frac{p_0 s^n + p_{n-1} s^{n-1} + \ldots + p_0}{s^n + q_n s^{n-1} + \ldots + q_0},
\]

where \( s = i\omega \), to the FRF \( K(\omega), Y(\omega), \) or \( H(\omega) \) depending on the problem considered. Further constraints on the model have been derived in [6] based on the properties of the FRF and its corresponding IRF. A least-squares fitting method is applied to find the coefficients \( p_i \) and \( q_i \), and once the coefficients \( p_i \) and \( q_i \) are obtained, the matrices \( \mathbf{A}, \mathbf{B}, \) and \( \mathbf{C} \) can be constructed using any of the standard canonical forms. We will examine the use of different model orders, starting from a minimum order of 2.

V. SIMULATION

A. Excitation force and excitation volume flow

Comparisons will be made of the different models under both monochromatic wave and polychromatic wave excitations. The excitation force and/or excitation volume flow time series are generated before the simulation and stored as data files to be read during the simulation. The generation of excitation force and/or excitation volume flow time series in monochromatic waves is straightforward. For polychromatic waves, the method is described as follows.

First, we obtain the spectral density of the excitation force (likewise for the excitation volume flow):

\[
S_{F_e}(\omega) = |f_e(\omega)|^2 S(\omega),
\]

where \( f_e(\omega) \) is the computed complex excitation force for a unit incident wave and \( S(\omega) \) is the given wave spectrum. We use a JONSWAP spectrum with peakedness parameter of 3 in our simulations. The excitation force is then given as

\[
F_e(t) = \sum_{n=0}^{N/2} \left( a_n \cos \phi_n + b_n \sin \phi_n \right) \cos \omega_n t \
+ \sum_{n=0}^{N/2} \left( -a_n \sin \phi_n + b_n \cos \phi_n \right) \sin \omega_n t,
\]

where \( a_n \) and \( b_n \) are generated from a Gaussian distribution with variance \( S_{F_e}(\omega_n) \Delta \omega \) [21]. Here, \( N \) is the number of values in the time series, determined by the required length of the series \( T \) and the time interval between values \( \Delta t \). Also, \( \omega_n = n \Delta \omega \), where \( \Delta \omega = 2\pi / T \). In addition, \( \phi_n \) is the phase (in radians) of \( f_e(\omega_n) \). Values of \( \omega_n \) may be larger than the largest frequency for which \( f_e \) is computed. Modulus and phase of \( f_e \) for these frequencies may therefore be extrapolated separately using fitting functions as in the extrapolation of added mass and radiation damping data. For the modulus, an exponential function in the form of \( a \exp(b \omega) + c \exp(d \omega) \) is used, while for the phase, a power function in the form of \( a \omega^b \) is used. The necessity of having accurate \( f_e \) values beyond 6 rad/s, however, is of lower importance in this case because typical wave spectra have negligible values beyond 6 rad/s. Thus, it may be practical to even assume zero values for \( f_e \) beyond 6 rad/s.

The sum in Eqn. (24) may be identically evaluated by an inverse Fast Fourier Transform at a fraction of computer time. This is implemented in our simulation. The initial part of the resulting time series is filtered by a cosine taper window so as to avoid exciting any lightly damped modes in the system.

B. Integration methods

For the direct convolution integration model, simulations are carried out with fixed time step. We compare different time integration methods and examine the effect of different time steps on accuracy and efficiency. The methods compared are the Euler’s method (ode1), the improved Euler’s (Heun’s) method (ode2), Runge-Kutta 3 (ode3), and Runge-Kutta 4 (ode4) methods. Simulations for the direct convolution integration model are carried out using a computing package [22].

For the constant coefficient and the state-space models, an adaptive Runge-Kutta-Fehlberg solver is used for the oscillating body device, while an adaptive Vode Adams solver is used for the OWC device. Whenever the adaptive methods are not successful, the fixed step solvers are used. Both the absolute and relative integration error tolerances are set to \( 1 \times 10^{-7} \). Simulations for the constant coefficient and state-space models are carried out using a modelling and simulation package [23].

All simulations are run in a 2.53 GHz, 2.96 GB RAM CPU.

C. Treatment of Coulomb damping

In the simulations, Coulomb damping force is modelled as follows:

\[
F_C(t_i) = \begin{cases} R_C \frac{u(t_i)}{u_C} & \text{if } -u_C < u(t_i) < u_C \\ R_C \text{sgn}(u(t_i)) & \text{otherwise} \end{cases},
\]

where \( u_C \) is a small velocity threshold. We choose \( u_C = 4 \times 10^{-4} \) m/s for the oscillating body and \( u_C = 4 \times 10^{-4} \) m/s for the floating OWC.

VI. RESULTS AND DISCUSSIONS

For each device, we compare responses obtained from the different time-domain models under monochromatic and polychromatic wave excitations. We compare both the case where all nonlinear terms are set to zero and the case where the nonlinear terms are varied. For the former, responses are compared to those from the frequency-domain model, and we measure the error (in %) which is defined as

\[
\epsilon_{FD} = 100 \frac{|\hat{u} - u_{FD}|}{|u_{FD}|},
\]

where \( \hat{u} \) is the complex body velocity obtained from state-space or direct convolution model and \( u_{FD} \) is the complex body velocity obtained from frequency-domain model.
For the latter, the assessed response is compared to the ‘true’ response, and we assess the error (in %) which is defined as

\[
e = \frac{100}{N} \sum_{i=1}^{N} \frac{|\hat{q}(t_i) - q(t_i)|}{|\max q(t_i)|},
\]

(27)

where \(\hat{q}(t_i)\) and \(q(t_i)\) are the instantaneous assessed response and the ‘true’ response, respectively, at time \(i\). The response \(q(t)\) can be the converted power, the body velocity for the oscillating body device, or the chamber pressure for OWC devices. The ‘true’ response is defined as the converged response obtained from direct convolution integration using sufficiently small simulation time step. When nonlinear terms are zero, expression (27) is approximately equivalent to (26).

For comparisons in polychromatic waves, in addition to comparing instantaneous values of power, velocity, and/or pressure, we also compare the maximum and mean values of converted power, as well as the root mean square velocity and/or pressure.

A. Oscillating single body

Fig. 9 compares the body velocity obtained from state-space and frequency-domain models of the oscillating single-body device when the external stiffness \(S\) is set to 100 Nm, the transformation factor \(r\) is set to 1, the load resistance \(R_u\) is set to \(6 \times 10^5\) kg m\(^2\) s\(^{-1}\), and the nonlinear terms are set to zero. The wave amplitude is 1 m. Four different state-space model orders are compared: 2, 3, 4, and 7. From the figures we see that increasing model order improves the model accuracy for the range of wave frequencies considered. For this particular case, however, a model order even as low as 3 keeps the error within 2% and increasing the model order up to 7 does not improve the accuracy significantly. It should be noted that the error for a given model order is dependent on the specified tolerance in the adaptive solver. The purpose of the comparison is to give an indication of how the different model orders perform relative to one another.

Fig. 10 compares the performance of different time integration methods in the direct convolution integration model of the oscillating single-body device for the same set of parameters. The top figure compares the time step required for each time-integration method to keep the error defined in (26) within 2%. Our assumption is that the error increases with time step length. The bottom figure compares the computation time (averaged from three runs) required for 200-second simulation using the time steps of the top figure. In general, shorter time steps are required for smaller wave periods to keep the same degree of accuracy. The Euler’s (ode1) method requires much longer computation time than that of the other methods for smaller wave periods. The performance of the improved Euler’s (Heun’s) method (ode2), Runge-Kutta 3 (ode3), and Runge-Kutta 4 (ode4) methods are comparable, with ode4 being the best performing method for smaller wave periods and ode3 for larger wave periods.

To give an idea of how a state-space model compares with the direct convolution integration model in terms of efficiency,
we perform simulations of both models—still with nonlinear terms set to zero—using the same fixed step solver (Runge-Kutta 4) with the same time step and implemented in the same computing package [22]. An order of 3 is used for the state-space model. The result is shown in Fig. 11. We see that the computation time for the state-space model varies linearly with the simulation length, while for the direct convolution integration model it varies as a quadratic function of the simulation length. A simple explanation to this is the fact that for a direct convolution integration model the number of computations to be performed at every time step corresponds to the simulation length or the number of time steps up to that time. This means that the number of computations to be performed at every time step grows as an arithmetic progression. The total computation time then is proportional to the sum of this series. On the other hand, for a state-space model the number of computations to be performed at every time step is constant so that the total computation time is just proportional to the number of time steps or the simulation length.

Now we consider cases where nonlinearities are introduced. We first present results from monochromatic wave excitations, and then from polychromatic wave excitations. For the monochromatic case, we consider a wave period $T$ of 8 s. The load resistance $R_u$ is set to $5 \times 10^4$ kg m$^2$ s$^{-1}$. The simulation length is 100 s. For the oscillating body, the nonlinear terms we have included in the model are the Coulomb and quadratic damping forces. Table I compares the error in velocity (power) from the direct convolution integration model using a Runge-Kutta 4 (ode4) solver for the oscillating body for $R_u = 6 \times 10^4$ kg m$^2$ s$^{-1}$.

![Fig. 11. Comparison of third order state-space model (SS3) and direct convolution integration model using a Runge-Kutta 4 (ode4) solver for the oscillating body for $R_u = 6 \times 10^4$ kg m$^2$ s$^{-1}$.
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The effect of quadratic damping, as it turns out, is not as significant as that of Coulomb damping, as shown in Table III, where now $R_C = 0$. For the direct convolution integration models we use a time step of 0.1 s as this is comparable with the state-space and constant coefficient models in terms of computation time. Compared to the previous case of increasing Coulomb damping, increasing quadratic damping does not introduce significantly larger errors. Also, the errors for the

TABLE I

<table>
<thead>
<tr>
<th>$R_C$ (kg m$^2$ s$^{-1}$)</th>
<th>time step [s]</th>
<th>$2 \times 10^4$</th>
<th>$8 \times 10^4$</th>
<th>$15 \times 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ode2</td>
<td>0.01</td>
<td>0.06 (0.07)</td>
<td>0.27 (0.09)</td>
<td>0.68 (0.16)</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.38 (0.35)</td>
<td>1.92 (0.99)</td>
<td>3.99 (1.32)</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.95 (0.87)</td>
<td>2.89 (0.67)</td>
<td>8.15 (3.15)</td>
</tr>
<tr>
<td>ode3</td>
<td>0.01</td>
<td>0.06 (0.08)</td>
<td>0.25 (0.18)</td>
<td>0.45 (0.19)</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.38 (0.40)</td>
<td>1.28 (0.65)</td>
<td>2.97 (1.23)</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.80 (0.77)</td>
<td>1.93 (0.87)</td>
<td>7.14 (3.86)</td>
</tr>
<tr>
<td>ode4</td>
<td>0.01</td>
<td>0.04 (0.06)</td>
<td>0.19 (0.09)</td>
<td>0.40 (0.12)</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.26 (0.28)</td>
<td>1.00 (0.35)</td>
<td>2.91 (1.17)</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.60 (0.53)</td>
<td>2.12 (0.96)</td>
<td>5.80 (2.39)</td>
</tr>
</tbody>
</table>

Also, all the three integration methods exhibit similar order of accuracy, with ode4 generally being the most accurate, followed by ode3 and ode2. It should be noted however that for the same time step, ode4 requires a longer computation time than the other two methods. For instance, for the same time step of 0.01 s, we note that ode4 requires approximately 35 s to complete a 100-second simulation length, while ode3 requires approximately 25 s and ode2 requires only 17 s.

With state-space model, simulation using adaptive time step solvers can be done with ease. The performance of state-space and constant-coefficient models simulated with adaptive time step solver (see Section V-B above) for the same set of parameters is summarized in Table II. For the state-space models, increasing the model order improves the accuracy of the solutions although the lowest model order of 2 already gives very good accuracy. The low percentage of errors also confirms the excellent agreement between state-space and direct convolution integration models when Coulomb damping is introduced. Moreover, we note the following: (1) longer computation time is required for larger Coulomb damping to meet the same error tolerance, (2) increasing the model order improves the accuracy and has little effect on the computation time, and (3) overall, the required computation time is much less than that required by the direct convolution models to achieve similar degree of accuracy.

The constant-coefficient model, on the other hand, requires the least computation time—although still comparable to that of the state-space model—but has larger errors. And this is so even for monochromatic wave excitation considered here, as already pointed out in [4]. With larger Coulomb damping, however, the error reduces. This may be surprising at first, but it can be explained by the fact that as other forces begin to dominate, the radiation force becomes relatively less important so that a constant-coefficient model of the radiation force provides an acceptable approximation [24].
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We consider two spectral peak periods constant-coefficient model are shown to be small. For polychromatic case, with valve characteristics. For brevity, we only present comparisons are the terms associated with air compressibility and relief resistance (not shown here), however, the constant-coefficient model performs poorer than the other models. For cases with higher load nonlinearity due to the operation of the relief valve. For this reason we do not investigate the effects of step size for the direct convolution integration model. It may be possible to use more sophisticated implicit fixed step solvers more suited for stiff problems, but this is beyond the scope of this study.

From the table we see that the state-space models give very good results. Nearly perfect accuracy is obtained by a model order of 4, whereas a model order of 2 already gives excellent accuracy. The constant-coefficient model is shown to have relatively good performance, probably because the radiation admittance has small values relative to $\Delta R/\Delta t$. Thus, we only vary the parameters $\Delta R/\Delta t$ and $\Delta p$, and the latter $SSHigh$. In addition, all four nonlinear terms are present, namely the Coulomb-type and quadratic damping terms, as well as the terms related to air compressibility and relief valve operation. As in the fixed OWC, we only consider the polychromatic case, with $T_p = 5$ and 8 s, and significant wave height $H_s = 2$ m. We set $R_u = 0.9$ kg m$^{-2}$ s$^{-1}$ and $R_e = 1$ m$^3$ kg$^{-1}$. The result is shown in Table V. Two combinations of parameters $p_cl, p_op,$ and $V_0$ are considered, as shown in the table. We compare the pressure and power errors calculated from (27), and also the errors in mean power, maximum power, and root mean square pressure.

The fixed OWC model exhibits stiff dynamics arising mainly from the air compressibility relationship (6). Thus, for the direct convolution integration model, very small time step is necessary to achieve stability of the numerical solution. Even smaller time step is required for the second combination of $p_cl, p_op,$ and $V_0$ as the result is shown in Table IV. Two combinations of parameters $R_C$ and $R_q$ are considered. We compare the velocity and power errors calculated according to (27), as well as the errors in mean power, maximum power, and root mean square velocity. These are listed in sequence in the table. For the direct convolution integration model, a time step of 0.1 s is used for all the fixed step solvers (ode 2 to 4). From the table we see that among the fixed step solvers, ode4 is generally the most accurate for the same time step, followed by ode2 and ode3. It is worth noting that this is somewhat different from the monochromatic case, with ode2 generally being the least accurate. As in the monochromatic case, the state-space model proves to be superior both in terms of accuracy and efficiency. The performance of constant-coefficient model is significantly poorer than the other models. For cases with higher load resistance (not shown here), however, the constant-coefficient model has smaller errors for the reason given previously.

### B. Fixed oscillating water column

For the fixed OWC, the nonlinear terms we have included are the terms associated with air compressibility and relief valve characteristics. For brevity, we only present comparisons for polychromatic case, with $T_p = 5$ and 8 s, and significant

constant-coefficient model are shown to be small.

We shall now move on to polychromatic wave excitations. We consider two spectral peak periods $T_p = 5$ and 8 s, and significant wave height $H_s = 2$ m. The simulation length is 100 s. The load resistance $R_u$ is set to $5 \times 10^4$ kg m$^2$ s$^{-1}$. The result is shown in Table IV. Two combinations of $R_C$ and $R_q$ are considered. We compare the velocity and power errors calculated according to (27), as well as the errors in mean power, maximum power, and root mean square velocity. These are listed in sequence in the table. For the direct convolution integration model, a time step of 0.1 s is used for all the fixed step solvers (ode 2 to 4). From the table we see that among the fixed step solvers, ode4 is generally the most accurate for the same time step, followed by ode2 and ode3. It is worth noting that this is somewhat different from the monochromatic case, with ode2 generally being the least accurate. As in the monochromatic case, the state-space model proves to be superior both in terms of accuracy and efficiency. The performance of constant-coefficient model is significantly poorer than the other models. For cases with higher load resistance (not shown here), however, the constant-coefficient model has smaller errors for the reason given previously.

### C. Floating oscillating water column

When the floating OWC is considered, four convolution terms are present (see (1) and (2)). Thus we expect the computational burden to be multiplied. For the state-space model, different orders are used for the various convolution terms. We consider two set of model orders, one with model orders of 4, 2, and 3 for the radiation, radiation admittance, and radiation coupling terms, respectively, and the other with model orders of 6, 4, and 5. We call the former $SSLow$ and the latter $SSHigh$. In addition, all four nonlinear terms are present, namely the Coulomb-type and quadratic damping terms, as well as the terms related to air compressibility and relief valve operation. As in the fixed OWC, we only consider the polychromatic case, with $T_p = 5$ and 8 s, and significant wave height $H_s = 2$ m. We set $R_u = 0.9$ kg m$^{-2}$ s$^{-1}$, $R_e = 1$ m$^3$ kg$^{-1}$, $p_cl = 40$ Pa, $p_op = 41$ Pa, $V_0 = 500$ m$^3$, $R_C = 3 \times 10^5$ kg m$^2$ s$^{-1}$, and $R_q = 8 \times 10^3$ kg m$^2$. Thus, we only vary the spectral peak period $T_p$. We compare the velocity, pressure, and power errors calculated from (27), and also the errors in mean power, maximum power, root mean square velocity, and root mean square pressure. Table VI summarizes the result.

As in the fixed OWC, the floating OWC model also exhibits stiff dynamics. Therefore we do not investigate the effects of step size for the direct convolution integration model. Similar to the fixed OWC case, the state-space models give very good results, with the higher-order model giving better accuracy than the lower-order one. The constant-coefficient model performs poorer than the state-space models, but the errors are seen to be acceptable. This is again dependent on the relative magnitude of the radiation terms compared to the other terms.
Different time-domain models according to their convolution approximations have been compared. The direct convolution integration model numerically integrates the convolution without any approximations. The simulation error is largely controlled by the simulation time step used. The state-space model approximates the convolution term by a set of coupled linear ordinary differential equations. The state-space model exhibits stiff dynamics due to fluid compressibility. When Coulomb-type nonlinearities are present or when the frequency-domain data, extrapolation to high frequencies and interpolation for finer frequency resolution are practical ways to ensure accuracy of the IRFs. Some fixed step solvers have been compared. The improved Euler’s (Heun’s) method may be a good choice for a balance between accuracy and efficiency. A fixed time step of 0.1 s for the improved Euler’s and Runge-Kutta 3 and 4 methods is acceptable for most cases with oscillating body devices. Smaller time step is necessary when the model exhibits stiff dynamics due to fluid compressibility.

A constant-coefficient model is useful to give a quick approximation of the desired outputs for cases when the

**TABLE IV**

<table>
<thead>
<tr>
<th>$R_C = 15 \times 10^4$ kg m$^2$ s$^{-1}$, $R_t = 0$</th>
<th>$R_C = 0$, $R_t = 5 \times 10^5$ kg m$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p = 5$ s</td>
<td>$T_p = 8$ s</td>
</tr>
<tr>
<td>ode2</td>
<td>2.16, 0.57, 0.98, 1.63, 0.45</td>
</tr>
<tr>
<td>ode3</td>
<td>1.92, 0.67, 5.90, 0.71, 2.95</td>
</tr>
<tr>
<td>ode4</td>
<td>1.53, 0.48, 3.65, 2.41, 1.80</td>
</tr>
<tr>
<td>SS3</td>
<td>0.12, 0.07, 0.05, 0.51, 0.00</td>
</tr>
<tr>
<td>SS7</td>
<td>0.03, 0.02, 0.05, 0.25, 0.00</td>
</tr>
<tr>
<td>cc</td>
<td>5.41, 2.89, 13.78, 3.90, 6.65</td>
</tr>
</tbody>
</table>

**TABLE V**

<table>
<thead>
<tr>
<th>$p_{cl} = 40$ Pa, $p_{op} = 41$ Pa, $V_0 = 150$ m$^3$</th>
<th>$p_{cl} = 20$ Pa, $p_{op} = 21$ Pa, $V_0 = 500$ m$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p = 5$ s</td>
<td>$T_p = 8$ s</td>
</tr>
<tr>
<td>SS2</td>
<td>0.08, 0.05, 0.24, 0.23, 0.12</td>
</tr>
<tr>
<td>SS4</td>
<td>0.01, 0.00, 0.00, 0.00, 0.00</td>
</tr>
<tr>
<td>cc</td>
<td>1.01, 0.68, 3.91, 3.89, 1.94</td>
</tr>
</tbody>
</table>

**TABLE VI**

| $R_C = 0.9$ kg m$^{-4}$ s$^{-1}$, $R_t = 1$ m$^4$ s kg$^{-1}$, $H_s = 2$ m |
|---|---|
| $T_p = 5$ s | $T_p = 8$ s |
| SSlow | 0.03, 0.03, 0.03, 0.18, 0.01, 0.01, 0.09 | 0.02, 0.09, 0.09, 0.40, 1.83, 0.30, 0.20 |
| SSHigh | 0.00, 0.00, 0.00, 0.01, 0.00, 0.00, 0.00, 0.00 | 0.01, 0.03, 0.03, 0.19, 0.68, 0.15, 0.10 |
| cc | 0.58, 0.64, 0.48, 1.42, 0.16, 0.96, 0.71 | 0.55, 1.11, 1.02, 3.20, 2.07, 6.82, 1.55 |

**VII. Conclusions**
radiation force is relatively smaller than the other forces in the system.
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Abstract

A bottom-fixed flap-type pitching wave energy absorber which operates near-shore is studied. The design consists of an arm hinged on the sea bed and supporting a flap. The flap has an elliptical cross section spanning vertically from the free surface to about one third of the water depth. A mechanism is provided which allows the flap to be fixed at a variable angle relative to the supporting arm. Such mechanism is here proposed as a means of broadening the absorption bandwidth and avoiding large forces while still absorbing power. The variations of maximum absorbed power and reaction force with wave frequency are obtained for different flap widths and angles and for different angular displacement limits, on the basis of linear potential theory. Further analysis on the absorber with a selected flap width is then presented and its performance is shown to be promising.

Keywords: wave energy, pitch, flap, near-shore

1. Introduction

An earlier optimization study by the authors [1] suggested that an elliptical section could be an optimal section for a bottom-fixed flap-type pitching wave energy absorber, whose power take-off is located at the bottom hinge. To maximize power to surface area ratio the section should be elongated vertically and span from the free surface to no more than approximately one third of the water depth. Furthermore, it was found that having the section elongated horizontally and submerged at a certain depth would reduce the reaction force to power ratio.

Based on these findings, we propose a wave absorber design consisting of a bottom-hinged arm supporting a flap whose cross section is an ellipse (see Fig. 1). The design resembles the EB Frond [2] except that another hinge is provided at the upper end of the arm which allows the flap to be aligned at variable angles relative to the arm. We shall show that aligning the flap at different angles may quite significantly alter the power absorption, reaction force, and resonant characteristics of the absorber. This, together with ballasting the flap, can be used to good effect for maximizing power absorption and minimizing reaction forces. Such strategy has recently been termed geometry control to distinguish it from power take-off control [3].

*Corresponding author. E-mail address: adi.kurniawan@ntnu.no
The wave absorber is designed to operate in water depth of 20 m. The flap height, that is the major axis of the ellipse, is 7 m and the flap thickness, that is the minor axis of the ellipse, is 3 m. The upper hinge is centred at the centroid of the flap. The arm length is thus 16.5 m, and when the flap is perpendicular to the arm, there will be a clearance of 2 m from the flap to the free surface. The two ends of the flap are rounded (in the form of half prolate spheroids) in order to minimize viscous losses (see Fig. 2). The incident waves are assumed to propagate normal to the flap axis.

In the following the characteristics of this wave absorber are studied. The added inertia and radiation damping for both the parallel and perpendicular flap orientations are first presented, followed by the absorbed power and the reaction force. The performance of the absorber is then assessed based on its absorbed power and reaction force at a given near-shore site.

2. Methodology

2.1. Maximum absorbed power and reaction force

We assume that the angular displacement of the arm is limited to a maximum of $\alpha$ by an increased linear load resistance. Let $r$ be the ratio of the limited to the optimum angular velocity amplitudes of the absorber, or

$$ r = \frac{2\omega a R_{55}}{|X_{c5}|}, $$

(1)

where $R_{55}$ is the pitch radiation damping and $X_{c5}$ is the pitch excitation moment. Then the maximum absorbed power is given as [4]

$$ P_{\text{max}} = \frac{|X_{c5}|^2}{8 R_{55}} \left[ 1 - (1 - r)^2 H(1 - r) \right], $$

(2)

where $H(x)$ is the Heaviside step function.

Neglecting centrifugal force, we may write the dynamic horizontal and vertical reaction forces as

$$ X_{R1} = X_{c1} - \left( i \omega m_{15} + R_{15} \right) U $$

(3)

$$ X_{R3} = X_{c3}, $$

(4)
where $X_e$ and $X_v$ are the horizontal and vertical excitation forces, $m_{15}$ and $R_{15}$ are the added inertia and radiation damping in the horizontal direction due to the absorber’s pitch oscillation, and $U$ is the pitch velocity:

$$U = \frac{X_e}{2R_{55}} [1 - (1 - r)H(1 - r)].$$

The maximum dynamic reaction force can be obtained as

$$F_{R_{\text{max}}} = \left[ \frac{1}{2} \left( |X_e|^2 + |X_v|^2 + |X_{15}|^2 \right) \right]^\frac{1}{2}.$$

### 2.2. Tuned absorbed power and reaction force

To achieve the maximum absorbed power (2), the dynamic properties of the absorber must be varied with frequency. When the dynamic properties of the absorber are fixed and tuned to a single frequency $\omega_p$ by adjusting the body inertia $M$, hydrostatic restoring coefficient $S$, and load resistance $R_u$ such that

$$M - S \omega_p^{-2} = -m_{55}(\omega_p)$$

$$R_u = R_{55}(\omega_p) \left[ 1 + \frac{2(1 - r(\omega_p))}{r(\omega_p)} H(1 - r(\omega_p)) \right],$$

where $m_{55}$ is the pitch added inertia, the mean absorbed power is given as

$$P(\omega) = \left[ \frac{1}{2} R_u |X_e|^{\omega}(\omega) |^2}{(R_{55}(\omega) + R_u)^2 + |\Im[Z]|^2},$$

where

$$\Im[Z] = \omega \left( m_{55}(\omega) - m_{55}(\omega_p) - S \omega^2 + S \omega_p^{-2} \right),$$

or

$$\Im[Z] = \omega \left( M + m_{55}(\omega) - \omega_p^2 \omega^2 (M + m_{55}(\omega_p)) \right).$$

It is clear that $P(\omega_p) = P_{\text{max}}(\omega_p) = |X_e|^{\omega}(\omega_p)^2 [1 - (1 - r(\omega_p))^2 H(1 - r(\omega_p))] / 8R_{55}(\omega_p)$, and that $P(\omega) < P_{\text{max}}(\omega)$ for $\omega \neq \omega_p$.

The maximum reaction force in this case is given by (6), with (3) replaced by

$$X_{R1} = X_{e1} - (i\omega m_{15} + R_{15}) \frac{X_e}{R_{55} + R_u + i\Im[Z]}.$$

### 2.3. Absorbed power and reaction force for a given sea state

If we assume that $R_u$, $M$, and $S$ are fixed for a given sea state, the absorbed power for a given sea state can be obtained from

$$P = R_u \int_0^\infty \left| \frac{f_e(\omega)}{R_{55}(\omega) + R_u + i\omega (M + m_{55}(\omega) - S \omega^{-2})} \right|^2 |S_e(\omega)| d\omega,$$

where $f_e$ is the pitch excitation force coefficient and $S_e(\omega)$ is the wave spectrum. The choice of $R_u$, $M$, and $S$ may be obtained from (7) and (8) with $\omega_p$ taken to be the spectral peak frequency, or from numerical optimization. The reaction force, however, must be obtained from time-domain simulations.
2.4. Time-domain model

The equation of motion for the absorber in time domain can be written as

\[ F_{c5}(t) = [M + m_{55}(\infty)] \ddot{u}(t) + k(t) \ast u(t) + S \dot{s}(t) + R_u u(t), \]  \tag{14}

where \( m_{55}(\infty) \) is the infinite-frequency value of the pitch added inertia \( m_{55} \), \( s(t) \) is the angular displacement of the arm, and \( k(t) \) is the radiation impulse response function, which is the inverse Fourier transform of the frequency response function \( K(\omega) \equiv R_{55}(\omega) + i\omega [m_{55}(\omega) - m_{55}(\infty)] \).

To accelerate simulation, we replace the convolution term \( \mu(t) \equiv k(t) \ast u(t) = \int_0^t k(t - \tau) u(\tau) d\tau \) by a state-space approximation. This amounts to replacing the term by a set of coupled linear ordinary differential equations, which may be expressed in matrix form (see, e.g. [5]):

\[ \dot{x}(t) = \hat{A}x(t) + \hat{B}u(t) \] \tag{15}

\[ \dot{\mu}(t) = \hat{C}x(t) \] \tag{16}

where \( x(t) \) is the state vector, the number of components of which corresponds to the order of the state-space model, and \( \hat{A}, \hat{B}, \hat{C} \) are constant matrices. We use the frequency-domain identification approach following [6] based on the properties of the frequency response function and its corresponding impulse response function. A least-squares fitting method is applied to find the coefficients \( p_i \) and \( q_i \), and once these are obtained, the matrices \( \hat{A}, \hat{B}, \hat{C} \) can be constructed using any of the standard canonical forms.

The time series of the excitation moment \( F_{c5}(t) \) are generated prior to the simulation and stored as data files to be read during the simulation. First, we obtain the spectral density of \( F_{c5}(t) \):

\[ S_{F_{c5}}(\omega) = |f_{c5}(\omega)|^2 S_\xi(\omega). \] \tag{18}

The excitation moment \( F_{c5}(t) \) is then given as

\[ F_{c5}(t) = \sum_{n=0}^{N/2} \left[ (a_n \cos \phi_n + b_n \sin \phi_n) \cos \omega_n t - (a_n \sin \phi_n - b_n \cos \phi_n) \sin \omega_n t \right], \] \tag{19}

where \( a_n \) and \( b_n \) are generated from a Gaussian distribution with variance \( S_{F_{c5}}(\omega_n) \Delta \omega \) [8]. Here, \( N \) is the number of values in the time series, determined by the required length of the series \( T \) and the time interval between values \( \Delta t \). Also, \( \omega_n = n \Delta \omega \), where \( \Delta \omega = 2\pi / T \). In addition, \( \phi_n \) is the phase (in radians) of \( f_{c5}(\omega_n) \). For \( \omega_n \) larger than the largest frequency for which \( f_{c5} \) is computed, \( f_{c5} \) is assumed to be zero as typical wave spectra have negligible values at the high-frequency tail. The sum in (19) may be identically evaluated by an inverse Fast Fourier Transform at a fraction of computer time. The initial part of the resulting time series (the first 20 seconds) is filtered by a cosine taper window.

Having evaluated the angular velocity \( \dot{u}(t) \), we may obtain the instantaneous absorbed power \( P(t) = R_u \dot{u}^2(t) \). The instantaneous horizontal and vertical reaction forces are given as (c.f. (3) and (4))

\[ F_{R1}(t) = F_{c1}(t) - m_{15}(\infty) \ddot{u}(t) - k_{15}(t) \ast u(t) \] \tag{20}

\[ F_{R3}(t) = F_{c3}(t), \] \tag{21}

where \( m_{15}(\infty) \) is the infinite-frequency value of \( m_{15} \), and \( k_{15}(t) \) is the radiation impulse response function corresponding to \( K_{15}(\omega) \equiv R_{15}(\omega) + i\omega [m_{15}(\omega) - m_{15}(\infty)] \). The instantaneous resultant reaction force can then be obtained as

\[ F_R(t) = \left[ F_{R1}^2(t) + F_{R3}^2(t) \right]^{1/2}. \] \tag{22}

The time-domain model is implemented using bond graph as a tool. A bond graph representation of the equation of motion (14) incorporating the state-space radiation force model is shown in Fig. 3.
2.5. Computation of hydrodynamic parameters

The hydrodynamic parameters are computed by a three-dimensional higher-order panel method [9] for every 0.02 rad/s. The panel model is shown in Fig. 2. The supporting arm is assumed to be transparent to the waves. Convergence studies are first carried out to decide on the panel size which gives the desired accuracy and computing efficiency.

The geometric variables are the flap width \( d \) (2 to 30 m in intervals of 2 m, making a total of 15 discrete widths), measured excluding the rounded ends, and the flap angle \( \theta \) (0° and 90°, which correspond to parallel and perpendicular flap orientations, respectively). Different angular displacement limits (10° and 20°) are imposed.

3. Results and discussions

3.1. Added inertia and radiation damping

The added inertia and radiation damping for the two flap angles are plotted in Fig. 4. In general, the added inertia and radiation damping values increase, while their peak frequencies decrease, with flap width. The added inertia and radiation damping for the parallel flap orientation (\( \theta = 0^\circ \)) are of larger magnitudes compared to those for the perpendicular flap orientation (\( \theta = 90^\circ \)). However, the radiation damping for \( \theta = 90^\circ \) is more broad-banded. Compared to the parallel flap, the perpendicular flap is also less sensitive to the variation of flap width.

For \( \theta = 0^\circ \), negative added inertia are observed for all the flap widths considered. Negative added inertia occurs when the mean potential energy of the fluid exceeds the mean kinetic energy, which for a submerged body happens when the depth of submergence is small and free-surface effects are important [10]. No negative added inertia are observed for \( \theta = 90^\circ \).

3.2. Maximum absorbed power and reaction force

The maximum absorbed power and reaction force for different flap angles and angular displacement limits are plotted in Fig. 5. The absorbed power and reaction force increase with flap width. Limiting the
angular displacements has the effect such that both the maximum absorbed power and reaction force curves fall off in the low-frequency range. Increasing the angular displacement limit simply shifts the onset of this fall to a lower frequency. It can be seen that although aligning the flap perpendicular to the arm reduces the amount of absorbed power possible, the absorber is subjected to lower reaction forces compared to the parallel flap orientation.

3.3. Tuned absorbed power and reaction force

We envisage that the body inertia $M$ and hydrostatic restoring coefficient $S$ can be adjusted by ballasting the flap with sea water. If we assume that the ballast centroid is fixed and coincides with the centroid of the flap, we may write (7) as

$$Mw l_{arm}^2 + \frac{g}{\omega_p^2} M_n l_{arm} = -m 5 5 (\omega_p) - M_s + \frac{S_s}{\omega_p^2},$$

(23)

where $M_w$ is the ballast mass, $l_{arm}$ is the arm length, $g$ is the acceleration due to gravity, while $M_s$ and $S_s$ are the body inertia and restoring coefficient without the effect of ballast. Let $M_{w,\text{max}}$ be the maximum ballast mass that can be put into the flap. If the right-hand side of (23) is denoted as $C(\omega_p)$, the condition that $0 \leq M_w \leq M_{w,\text{max}}$ is then equivalent to

$$0 \leq C(\omega_p) \leq M_{w,\text{max}} \left( l_{arm}^2 + \frac{g}{\omega_p^2} l_{arm} \right).$$

(24)

This sets the range of tunable frequencies $\omega_p$ for which $P(\omega_p) = P_{\text{max}}(\omega_p)$. Fig. 6 shows the variations of $C(\omega)$ for different flap widths and angles, for some chosen realistic values of $M_s$, $S_s$, and $M_{w,\text{max}}$. Ranges of tunable frequencies $\omega_p$ may be identified from the figure. For $\theta = 0^\circ$ and $d = 10$ m, for example, perfect tuning is possible for $1.32 \leq \omega_p \leq 1.34$ and $1.65 \leq \omega_p \leq 1.79$ rad/s.

We may gain understanding of the characteristics of the absorber from the function $C(\omega)$. The natural frequencies of the unballasted system are the frequencies for which $C(\omega) = 0$. For frequencies where
For $\theta = 0^\circ$ the system is too stiff, while for frequencies where $C(\omega) < 0$ the system is too soft. Since ballasting the flap always has the effect of softening the system, perfect tuning is only possible for frequencies where $C(\omega) > 0$, subject to the limitations of the maximum ballast mass that can be put into the system. For frequencies where $C(\omega) > 0$ perfect tuning would require additional spring, while heavier ballast would be needed to achieve perfect tuning for frequencies where $C(\omega) > M_{w\text{max}} \left( \frac{\bar{l}_{arm}^2 + \bar{x}_{f} l_{arm}}{\omega_p r} \right)$.

Where perfect tuning is not possible, equation (23) is not satisfied. In this case, it is best to keep the difference between the left- and right-hand sides of (23) as small as possible (c.f. [11], §3.5). It follows that the absorber should be unballasted for frequencies where $C(\omega) < 0$ and ballasted to the maximum for frequencies where $C(\omega) > M_{w\text{max}} \left( \frac{\bar{l}_{arm}^2 + \bar{x}_{f} l_{arm}}{\omega_p r} \right)$. It can be shown that a choice of $R_u$ which would maximize the absorbed power in this case is given as

$$R_u = [1 + xH(1 - r)] |Z_i(\omega_p)|,$$

where

$$x = \frac{\frac{1}{r_f} \left( |Z_i(\omega_p)| + R_{55}(\omega_p) \right)^2 + \delta^2 |Z_i(\omega_p)| \left( \frac{1}{r_f} - 1 \right) }{ |Z_i(\omega_p)| - \frac{\omega_p \delta}{\omega_p r} } - 1$$

$$r_r = \frac{|U_{r\text{opt}}(\omega_p)|}{|Z_i(\omega_p)| + Z_i(\omega_p)}$$

$$U_{r\text{opt}}(\omega_p) = \frac{X_{55}(\omega_p)}{|Z_i(\omega_p)| + Z_i(\omega_p)}$$

$$Z_i(\omega_p) = \begin{cases} R_{55}(\omega_p) - i \omega_p C(\omega_p), & \text{for } C(\omega_p) < 0 \\ R_{55}(\omega_p) + i \omega_p \left[ M_{w\text{max}} \left( \frac{\bar{l}_{arm}^2 + \bar{x}_{f} l_{arm}}{\omega_p r} - C(\omega_p) \right) \right], & \text{for } C(\omega_p) > M_{w\text{max}} \left( \frac{\bar{l}_{arm}^2 + \bar{x}_{f} l_{arm}}{\omega_p r} \right) \end{cases}$$

Looking again at Fig. 6, we may observe different regions of tunable frequencies each for the different flap orientations. For $\theta = 0^\circ$, the tunable frequencies lie on the higher-frequency side of the considered range, while for $\theta = 90^\circ$, they lie on the lower-frequency side. This shows how varying the flap angle may result in quite different resonant characteristics, and adjusting the flap angle may be used as a means to broaden the absorption bandwidth, as illustrated in the following.

Fig. 7 shows the variations of the absorbed power and the corresponding maximum reaction force for the two flap angles, for an absorber with $d = 10$ m. The incident wave amplitude $A$ is 0.5 m and the angular displacement amplitude is limited to $20^\circ$. The first set of lines (dashed) represents the maximum attainable absorbed power and the corresponding maximum reaction force required to attain this maximum.
power. These are the same lines in Fig. 5 for \( d = 10 \text{ m} \). The maximum attainable power is relatively large, especially for \( \theta = 0^\circ \), but much of this potential, say for \( \omega = 0.4 \) to 1.3 rad/s, can be realised only if additional restoring force is supplied. The maximum reaction force required to attain this potential is also relatively large. The second set of lines (dotted) represents the maximum absorbed power that can be attained using a fixed ballast (tuned to four different frequencies \( \omega_p = 0.6, 0.8, 1.0, \) and 1.2 rad/s), and the corresponding maximum reaction force. These lines represent the more realistic upper bounds of the absorbed power attainable if we use ballasting as a means of tuning. The third set of lines (solid) represents the absorbed power and the corresponding maximum reaction force when both the ballast and the load resistance are fixed and tuned to each \( \omega_p \).

From Fig. 7 we see that depending on the incident wave frequency, changing the flap angle may improve the power absorption. In this case, for \( 0.5 < \omega < 1 \text{ rad/s} \) more power will be absorbed by aligning the flap to \( \theta = 90^\circ \), while for \( 1 < \omega < 1.7 \text{ rad/s} \) it is better to align the flap to \( \theta = 0^\circ \).

Now suppose that the design limit of the reaction force is 1000 kN. We expect the reaction force to exceed this limit when the incident wave amplitudes get higher. As an example, consider an incident wave amplitude of 1.6 m. Again we see that depending on the incident wave frequency, changing the flap angle may improve the power absorption (see Fig. 8). In this case, it is clearly better to align the flap to \( \theta = 90^\circ \) for \( 0.6 < \omega < 1 \text{ rad/s} \). But now the design limit of the reaction force must be taken into account. For \( \theta = 90^\circ \), the maximum reaction force is just below this limit for all the different tuning frequencies. In fact, the maximum reaction force changes only slightly with the change of tuning frequency. For \( \theta = 0^\circ \), however, we see that this limit is exceeded when the absorber is tuned to \( \omega_p = 1 \) and 1.2 rad/s. To reduce the reaction force, the system may be tuned to higher or lower frequencies (see Fig. 8, top, where reductions of both the absorbed power and the maximum reaction force are clearly seen around \( \omega_p = 1 \) and 1.2 rad/s). Alternatively, the reaction force can be reduced by changing the flap angle with the same consequence of reducing the absorbed power (see Fig. 8, bottom).

Before we move on to the performance of the absorber in irregular waves, it may be noted that the tuned absorbed power of the \( \theta = 90^\circ \) configuration (Fig. 8, bottom left, grey solid line) exceeds the maximum attainable absorbed power for the given angular displacement limit (grey dashed line) at a small range of frequencies around \( \omega = 0.85 \text{ rad/s} \). The reason for this is that equation (25) ensures that the angular displacement does not exceed the given limit only at \( \omega_p \). If it is desired that the angular displacement be less than the given limit at all frequencies, then a larger load resistance must be applied with the consequence of reducing the absorbed power at around \( \omega = 0.85 \text{ rad/s} \).

### 3.4. Performance in irregular waves

Using the same absorber (\( d = 10 \text{ m} \)) as an example, we assess the performance of the absorber at a given site characterized by a set of sea states and their probability of occurrence. The characteristic sea states are based on wave measurements at a site on the German Continental Shelf reported in [12] and are reproduced in Table 1. The average annual available wave power at this location is reported to be 11.6 kW/m, although a deep-water approximation (see, e.g. [13]) based on the data given in Table 1 gives a smaller value of 8.0 kW/m.

We use the JONSWAP spectrum relevant for the North Sea environment as the wave spectrum \( S_\zeta(\omega) \) model for each sea state:

\[
S_\zeta(\omega) = \frac{\alpha^2}{\omega^5} \exp\left(-1.25 \frac{\omega^4}{\omega_p^4}\right) \gamma(\omega),
\]  
(30)

The peakedness parameter \( \gamma \) series, one for \( T_p / \) incident wave with frequency \( \omega_p \) Using the best configuration for each sea state (case C), we have configuration gives higher absorbed power than \( \theta = 0^\circ \) for the sea states listed in Table 1. The ballast mass \( M_w = 0 \) for all sea states. The values in parentheses are obtained from (13).

\[
\begin{align*}
\text{Sea state} & & H_s [\text{m}] & & T_e [\text{s}] & & \text{Prob.} \% \\
1 & & 0.25 & & 4.15 & & 9.14 \\
2 & & 0.75 & & 4.67 & & 27.31 \\
3 & & 1.25 & & 5.53 & & 22.62 \\
4 & & 1.75 & & 5.95 & & 18.55 \\
5 & & 2.25 & & 6.21 & & 10.25 \\
6 & & 2.75 & & 6.59 & & 5.08 \\
7 & & 3.25 & & 7.55 & & 3.35 \\
8 & & 3.75 & & 8.16 & & 1.63
\end{align*}
\]

Table 1. Characteristic sea states (reproduced from [12])

\[
\begin{align*}
\text{Sea state} & & R_a [\text{Nms}] & & s_{\text{max}} [\text{rad}] & & F_{\text{Rmax}} [\text{kN}] & & P [\text{kW}] \\
1 & & 5.9 \times 10^8 & & 0.004 & & 175 & & 1.0 (1.1) \\
2 & & 4.8 \times 10^8 & & 0.013 & & 473 & & 13.5 (12.0) \\
3 & & 2.6 \times 10^8 & & 0.038 & & 708 & & 31.2 (32.0) \\
4 & & 2.0 \times 10^8 & & 0.059 & & 753 & & 63.7 (59.2) \\
5 & & 1.8 \times 10^8 & & 0.087 & & 918 & & 90.3 (94.2) \\
6 & & 1.6 \times 10^8 & & 0.115 & & 1198 & & 133.6 (134.4) \\
7 & & 1.2 \times 10^8 & & 0.173 & & 1058 & & 142.8 (169.0) \\
8 & & 9.4 \times 10^7 & & 0.255 & & 1141 & & 210.4 (213.4)
\end{align*}
\]

Table 2. Load resistance \( R_a \), maximum displacement \( s_{\text{max}} \), maximum reaction force \( F_{\text{Rmax}} \), and mean absorbed power \( P \) for an absorber with \( d = 10 \text{m} \) and \( \theta = 0^\circ \), for the sea states listed in Table 1. The ballast mass \( M_w = 0 \) for all sea states. The values in parentheses are obtained from (13).

where

\[
a(\omega) = \exp \left( -\frac{(\omega - \omega_p)^2}{2\sigma^2\omega_p^2} \right) 
\]

\[
\sigma = \begin{cases} 
0.07 & \text{for } \omega \leq \omega_p \\
0.09 & \text{for } \omega > \omega_p
\end{cases}
\]

\[
\alpha = 5.058 \frac{H_s^2}{T_p^2} (1 - 0.287 \ln \gamma). 
\]

The peakedness parameter \( \gamma \) is chosen to be 3.3. The peak period \( T_p \) and the energy period \( T_e \) is related by \( T_e = 0.857T_p \) [13]. For each sea state we generate two 1220-second length excitation moment time series, one for \( \theta = 0^\circ \) and the other for \( \theta = 90^\circ \), according to the method outlined in § 2.4. The same wave realization is used for both.

The simulations are carried out using a modelling and simulation software [14]. For simplicity the load resistance \( R_a \) and ballast mass \( M_w \) used for each sea state are the optimum \( R_a \) and \( M_w \) assuming regular incident wave with frequency \( 1/T_p \) and amplitude \( H_s/2 \). A typical simulation result is shown in Fig. 9, where the first 20 seconds have been discarded.

A summary of the result if the parallel flap orientation (\( \theta = 0^\circ \)) is used for all sea states (case A) is tabulated in Table 2. The mean annual power \( P_{\text{ann}} \) in this case is 46.9 kW. If the perpendicular flap orientation (\( \theta = 90^\circ \)) is used for all sea states (case B), a larger \( P_{\text{ann}} \) is obtained, i.e. 55.6 kW (Table 3). Using the best configuration for each sea state (case C), we have \( P_{\text{ann}} = 57.2 \text{ kW} \) (Table 4). Also presented are the mean absorbed power values obtained using (13). The results are similar.

The fact that larger \( P_{\text{ann}} \) is obtained for case B than case A is because the most resourceful sea states in a year, i.e. sea states 4 to 7 (\( \omega_p = 0.9 \text{ to } 0.7 \text{ rad/s} \), are more favourable to the \( \theta = 90^\circ \) configuration than \( \theta = 0^\circ \), if no additional restoring force is supplied (see again Fig. 6, where it is shown that for \( \theta = 0^\circ \) perfect tuning is not possible at these frequencies without additional restoring force). The \( \theta = 0^\circ \) configuration will be capable of absorbing more power at these frequencies if additional restoring force is provided. This, however, entails greater reaction force, as noted previously in the discussion of Fig. 7. The \( \theta = 0^\circ \) configuration gives higher absorbed power than \( \theta = 90^\circ \) for sea states 1 to 3 and 8. These sea states, however, have relatively smaller resource. Sea state 2 (\( \omega_p = 1.2 \text{ rad/s} \)), for example, has the highest probability of occurrence but the amount of power available for this sea state is small. On the other hand, sea state 8 is the most energetic but has the least probability of occurrence, and so it contributes little to the total mean annual power. This explains why the improvement of case C over case B is not so significant.

If for \( \theta = 0^\circ \) we now supply an additional restoring force of \( 1.0 \times 10^8 \text{ Nm} \) (the value is not optimized, but chosen just for the sake of comparison) for sea states 4 to 7 (case D), the mean annual power is increased...
Table 3. As in Table 2, for $\theta = 90^\circ$. The ballast mass $M_w$ for each sea state is given in the table.

<table>
<thead>
<tr>
<th>Sea state $R_w$ [Nms]</th>
<th>$M_w$ $[10^3 \text{ kg}]$</th>
<th>$s_{max}$ [rad]</th>
<th>$F_{R_{max}}$ [kN]</th>
<th>$P$ [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $2.9 \times 10^7$ 0</td>
<td>0.016 121</td>
<td>0.6 (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 $2.2 \times 10^7$ 0</td>
<td>0.052 337</td>
<td>8.8 (8.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 $1.0 \times 10^7$ 0</td>
<td>0.197 620</td>
<td>30.9 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 $5.9 \times 10^6$ 0</td>
<td>0.459 750</td>
<td>90.6 (84.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 $9.5 \times 10^6$ 0</td>
<td>0.429 952</td>
<td>125.9 (133.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 $1.2 \times 10^7$ 5.5</td>
<td>0.512 1204</td>
<td>166.3 (173.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 $1.5 \times 10^7$ 26</td>
<td>0.511 1007</td>
<td>144.4 (179.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 $1.7 \times 10^7$ 39</td>
<td>0.570 1134</td>
<td>190.8 (191.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$P_{ann}$ [kW] 55.6 (57.1)

Table 4. As in Table 3, with $\theta = 90^\circ$ for sea states 4 to 7, and $\theta = 0^\circ$ for the rest of the sea states.

<table>
<thead>
<tr>
<th>Sea state $R_w$ [Nms]</th>
<th>$M_w$ $[10^3 \text{ kg}]$</th>
<th>$s_{max}$ [rad]</th>
<th>$F_{R_{max}}$ [kN]</th>
<th>$P$ [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $5.9 \times 10^8$ 0</td>
<td>0.004 175</td>
<td>1.0 (1.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 $4.8 \times 10^8$ 0</td>
<td>0.013 473</td>
<td>13.5 (12.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 $2.6 \times 10^8$ 0</td>
<td>0.038 708</td>
<td>31.2 (33.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 $5.9 \times 10^6$ 0</td>
<td>0.459 750</td>
<td>90.6 (84.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 $9.5 \times 10^6$ 0</td>
<td>0.429 952</td>
<td>125.9 (133.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 $1.2 \times 10^7$ 5.5</td>
<td>0.512 1204</td>
<td>166.3 (173.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 $1.5 \times 10^7$ 26</td>
<td>0.511 1007</td>
<td>144.4 (179.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 $9.4 \times 10^7$ 0</td>
<td>0.255 1141</td>
<td>210.4 (213.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$P_{ann}$ [kW] 57.2 (58.6)

to 62.2 kW. The maximum reaction forces for these sea states, however, are also higher, especially for sea states 6 and 7. The benefit of changing the flap angle to $\theta = 90^\circ$ for these sea states (case C) with the accompanying reduction of the reaction forces is therefore obvious.

4. Conclusion

The characteristics of a pitching wave absorber with variable flap angle relative to the supporting arm has been presented in this article. It has been shown that changing the flap angle may alter the resonant characteristics of the absorber and can be used to good effect in broadening the absorption bandwidth. Furthermore, having the flap aligned perpendicularly to the arm is characterised by a low reaction force, and can be used as a means to avoid large forces associated with large waves.

There is a pressing need to lower the cost of ocean wave power. Such means of geometry control should be explored further in order to meet this need.

Acknowledgements

The authors would like to thank Dr. Chang-Ho Lee from WAMIT, Inc. for his help with WAMIT. This study was carried out as part of the Statkraft Ocean Energy Research Program, sponsored by Statkraft (www.statkraft.no). This support is gratefully acknowledged.

References

Fig. 7. Absorbed power and maximum reaction force of the absorber with $d = 10$ m for $\theta = 0^\circ$ (black) and $\theta = 90^\circ$ (grey). The wave amplitude $A$ is 0.5 m. Solid lines represent the absorbed power for fixed ballast mass and load resistance (tuned at $\omega_p$) and the corresponding maximum reaction force. Dashed lines represent the maximum achievable absorbed power and the corresponding maximum reaction force. Dotted lines represent the maximum absorbed power for a fixed ballast mass (tuned at $\omega_p$) and the corresponding maximum reaction force.
Fig. 8. As in Fig. 7, for $A = 1.6$ m.
Fig. 9. Excitation moment, displacement, velocity, absorbed power (mean in dashed line), and reaction force for an absorber with $d = 10$ m and $\theta = 0^\circ$, for sea state 4. The ballast mass $M_w = 0$ and the load resistance $R_u = 2.0 \times 10^8$ Nms.
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1 Introduction

In terms of power performance, it is desirable for a wave energy absorber to have not only high levels of power absorption but also a broad absorption bandwidth. However, it may be the case that superior power performance is achieved at the expense of a high structural cost. Therefore, apart from maximizing the power absorption, we also need to minimize the cost of the absorber. The two objectives are, in general, conflicting, and it is not obvious what constitutes the best trade-off solution. In this study we pose this problem as a multi-objective optimization problem. An optimization algorithm is used to optimize the geometry of a wave energy absorber, with the objectives of maximizing the maximum mean absorbed power and minimizing the surface area of the absorber. The latter is supposed to be indicative of the structural cost.

2 Formulation of the problem

Consider a wave energy absorber which oscillates in one degree of freedom in response to incident regular plane waves of angular frequency $\omega$. We assume that the power take-off is effected by a linear damper with coefficient $R_u$. Let $M$ be the inertia of the absorber, $m$ the added inertia, $R$ the radiation damping coefficient, and $S$ the restoring coefficient. The absorber velocity $U$ and the wave exciting force $X_e$ are related through the equation of motion of the absorber:

$$X_e = (R_u + Z)U,$$  

(1)

where $Z = R + i\omega(M + m - S\omega^{-2})$. The maximum mean power that can be absorbed by the linear damper is given as

$$P_{\text{max}} = \frac{|X_e|^2}{4(R + |Z|)},$$  

(2)

obtained when $R_u = |Z|$. On the other hand, the maximum theoretical limit of achievable mean power is

$$P_{\text{lim}} = \frac{|X_e|^2}{8R}.$$  

(3)

Comparing (2) and (3), we see that $P_{\text{max}} = P_{\text{lim}}$ when

$$M + m - S\omega^{-2} = 0.$$  

(4)

In this case the velocity $U$ is in phase with the exciting force $X_e$, and the system is at resonance. When (4) is not satisfied, $P_{\text{max}} < P_{\text{lim}}$. Multiple resonances (Evans and Porter, 2012) are achieved if (4) is satisfied for more than one frequency. If it is possible to have these frequencies lie within the range of typical wave frequencies occurring at sea, we have a good wave energy absorber in terms of its power performance.

To have a cost-effective wave energy absorber, however, we also need to minimize its cost. A number of cost indicators may be identified for a wave energy absorber (see, e.g. Babarit et al., 2012), but for simplicity, in this study we consider only one cost indicator, namely the surface area $A_s$. Thus $P_{\text{max}}$ is to be maximized for a given range of frequencies while $A_s$ is to be minimized. This is a multi-objective optimization problem with two objectives. Since the objectives are, in general, conflicting, instead of a single optimum, there are multiple optimum solutions. The task is to identify these optimum solutions.

The problem can be formulated as follows: for $V_{\text{min}} \leq V \leq V_{\text{max}}$, where $V$ is a set of geometric variables, find $V$ which maximize $I^1_1(V) = \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} P_{\text{max}}(\omega)\,d\omega$ and minimize $I^2_1(V) = A_s$. Here, $\omega_{\text{min}}$ and $\omega_{\text{max}}$ are the specified minimum and maximum frequencies.

3 Methodology

A multi-objective optimization algorithm is used to solve the above problem. The algorithm works by generating successive (random) populations through selection and variation operations. A population is defined as a collection of individuals, where an individual is a set of design variables. Selection consists of retaining the ‘best’ individuals in the population and ensuring the spread of these individuals. The ‘best’ set of individuals are identified from the population by sorting their objective function values such that in this set there is no individual which improves an objective without worsening another one. The spread of individuals is ensured by grouping individuals with objective function values close to each other, retaining just one individual in this group, and discarding the rest. Variation consists of generating new individuals to be added to the set of individuals which survive the selec-
The variables to be optimized are the radii of the larger cylinders and the smaller cylinder, $a_1$ and $a_2$, as well as the thickness of the larger cylinders $d_1$ and the total width $d$ (see Table 1 for the specified limits). The ratio of the depth of submergence of the cylinder axis $c$ to the radius of the larger cylinder $a_1$ is fixed. For this geometric configuration, $S = (M_w - M)g(h - c) + 4\rho gd_1a_1^2\cos \theta/3$, where $M_w$ is the mass of the displaced water and $h$ is the water depth.

Results are obtained for $h = 15$ m, incident wave amplitude $\Lambda = 1$ m, $c/a_1 = 0.6$, $M/M_w = 0.4$, $\omega_{\text{min}} = 0.4$ rad/s, and $\omega_{\text{max}} = 1.3$ rad/s. The hydrodynamic parameters are computed for every 0.02 rad/s. Interpolation is used to refine this resolution by a factor of 3. A population size of 10 is chosen, and the maximum number of generations is 4. The total time taken to complete the optimization in this case was less than 3 hours on a 2.50 GHz, 2.96 GB RAM PC.

The evolution of the ‘best’ solutions at the end of each generation is shown in Fig. 2 (top). The optimum geometries at the end of generation 4 are shown in Fig. 3, and the corresponding objective function values are plotted in Fig. 2 (middle). It is clear that among the optimum geometries, more power can be absorbed only by increasing the surface area. Further, it is observed that the radii of the central cylinder tend to the maximum limit. This could be explained by the fact that more energy is available close to the water surface. On the other hand, the radii of the larger cylinders are not maximized. In fact, for geometries 6 to 10, $a_1 = 2$ m, the minimum limit.

The maximum mean absorbed power is plotted in Fig. 4 (right) for some selected optimum geometries, while Fig. 4 (left) shows the behaviour of the added inertia and the function $So^2 - M$. It is shown that the frequencies for which the added inertia intersects the function $So^2 - M$ correspond to the frequencies where $P_{\text{max}} = P_{\text{lim}}$. A case of multiple resonances is seen for geometry 1.

The next step after identifying the set of optimum solutions is to choose one solution from it. Further information is required for this purpose, but for the present, let us say that the optimum should minimize the ratio of $A_s$ to $\int_{\omega_{\text{min}}}^{\omega_{\text{max}}} P_{\text{max}}(\omega)\,d\omega$. Then, according to Fig. 2 (bottom), geometry 6 should be chosen.

**Table 1: Variables of the cylinder**

<table>
<thead>
<tr>
<th>Geometric variable</th>
<th>min [m]</th>
<th>max [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total width ($d$)</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>Thickness of larger cylinders ($d_1$)</td>
<td>1</td>
<td>$d/2 - 1$</td>
</tr>
<tr>
<td>Radius of larger cylinders ($a_1$)</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Radius of smaller cylinder ($a_2$)</td>
<td>1</td>
<td>0.95$c$</td>
</tr>
</tbody>
</table>

**Figure 1:** Two-dimensional sketch (side and front views).
5 Conclusion

The increasing efficiency of today’s computers has permitted intensive numerical optimizations to be carried out within a reasonable time. We have illustrated this by presenting an example of how a multi-objective optimization algorithm may be used to optimize the geometry of a wave energy absorber in the form of a composite circular cylinder. While we have used simple expressions as the optimization objectives in this example, the importance of considering other objectives besides maximizing power absorption is evident.

The present formulation of the problem appears to favour smaller geometries over larger ones. This, however, is likely to be dependent on the selected range of wave frequencies. Further information such as the wave climate, if available, should preferably be included, and more than two objectives may be considered.

The method may be applied to optimize other geometric configurations. It may be worthwhile to compare the present results to those of a uniform circular cylinder. Perhaps more interestingly, the method may be applied to find optimum configurations of arrays of wave energy absorbers, which are not quite practical to study experimentally.
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Figure 4: Added inertia and $S\omega^{-2} - M$ (left), and maximum mean absorbed power and the theoretical limit (right), corresponding to optimum geometries 1, 4, 5, 8, and 9.
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Abstract
This article summarizes recent works by the authors on the modelling of wave energy converters (WECs) using the bond graph method. Generic models for two categories of WECs, viz. oscillating bodies and oscillating water columns (OWCs), are presented. Oscillating-body WECs utilise relative motion between a moving body and a fixed reference, such as the sea bed, or between several moving bodies. On the other hand, oscillating-water-column WECs utilise the motion of a mass of water relative to a fixed reference, or relative to a moving body. A generic model of self-reacting multi-body WECs, one subcategory of the former, is presented here for the first time. Finally, as a case study, we model a particular type of floating OWCs known as the backward-bent duct buoy, and present some simulation results. To accelerate simulations, the wave radiation forces are modelled using state-space approximations, instead of convolutions used in an earlier work.

1. INTRODUCTION

Ocean waves constitute an abundant source of renewable energy. Man has been seeking to exploit this potential for many years, but it was the oil crisis in the early 1970s that spurred modern wave energy research activities worldwide. During this period, interesting concepts were proposed and tested, and fundamental theories were laid out. Sadly, with the decline of oil price, funding for wave energy research was drastically reduced in the 1980s. Recently, however, there has been a renewed global interest in wave energy [1]. A scientific meeting was organised very recently which brought together the world’s experts on wave energy. A special issue has been published which contains the papers presented at the meeting (see [2] and the accompanying papers in the same issue). Together they serve as the latest summary available of the state-of-the-art of wave energy research.

The use of bond graph for modelling wave energy converters (WECs) is relatively new. An allusion to the bond graph method was made in an article from 1984 by Jefferys [3], although he did not explicitly use the term ‘bond graph.’ Otherwise it was only more recently that a number of works using bond graph started to appear in wave energy literature.

The first of these was a paper presented at a conference dedicated to wave energy, which contained an application of bond graph in the modelling of a power take-off (PTO) system for a hinged-barge WEC used to generate electricity and produce potable water [4]. The bond graph method was further introduced to the wave energy community by Engja and Hals [5], who described the modelling of a WEC consisting of a floating buoy connected to a semi-submersible. Others have then followed by considering diverse applications and objectives [6–9]. An overview of bond graph modelling of WECs was given by Hals [10], who also presented bond graph models for the mooring lines, power conditioning, and grid connection.

The purpose of this article is to summarize our recent works on bond graph modelling of WECs. Our emphasis is on the modelling of the primary interface, where hydrodynamic interactions of the device with the waves take place. We will focus on the oscillating-body and the oscillating-water-column WECs.

2. GENERIC WAVE ENERGY CONVERTERS

In terms of device hydrodynamics, two large categories of WECs may be identified, viz. the oscillating bodies and the oscillating water columns. Oscillating-body WECs utilise relative motion between a moving body and a fixed reference, such as the sea bed, or between several moving bodies. Oscillating-water-column WECs utilise the motion of an enclosed mass of water relative to a fixed reference, or relative to a moving body. For oscillating bodies, the absorbed power is evaluated from the product of body force and velocity, while for oscillating water columns, it is evaluated from the product of body force and velocity.

Basic models of each category are presented in the following. Time-domain formulation is assumed. For simplicity and as is common in theory, a linear damper is used to represent the PTO. Various nonlinearities which are typically present are included. Also, incident plane waves are assumed.
2.1. Oscillating Bodies

The first subcategory we consider is a WEC comprising a rigid body oscillating against a fixed reference. We assume that the body is constrained to oscillate in only one degree of freedom. The body could be sliding along a fixed guide, for example, or oscillating about a fixed axis. The oscillation of the body upon wave action drives the PTO.

The equation of motion for this device can be written as

\[ F_c(t) = \left[ m_m + m(\infty) \right] \ddot{u}(t) + k(t) \cdot \dot{u}(t) + (S_b + S) s(t) 
+ R_c \text{sgn}u(t) + R_d u(t) |u(t)| + r R_c u(t), \tag{1} \]

where \( F_c(t) \) is the wave excitation force, \( m_m \) is the inertia of the body, \( m(\infty) \) is the infinite-frequency added inertia, \( u(t) \) is the body velocity, \( k(t) \) is the radiation impedance impulse response function (IRF), \( S_b \) is the hydrostatic stiffness, \( S \) is the external stiffness, if any, \( s(t) \) is the body displacement, \( R_c \) is the Coulomb damping coefficient, \( R_d \) is the quadratic damping coefficient, \( r \) is some transformation factor, and \( R_c \) is the load resistance (PTO damping). Linear hydrodynamics is usually assumed and thus the hydrodynamic forces (wave exciting force, added inertia, and radiation damping) may be computed from programs employing linear panel method such as WAMIT [11].

A bond graph model of this WEC is shown in Fig. 1. The force balance on the body is represented by the bonds connected to the left 1-junction. The wave exciting force is represented by an \( Se \) element, the sum of the structural inertia and the infinite-frequency added inertia by an \( I \) element, the hydrostatic restoring force by a \( C \) element, the wave radiation force by an \( R \) element, the external restoring force by a \( C \) element, and the nonlinear Coulomb and quadratic damping forces each by an \( R \) element. The \( TF \) element, representing some transformation relation such as between mechanical rotational and translational domains, connects the body and the PTO (represented by an \( R \) element). The circle labelled \( P \) is a power sensor.

![Figure 1. Bond graph model of an oscillating-body WEC reacting against a fixed reference.](image)

If the body moves in a degree of freedom other than the conventional surge, sway, heave, roll, pitch, or yaw (for example, the body slides along a slanted guide), the method of generalised modes [12] may be employed to evaluate the generalised forces. One can in principle use the same bond graph as in Fig. 1. If, for a body sliding along a vertical guide, the guide along which the body slides is not fixed, but hinged at one end, an additional degree of freedom (i.e. pitch about this hinge) is introduced. If the body is symmetric in the incident wave direction, however, there is no hydrodynamic coupling between pitch and heave, and so one can still use the bond graph in Fig. 1.

As a second subcategory, we consider a self-reacting WEC. In self-reacting systems, instead of a fixed reference, the force reaction is provided by a second body which is moving with different phase and/or amplitude from the first body. Power is converted through the relative motion between these bodies.

![Figure 2. Examples of WECs that may be represented by the bond graph in Fig. 1. Arrows represent degrees of freedom. Dots represent hinges. Attachment points of the guides may alternatively be above the water surface.](image)

A bond graph model of a self-reacting WEC consisting of two bodies is shown in Fig. 3. Each of the two 1-junctions on the left represents the velocity of each body. Two bonds from...
2.2. Oscillating Water Columns

An OWC comprises an air chamber with a submerged opening and an opening to the atmosphere fitted with an air turbine. Upon wave action, the internal water surface rises and falls, resulting in oscillating pressure in the chamber. The difference between pressures inside and outside the air chamber results in an air flow through the turbine, which in turn drives an electric generator. A self-rectifying air turbine, which rotates in one direction regardless of the flow, is usually employed, eliminating the need for rectifying valves. An OWC may be fixed or floating (see Fig. 6).

We first consider a fixed OWC. For a fixed OWC, the chamber is fixed. The equation of motion can be written as

$$Q_c(t) = y(t) \cdot p(t) + Q_v(t) + Q_{cl}(t) + (R_e + 1/R_a) \cdot p(t).$$ (2)

where $Q_c(t)$ is the excitation volume flow, $p(t)$ is the chamber pressure, $y(t)$ is the radiation admittance IRF, $Q_v(t)$ is the volume flow through the relief valve, $Q_{cl}(t)$ is the volume flow due to air compressibility, $R_e$ is the external damping coefficient, and $R_a$ is the load resistance.

The flow $Q_{cl}(t)$ through the relief valve is governed by the pressure difference across the valve:

$$Q_{cl}(t) = \begin{cases} 
\frac{p(t)}{p_c} Q_{cl} & \text{if } |p(t)| < p_c \\
\text{sgn}(p(t)) \left[ Q_{cl} + \frac{|p(t)| - p_c}{p_{op} - p_c} (Q_{op} - Q_{cl}) \right] & \text{if } p_c \leq |p(t)| \leq p_{op} \\
\frac{C_d A_{max}}{\rho_a} \sqrt{\frac{2}{\rho_a}} |p(t)| \text{sgn}(p(t)) & \text{if } |p(t)| > p_{op},
\end{cases}$$ (3)

where

$$Q_{cl} = C_d A_{min} \sqrt{\frac{2}{\rho_a}} p_c.$$ (4)

$$Q_{op} = C_d A_{max} \sqrt{\frac{2}{\rho_a}} p_{op}.$$ (5)

The pressures $p_c$ and $p_{op}$ are reference pressures for the closing and opening of the valve. The valve is closed if $|p| < p_c$, and is fully open if $|p| > p_{op}$. To be realistic, the leakage area $A_{min}$ is introduced to allow possible leakage when the valve is closed. The fully open flow area is denoted by $A_{max}$, while $\rho_a$ is the air density, and $C_d$ is the discharge coefficient.

The air compressibility in the chamber follows this nonlinear relationship:

$$p_0 + p = p_0 \left( \frac{V_0}{V_0 - \Delta V} \right)^\gamma,$$ (6)
where \( p_0 \) is the atmospheric pressure and \( V_0 \) is the average air volume in the chamber. The volume change due to compressibility is denoted by \( \Delta V = \int_0^t Q_e(t) \, dt \). The specific heat ratio \( \gamma \) depends on whether the expansion and compression occur rapidly or slowly. The value \( \gamma = 1.4 \) is usually adopted.

A bond graph model of a fixed OWC is shown in Fig. 7. A 0-junction is used since we are dealing with volume flow balance instead of force balance (cf. Fig. 1). The excitation volume flow is represented by an \( Sf \) element, the wave radiation volume flow by an \( R \) element, the air compressibility by a \( C \) element, and the relief valve by an \( R \) element.

For a floating OWC, the chamber is free to move. The coupled equations of motion for a floating OWC whose chamber is free to move in one degree of freedom can be written as

\[
F_c(t) = [m_{\infty} + m(\infty)]u(t) + k(t) \ast u(t) - C(\infty)p(t) - h(t) \ast p(t) + (S_0 + S)x(t) + Rc \text{ sgn}u(t) + R_q u(t) \vert u(t) - rp(t)
\]

\[ Q_e(t) = \gamma(t) \ast p(t) + C(\infty)u(t) + h(t) \ast u(t) + Q_e(t) + Q_c(t) + ru(t) + (R_e + 1/R_a) p(t), \tag{8} \]

where \( C(\infty) \) is the infinite-frequency value of the real part of the radiation coupling coefficient (see [13]), and \( h(t) \) is the radiation coupling IRF.

A bond graph model of this floating OWC is shown in Fig. 8. One can see that it is a combination of an oscillating body and a fixed OWC, connected by an additional \( TF \) element (cf. Figs. 1 and 7). The force balance on the OWC body is represented by the bonds connected to the 1-junction on the upper left. The volume flow balance in the OWC chamber is represented by the bonds connected to the 0-junction on the bottom left. The coupling between the body velocity and the chamber pressure is represented by the \( TF \) element connecting the 0-junction to the 1-junction. The \( TF \) element to the right of the first 1-junction carries out the transformation between force-velocity and pressure-volume flow. The 0-junction on the right connects 1- and 0-junctions on the left, signifying that the volume flow relative to the body is utilised for power absorption. The nonlinear terms in the model are the Coulomb and quadratics damping forces on the body, the volume flow due to air compressibility in the chamber, and the volume flow through the relief valve.

3. RADIATION FORCE MODELS

The traditional representation of the wave radiation force is in the form of a convolution [14]. An alternative is to approximate it by a state-space model [15]. A comparative study of these radiation force models has been presented in [16]. The state-space model, obtained according to the method presented in [17], was shown to be more efficient for time-domain simulation than directly integrating the convolution at every time step, while maintaining the same degree of accuracy.

In the state-space model the convolution term

\[
\mu(t) = k(t) \ast u(t) = \int_0^t k(t - \tau) u(\tau) d\tau \tag{9}
\]

is replaced by a set of coupled linear ordinary differential equations, which may be expressed in matrix form (see, e.g. [18]):

\[
\dot{x}(t) = \mathbf{A}x(t) + \mathbf{B}u(t) \tag{10}
\]

\[
\dot{\mu}(t) = \mathbf{C}x(t) \tag{11}
\]

where \( x(t) \) is the state vector, the number of components of which corresponds to the order of the state-space model, and \( \mathbf{A}, \mathbf{B}, \mathbf{C} \) are constant matrices.

We use the frequency-domain identification approach following the algorithm detailed in [17, 19]. The method uses frequency-domain hydrodynamic data for identification. The approach is to fit a rational transfer function

\[
\frac{R(s)}{Q(s)} = \frac{p_0 s^n + p_{n-1} s^{n-1} + \ldots + p_0}{s^n + q_{n-1} s^{n-1} + \ldots + q_0}, \tag{12}
\]
where \( s = i \omega \), to the frequency response functions (FRFs) \( K(\omega) \), \( Y(\omega) \), or \( H(\omega) \), depending on the problem considered. Further constraints on the model have been derived in [20] based on the properties of the FRF and its corresponding IRF. A least-squares fitting method is applied to find the coefficients \( p_i \) and \( q_i \) in (12), and once the coefficients are obtained, the matrices \( \hat{A} \), \( \hat{B} \), and \( \hat{C} \) can be constructed using any of the standard canonical forms.

4. CASE STUDY: BACKWARD-BENT DUCT BUOY

As a case study, we consider a particular type of floating OWC known as the backward-bent duct buoy (BBDB) first proposed by Masuda [21]. A two-dimensional sketch of the device is shown in Fig. 6, centre. The device is interesting in that it utilises coupled resonances of the water column and the device motions in order to broaden the power absorption bandwidth. These multiple resonances are achieved without the introduction of additional bodies, thus making a BBDB a compact device.

The geometry considered is the same as that in [8]. We assume that the device is oriented with its submerged opening in line with the incident wave direction. Thus, the relevant degrees of freedom are surge, heave, and pitch.

A bond graph model has been presented in [8] and is reproduced in Fig. 9. Since we deal with more than one degree of freedom, vector bonds are now connected to the 1-junction representing the body velocities. To the right of this 1-junction, a \( TF \) element carries out the transformation required to obtain the vertical velocity of the body at the centre of the mean internal free surface, according to

\[
u_b = T^T u, \tag{13}\]

where \( \nu_b \) is the vertical velocity of the body at the centre of the mean internal free surface, and \( T \) is the transformation vector given as

\[
T = \begin{pmatrix}
0, 0, 1, 0, -x_b, 0
\end{pmatrix}^T, \tag{14}
\]

where \( x_b \) is the \( x \)-coordinate of the centre of the mean internal free surface. To the right of this \( TF \) element, another \( TF \) element converts the force-velocity pair to pressure-volume flow pair, with the internal mean free surface area as the transformation factor. The \( R \) elements labelled ‘Ext. Damping’ represent losses arising from viscous effects and mooring damping. These losses have the effect of reducing both the body motions and the volume flow available to the turbine. External restoring forces are contributed by moorings, whose contribution is assumed to be a small stiffness in surge.

With state-space models replacing the convolutions for the radiation forces as explained in the previous section, the model becomes as shown in Fig. 10. The rectangles labelled ‘SSRadImp,’ ‘SSRadCF,’ and ‘SSRadCQ’ are submodels each containing a number of state-space models. These
Figure 11. Wave excitation forces, excitation volume flow, body displacements, chamber pressure, and absorbed power of the backward-bent duct buoy, for $T_p = 8$ s and $H_s = 3$ m. Results obtained from the present model (state-space representations of the radiation forces) are plotted in solid lines, while results obtained from direct integration of the convolutions [8] are plotted in dashed lines. Horizontal lines in the absorbed power plot represent the mean values.
take either the body velocities or the chamber pressure as inputs, hence the signal bonds coming from the 1- and 0-junctions into these rectangles. The submodel ‘SSRadImp’ takes the body velocities as inputs and outputs the wave forces on the body due to its own motions. This submodel contains 9 state-space models, of which 6 are distinct from each other. The submodel ‘SSRadCF’ takes the chamber pressure as input and outputs the wave forces on the body due to the chamber pressure. This submodel contains 3 distinct state-space models. The submodel ‘SSRadCQ’ takes the body velocities as inputs and outputs the volume flow through the internal surface due to the body motions. This submodel contains 3 state-space models, which are the same as those in submodel ‘SSRadCF’. The square below the submodel ‘SSRadCQ’ is another state-space model taking the chamber pressure as input and outputs the volume flow through the internal surface due to this pressure. In total, 16 state-space models, of which 10 are distinct from each other, are required for the whole system.

Shown in Fig. 11 is a set of simulation results obtained from irregular incident waves with spectral peak period \( T_p = 8 \) s and significant wave height \( H_s = 3 \) m. The simulation is carried out using 20-sim [22]. The excitation force and volume flow time series are generated before the simulation and stored as data files to be read during the simulation (see Fig. 10). A method to generate the time series has been described in [16].

For comparison, results from an earlier work [8] which were obtained by directly integrating the convolutions at every time step are reproduced in the same figure. Fair agreement between the two sets of results is observed. The discrepancies could be due to the number of state-space representations involved. As noted previously, this model contains a total of 16 state-space representations, of which 10 are distinct. An earlier study [16] has shown excellent agreement between results obtained from state-space radiation force models and convolution models for a floating OWC in the form of a simple square box with a square opening, and having only one degree of freedom (heave). This system, however, has only 4 state-space representations, of which 3 are distinct. Furthermore, the present geometry (a BBDB), with only one plane of symmetry, is more complicated than a square box, which has three planes of symmetry. On the other hand, simulation of the present model is significantly faster than that with convolutions, especially for a system with 16 convolutions.

5. CONCLUSION

We have modelled, using the bond graph method, two categories of wave energy converters (WECs), viz. oscillating bodies and oscillating water columns (OWCs). A fixed OWC and an oscillating body have distinct features both in terms of hydrodynamics and the nonlinearities involved. A floating OWC can be seen as a combination of a fixed OWC and an oscillating body, coupled through additional hydrodynamic coupling parameters. This is seen clearly in the bond graph representation.

As a case study, we have modelled a particular type of floating OWC known as the backward-bent duct buoy (BBDB), where the wave radiation forces have been approximated using state-space representations. Some simulation results have been presented and compared to those reported in an earlier work.

The WECs considered in this paper are by no means exhaustive, but the selected examples are intended to be representative of the WEC concepts available to date. It would be interesting to model other categories of WECs, such as those which make use of flexible bodies (e.g. [23]) and overtopping WECs (e.g. [24]). To our knowledge, no bond graph models have been developed for these systems.

Our focus has been on the primary interface and not so much on the power take-off (PTO) system. A comprehensive WEC model would require a more realistic PTO model instead of a linear damper. This PTO model can be built separately and connected to the primary interface model, as illustrated in [9].

Harnessing wave energy in an economical manner is still a dream. It is our hope that this paper would instill some interest in the experienced bond graphers to help make this dream a reality.
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