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Abstract

Various types of remotely sensed data and imaging technology will aid the development of sea-ice observation to, for instance, support estimation of ice forces critical to Dynamic Positioning (DP) operations in Arctic waters. The use of cameras as sensors for offshore operations in ice-covered regions will be explored for measurements of ice statistics and ice properties, as part of a sea-ice monitoring system. This thesis focuses on the algorithms for image processing supporting an ice management system to provide useful ice information to dynamic ice estimators and for decision support. The ice information includes ice concentration, ice types, ice floe position and floe size distribution, and other important factors in the analysis of ice-structure interaction in an ice field.

The Otsu thresholding and $k$-means clustering methods are employed to identify the ice from the water and to calculate ice concentration. Both methods are effective for model-ice images. However, the $k$-means method is more effective than the Otsu method for the sea-ice images with a large amounts of brash ice and slush.

The derivative edge detection and morphology edge detection methods are used to try to find the boundaries of the ice floes. Because of the inability of both methods to separate connected ice floes in the images, the watershed transform and the gradient vector flow (GVF) snake algorithm are applied.

In the watershed-based method, the grayscale sea-ice image is first converted into a binary image and the watershed algorithm is carried out to segment the image. A chain code is then used to check the concavities of floe boundaries. The segmented neighboring regions that have no concave corners between them are merged, and over-segmentation lines are removed automatically. This method is applicable to separate the seemingly connected floes whose junctions are invisible or lost in the images.

In the GVF snake-based method, the seeds for each ice floe are first obtained by calculating the distance transform of the binarized image. Based on these seeds, the snake contours with proper locations and radii are initialized, and the GVF snakes are then evolved automatically to detect floe boundaries and separate the connected floes. Because some holes and smaller ice pieces may be contained inside larger floes, all the segmented ice floes are arranged in order of increasing size after segmentation. The morphological cleaning is then performed to the arranged ice floes in sequence to enhance their shapes, resulting in individual ice floes identification. This method is applicable to identify non-ridged ice floes, especially in the marginal ice zone and managed
ice resulting from offshore operations in sea-ice.

For ice engineering, both model-scale and full-scale ice will be discussed. In the model-scale, the ice floes in the model-ice images are modeled as square shapes with predefined side lengths. To adopt the GVF snake-based method for model-ice images, three criteria are proposed to check whether it is necessary to reinitialize the contours and segment a second time based on the size and shape of model-ice floe. In the full-scale, sea-ice images are shown to be more difficult than the model-ice images analyzed. In addition to non-uniform illumination, shadows and impurities, which are common issues in both sea-ice and model-ice image processing, various types of ice (e.g., slush, brash, etc.), irregular floe sizes and shapes, and geometric distortion are challenges in sea-ice image processing. For sea-ice image processing, the “light ice” and “dark ice” are first obtained by using the Otsu thresholding and $k$-means clustering methods. Then, the “light ice” and “dark ice” are segmented and enhanced by using the GVF snake-based method. Based on the identification result, different types of sea-ice are distinguished, and the image is divided into four layers: ice floes, brash pieces, slush, and water. This then makes it possible to present a color map of the ice floes and brash pieces based on sizes. It also makes it possible to present the corresponding ice floe size distribution histogram.
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Chapter 1

Introduction

1.1 Research Background

In 2008, the U.S. Geological Survey (USGS) estimated that the area north of the Arctic circle has 90 billion barrels of undiscovered, technically recoverable oil, 1,670 trillion cubic feet of technically recoverable natural gas, and 44 billion barrels of technically recoverable natural gas liquids in 25 geologically defined potential areas. Taken together, these resources account for about 22% of the undiscovered, technically recoverable resources in the world. Breaking it down by resource, the Arctic accounts for about 13% of the undiscovered oil, 30% of the undiscovered natural gas, and 20% of the undiscovered natural gas liquids in the world (see Figure 1.1). About 84% of the estimated resources are expected to occur offshore [1]. Moreover, the distance of traditional sailing routes from northern European to northern Pacific ports can be reduced by one-third if the Arctic shipping routes are reliable. The sailing time and costs for transportation will thereby be significantly saved. It will bring tremendous commercial and economic benefits. The Arctic Human Development Report (AHDR) stated that oil and gas exploration, production, and transportation would be the driving force behind the formal development of the Arctic economy in the coming decades.

However, the exploration of the Arctics is still in the early stages. It is more technically and physically challenging than for any other environment due to low temperatures, remoteness, darkness, and the prevalence of ice. Despite this, with increases in technology and continuing high oil prices, the region is now receiving the interest of the petroleum industry. The Norwegian petroleum supplier industry is seeing an increased demand for offshore vessels capable of performing safe and green dynamic positioning (DP) operations in ice-covered
Arctic areas. It is expected that such operations will be more frequent in the future due to exploration drilling, the possibility for hydrocarbon production, and other emerging advanced marine operations north of the polar circle. Despite a few expeditions involving DP operations in ice conditions, in practice today, there is no experience with and little knowledge of DP operations in Arctic ice conditions available, neither in the public domain nor among companies. Therefore, developing new knowledge and insights into technological methods, operational procedures, and limitations are essential for performing safe commercial operations in a very harsh and ecologically sensitive Arctic environment. Many research works on Arctic technology and operations have been conducted, such as [2, 3, 4, 5].

1.1.1 Arctic DP system

A DP vessel maintains its position and heading (fixed location or pre-determined track) exclusively by means of active thrusters, as shown in Figure 1.2 [6]. The environmental forces acting on the vessel directly influence its stationkeeping capability. Position reference systems (e.g., Global Navigation Satellite Systems, Hydroacoustic Position Reference Systems, Taut Wire) and sensors

Figure 1.1: Arctic oil and gas map, from USGS (2008).
1.1. Research Background

(e.g., gyrocompasses, inertial measurement unit, wind sensors, wave sensors, and current sensors) provide DP control computer with information about the vessel’s position and the environmental forces. The computer control system thereby ensures automatically maintaining a desired position and heading by giving setpoints to the propellers and thrusters [7, 8].

Figure 1.2: Dynamic positioning (DP) vessel. Courtesy: Kongsberg Maritime.

DP technology has been developed and successfully used for decades in different offshore operations, such as offshore oil drilling, coring, and pipelaying. The environmental loads usually arise from wind, waves, and current. However, findings have shown that the conventional DP system is infeasible for operations in Arctic ice conditions. This is because the nature of ice forces is highly varying and significantly different from other environmental forces. Multiple problems will challenge the use of DP operations in ice [9]:

- Forces acting on the vessel.
- Forces caused by ice dynamics.
- Turning yaw moment.
- Changes in ice movement direction.
- Predictability of ice load behaviour.
- New type of thruster control allocation.
- Forbidden or required sectors for ice flow management.
- Specific methods to lower ice loads.
• Ice management and operational risk control.

Ice forces involve a direct interaction with a rigid mass. Ice concentration, ice thickness, floe size distribution, ice material properties, and relative velocity between the vessel and ice are important factors affecting the vessel’s station-keeping capabilities under ice loads. Figure 1.3 shows the topology proposal of the Arctic DP system [10].

Figure 1.3: Topology of an Arctic DP system. Courtesy: Skjetne et al. [10]

To determine the appropriate actions for a DP vessel and avoid damage from ice actions, ice management (IM) is typically employed in the stationary operations with ice-breaking vessels to cover the approach and for providing safe operation and safe exit when required [3, 4, 11, 12]. IM ice load reduction system (ILRS) is the sum of all activities in which the objective is to reduce or avoid actions from any kind of ice features [13]. This will include, but is not limited to, the following:

• Detection, tracking, and forecasting of sea-ice, ice ridges and icebergs.

• Threat evaluation.

• Physical ice management, such as ice breaking and iceberg towing.

• Procedures for disconnection of offshore structures applied in search for or production of hydrocarbons.

An Arctic DP vessel operating in a wide range of ice conditions usually depends on an ice management system where icebreakers manage the incoming ice into smaller pieces to reduce the ice loads on the ship hull as shown in Figure 1.4 [14]. By maintaining the heading toward the direction of ice drift motion, the operating vessel is able to minimize the loads on the hull by only
letting the smallest projected area of the vessel undergo friction from the broken ice. The DP controller is constructed for the vessel to cope with the resulting large variations in the managed ice loads and to maintain its position and heading [15, 16, 17].

Figure 1.4: Ice management (IM). The ice breakers break the incoming ice into smaller pieces to reduce the ice loads on the ship hull. Courtesy: J. Haugen [14]

To detect, track, and forecast ice features, an ice intelligence system is required in an IM system. The ice intelligence system, as shown in Figure 1.5, is the process of collecting and analyzing relevant information about the ice environment in a region of interest. This includes surface ice intelligence scouting tools, such as satellites, airborne recognizance, shipbord sensors, radar systems, drift buoys, and visual observations [18], and subsurface ice intelligence scouting tools such as sonars and unmanned underwater vehicles (UUVs) [19, 20]. Thus, a complete ice intelligence system will consist of several sensor platforms for obtaining the required ice information. The collected ice information, as the input to some computer software, will be analyzed to provide useful output information. The output information constitutes visualization to human operators, suggested operational decisions, and tasks to other automated systems [21].
1.1.2 Imagery for ice observation

Various types of ice are in the ice-covered regions. Ice concentration, ice floe size distribution, and ice types are important parameters in the field observations of sea-ice to estimate ice loads. Because the sizes of the ice floes and brash ice can range from about one meter to a few kilometers, the temporally and spatially continuous field observations of sea-ice are necessary for marine activities. To that end, one of the best ways to observe the ice conditions in the oceans is by using aerial or nautical imagery and applying the digital visual image techniques to ice observation.

Various types of remote sensing technologies and corresponding image processing algorithms for analysis of sea-ice statistics and ice properties have been developed. Satellite remote sensing has been widely used to extract ice concentration [22], classify ice types [23, 24, 25], and analyze ice floes [26, 27]. Digital visual image techniques are also applied to ice observation. [26] measured the sea-ice floe size distribution by manually identifying the ice floes from aerial photographs. In [28], a sea-ice digital image collection and processing system was utilized to monitor the ice parameters in the JZ20-2 oil-gas field of the Liaodong Bay, and ice thickness, ice velocity, and ice concentration in the Bohai Sea are determined by this system. In the model tests performed by [29], a machine vision system based on boundary detection and thresholding was used to analyze and record the ice conditions surrounding the vessel in real time.
The analysis of image information obtained from cameras can enhance the reliability through image correlation and improve definition through image complementation. The reliability and complementation can also help to obtain a more comprehensive and distinct environment. Image processing can reduce or suppress the ambiguities, incompleteness, uncertainties, and errors of the object and the environment by multi-image information extraction and synthesis. Finally, it can make the information of the object and environment more accurate and reliable by maximizing the use of image information from a variety of information sources.

Due to those advantages, the use of cameras as sensors on mobile sensor platforms (e.g., unmanned vehicles) in Arctic DP operations will be explored for ice motion monitoring to characterize ice conditions, as shown in Figure 1.6 [30]. Cameras as sensors have the potential of continuous measurements with high precision, which is particularly important for providing detailed localized information of sea-ice to ensure safe operations of structures in ice-covered regions [21].

![Image processing system in support to Arctic DP operation. The cameras are used as sensors on the unmanned aerial vehicle (UAV) to monitor the conditions of sea-ice.](image.png)

**Figure 1.6**: Image processing system in support to Arctic DP operation. The cameras are used as sensors on the unmanned aerial vehicle (UAV) to monitor the conditions of sea-ice.

### 1.2 Ice Parameter Identification

#### 1.2.1 Ice concentration

Ice concentration ($IC$) is the ratio of ice on unit area of sea surface. It has been identified as one of the most influential parameters on the magnitude of experienced forces during model tests [31, 32]. To obtain $IC$ from a visual ice image, only the visible ice can be considered, including brash ice and, if visible
in the image, submerged ice. With the image area, height of image taken above the ice sheet, and the segmentation, which is the identification of the ice from water, the actual area of sea-ice and sea surface can be derived. However, the actual domain area is not necessary for calculating the ice concentration.

In simplified terms, ice concentration from a digital visual image is, in our research, defined as, as a fraction of the whole sea surface domain area, as the area of sea surface covered by visible ice observable in the 2D visual image taken vertically from above. Hence, it is the ratio of the number of pixels of visible ice to the total number of pixels within the image domain. An image may contain parts of land or other non-relevant areas. Herein, the domain area is therefore, an effective area within the image. The ice concentration is then given by the following:

\[
IC = f(image\ area, \ height\ above\ ice\ sheet, \ segmentation) = \frac{\text{Area of all visible ice}}{\text{Actual domain area}} = \frac{\text{Number of pixels of visible ice in the image domain}}{\text{Total number of pixels in the image domain}}
\]  

(1.1)

### 1.2.2 Ice types

Sea-ice is any form of ice found at sea that has originated from the freezing of sea water [33]. Different types of sea-ice have different physical properties. Since one generally assumes that brash ice has a dampening effect in models for calculating ice pressure and ice forces, it may be more convenient to estimate the distribution between three classes: the ratio of ice floes, the ratio of brash ice, and the ratio of water.

As defined in [34, 35, 36],

- Floe is any relatively flat piece of sea-ice 20 m or more across. It is subdivided according to horizontal extent. A giant flow is over 10 km across; a vast floe is 2 - 10 km across; a big floe is 500 to 2000 m across; a medium floe is 100 to 500 m across; and a small floe is 20 to 100 m across.

- Ice cake is any relatively flat piece of sea-ice less than 20 m across.

- Brash ice is accumulations of floating ice made up of fragments not more than 2 m across and the wreckage of other forms of ice. It is common between colliding floes or in regions where pressure ridges have collapsed.

- Slush is snow that is saturated and mixed with water on land or ice surfaces, or as a viscous floating mass in water after heavy snowfall.
1.3. Objective, Scope, and Applications

For simplicity, the size of sea-ice piece is the only criterion to distinguish ice floe and brash ice in this thesis. That is, any relatively flat piece of sea-ice 2 m or more across is considered as “ice floe”, while any relatively flat piece of sea-ice less than 2 m across is considered as “brash ice (piece)”. The remaining of ice pixels are considered to be “slush”.

1.2.3 Ice floe size and floe size distribution

The estimation of ice floe size and floe size distribution among the “ice floes” gives an important set of parameters from ice images.

In image processing, the ice floe size can be determined by the number of pixels in the identified floe. If the focal length $f$ and camera height are available, the actual size in SI unit of the ice floes and floe size distribution can also be calculated [37] by converting the image pixel size to its SI unit size.

In practice other parameters are typically used to represent the size of the floes, such as the “representative diameter”. The algorithms proposed in this thesis produce a complete database of all floes in the image, where the pixels of each floe is stored. Hence, any 2D geometric parameter can easily be calculated from the database. The floe size distribution can thus be easily recalculated based on the “representative diameter” of the floes.

1.3 Objective, Scope, and Applications

The objective of this thesis is to develop image processing algorithms to extract useful information from the ice images. This information can supplement data provided by other sensors onboard the ship or a buoy in form of ice concentration, ice floe boundaries, and ice types in the surrounding region. These methods can be used further to develop tools, based on the processed ice data, that can be applied for decision support in Arctic offshore operations.

The scope of the present work includes the following:

- Segmenting ice regions from water regions.
- Detecting ice floe boundaries and locating floe positions.
- Classifying different types of sea-ice.
- Estimating ice concentration and floe size distribution.
This process results in an identified model of broken ice floes that can be used in several ways:

- To quantify the efficiency of ice management for Arctic offshore drilling operations and automatically detect hazardous conditions, for example, by identifying large floes that escape the icebreakers operating upstream of the stationary drilling vessel. The size and shape of those floes, as identified by the image processing system, can be compared with the maximal allowed values, and a warning signal can be sent to the risk management system. Eventually, a decision to disconnect the floater might be taken based on the identified operational ice conditions.

- The managed ice concentration and ice floe sizes are essential parameters in the empirical formulas that estimate the ice loads on stationary Arctic offshore structures [38, 39]. One of the largest concerns of ice management modeling is accurately predicting not just the mean floe size resulting from an ice management system, but also the floe size distribution [40].

- Individual ice floes identified by the image processing system, can be used to initialize high-fidelity numerical models, such as those in [41, 42, 43, 44, 45, 46]. Individual snapshots of identified ice floes can be used to validate the numerical models at various moments in time by matching the simulated ice fields with the actual ones.

- The ice floe size and shape distribution, calculated from an identified ice field, can be used in synthetic ice field generators. These generators draw polygons from the distribution and use packing algorithms to place the polygons on a 2D plane. Such synthetic ice fields may be used to study various packing configurations with the same ice concentrations and floe size distributions as well as the variability of the resulting ice loads on an offshore structure.

- The identification of the ice field may provide early warning of an ice compaction event, which can be dangerous if the ice-structure interaction mode changes from a “slurry flow”-type to a “pressured ice”-type, as defined by [47] and discussed in [39].

- Finally, the ice-drift speed and direction (velocity) can be estimated by applying an image analysis to sequential frames. The ice-drift velocity is an important parameter for ice management because it poses requirements on the speed of icebreaking vessels and may indicate an approaching ice drift reversal scenario (which usually happens when the ice drift tends to zero velocity).
In addition to the above application areas, the ice floe identification algorithm may potentially help to illuminate the momentum exchange from atmosphere to ice discussed in [48], the melting rate of ice floes discussed in [49], and the possibly of providing a clue to the understanding of ice-floe formation processes, as discussed in [27].

1.4 Ice Image Data Source

This thesis focuses on ice information extraction from both model- and sea-ice images. The model-ice images were obtained from Hamburgische Schiffbau-Versuchsanstalt (HSV A) Ice Model Basin [50, 31], and the sea-ice images were obtained from an unmanned aerial vehicle (UAV) mission [30].

1.4.1 Model-ice image data

DP experiments in model ice were carried out in the ice tank at HSV A in the summer of 2011. In these experiments, the behavior of two different ships in a broken-ice field were studied.

Experimental setup

In the research project “Dynamic Positioning in Ice Covered Waters (DYPIC)” [51], two different model ships have been tested at HSV A - an Arctic drillship and a polar research vessel. Each vessel was tested both in free running and oblique towing configurations. For image processing, the analysis is limited to the drillship in the oblique towing mode, based on the test campaign conducted in May 2011. Different heading and velocity profiles were tested. In the analyzed runs, the heading was constant at 180° and the velocity of the towing carriage with the model was increased halfway. By doing this, the full-scale ice-drift velocity of 0.25 knots was simulated in the first part of the test and 0.50 knots in the second part.

A managed ice condition was obtained by cutting the level ice layer into predefined ice floe shapes. Four different types of ice fields were tested, varying in ice concentration and ice floe size distribution, as shown in Table 1.1. The runs were sequentially executed, starting with run no. 5100. This initial ice field was prepared by cutting a 54-meter long ice sheet into pieces and distributing them over 64 meters of the tank length.
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The cutting procedure was as follows. First, several strips of ice were cut in the longitudinal direction of the ice tank. One strip of 1.50 m width, four strips of 1.00 m width, and nine strips of 0.50 m width coincide with the percentages recorded in Table 1.1. Next, these strips were cut off such that the length was equal to the width of the strip, resulting in square ice floes. For run 5200 a number of floes were taken out of the basin in order to reduce the ice concentration. For run 5300, all present ice floes were cut into half diagonally. Finally, the removed ice floes were reinserted, but cut in half, in run 5400.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Ice Concentration [%]</th>
<th>Floe size 1 (45%) [m]</th>
<th>Floe size 2 (40%) [m]</th>
<th>Floe size 3 (15%) [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5100</td>
<td>86</td>
<td>0.50</td>
<td>1.00</td>
<td>1.50</td>
</tr>
<tr>
<td>5200</td>
<td>70</td>
<td>0.50</td>
<td>1.00</td>
<td>1.50</td>
</tr>
<tr>
<td>5300</td>
<td>70</td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
</tr>
<tr>
<td>5400</td>
<td>86</td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Ice conditions were captured by several means. First, a top-view camera was used before each test run to take 28 pictures over the total ice-covered basin. Stitching these photos together resulted in a complete overview of the ice floe distribution in the ice tank. Second, a top-view video camera moving along with the carriage and model was used to capture the local conditions around the model vessel during each run. Other video cameras were installed as well in order to investigate the behavior of the model ship in the broken ice. Photographs were also taken manually during the tests.

1.4.2 Sea-ice image data

A remote sensing mission to determine ice conditions was performed by the Northern Research Institute (NORUT) at 78°55′N 11°56′E, Hamnerabben, Ny-Ålesund (see Figure 1.7) from May 6th to 8th, 2011. The objectives of this mission were to observe and learn from UAV operation in the Arctic and obtain remotely sensed data of sea-ice features from a mobile sensor platform.

A CryoWing [52] [53] UAV, as shown in Figure 1.8, was used as a mobile sensor platform for the mission. This UAV was designed for cryospheric measurements and environmental monitoring. It has flexibility in coverage and in spatial and temporal resolution, which are three important sensor-platform attributes. The technical specification of CryoWing is found in Table 1.2. The basic instrumentation of the CryoWing is an onboard computer that controls the different payload instruments, stores data to a solid-state disk, and relays
data to the ground. The onboard payload system has a GPS receiver and a 3-axis orientation sensor independent of the avionics system. The sensor device used in this analysis is a digital visual camera with specifications found in Table 1.3.

1.5 Thesis Structure, Research Methods, and Contributions

The UA V flew in the inner part of Kongsfjorden close to a buoy that had been deployed on the ice cover (see Figure 1.9) to collect high-resolution images of sea-ice.

Figure 1.7: Location of site for the remote sensing mission.

1.5 Thesis Structure, Research Methods, and Contributions

Chapter 1: Introduction. This chapter gives a brief introduction concerning background, motivation and objectives of this thesis. The definitions of ice concentration from a digital visual ice image, ice floe, brash ice and slush for this thesis are also given in this chapter.

Chapter 2: Ice Pixel Detection. This chapter presents the ice pixel detection methods for the calculation of ice concentration from ice images. The main contributions in this chapter are as follows:
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Figure 1.8: The CryoWing UAV operation at Ny-Ålesund (Photographer: Qin Zhang).

Table 1.2: CryoWing technical specifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>30 kg max take off weight</td>
</tr>
<tr>
<td>Wingspan</td>
<td>3.8 m</td>
</tr>
<tr>
<td>Cruise speed</td>
<td>100 - 120 km/h</td>
</tr>
<tr>
<td>Range/endurance</td>
<td>500 km / 5 h</td>
</tr>
<tr>
<td>Max altitude</td>
<td>2500 m dynamic range, 5000 m absolute</td>
</tr>
<tr>
<td>Payload capacity</td>
<td>Max 15 kg including fuel load</td>
</tr>
<tr>
<td>Engine</td>
<td>Two stroke gasoline</td>
</tr>
<tr>
<td>Navigation</td>
<td>GPS</td>
</tr>
<tr>
<td>Ground equipment</td>
<td>PC with modem, RC control</td>
</tr>
<tr>
<td>Flight</td>
<td>Autonomous, but under ground control</td>
</tr>
<tr>
<td>Communication</td>
<td>GSM or Iridium satellite modem</td>
</tr>
</tbody>
</table>

Table 1.3: Visible spectrum camera specifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera model</td>
<td>Canon EOS 450D</td>
</tr>
<tr>
<td>Lens type</td>
<td>Canon EF 28 mm f/2.8</td>
</tr>
<tr>
<td>Aperture value</td>
<td>11.00</td>
</tr>
<tr>
<td>Sensor</td>
<td>22.2 × 14.8 mm CMOS</td>
</tr>
<tr>
<td>ISO</td>
<td>200</td>
</tr>
<tr>
<td>Dimensions</td>
<td>4290 × 2856</td>
</tr>
<tr>
<td>Resolution</td>
<td>960 dpi</td>
</tr>
<tr>
<td>Exposure time</td>
<td>1/250 sec</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>0.66 Hz</td>
</tr>
</tbody>
</table>
1.5. Thesis Structure, Research Methods, and Contributions

1. Introduce the Otsu thresholding and $k$-means clustering methods for the extraction of ice pixels from ice images.

2. Compare these two methods and their applicable scope.

This work was published in [50] and [30].

**Chapter 3: Ice Edge Detection.** This chapter introduces two common edge detection methods for the detection of ice floe boundaries. The main contributions in this chapter are as follows:

1. Apply the derivative edge detection and morphology edge detection methods to detect ice boundaries.

2. Compare and analyze the pros and cons of these two methods.

This work was published in [50] and [30].

**Chapter 4: Watershed-based Connected Ice Floe Segmentation.** This chapter adopts the watershed transform to separate seemingly connected sea-ice floes, and proposes a neighboring-region merging algorithm to reduce the over-segmentation automatically. The main contributions in this chapter are as follows:

1. Give an assumption of ice floe shapes.

2. Apply chain code to identify the concave corners of the segmented floe boundaries and automatically remove the over-segmentation lines caused by watershed.
3. Discuss the limitations and applicable scope of the method.

This work was published in [54].

Chapter 5: Ice Image Segmentation and Ice Floe Identification. This chapter adopts the gradient vector flow (GVF) snake algorithm to identify ice floe boundaries, and morphology cleaning algorithm to enhance ice shapes. The main contributions in this chapter are as follows:

1. Determine the required initial contours for the GVF snake.

2. Propose an automatic initial contours algorithm for the GVF snake based on the distance transform.

3. Identify ice floe boundaries and separate the connected floes into individual ones.

4. Enhance ice shapes and identify individual ice floes based on the morphology cleaning algorithm.

This work was published in [55, 56, 57].

Chapter 6: Model-ice Image Processing. This chapter presents the methods to process model-ice images. The main contributions in this chapter are as follows:

1. Propose three criteria to determine the seeds for crowded model-ice floes based on their characters.

2. Identify the individual model-ice floes from crowded model-ice images based on the proposed criteria and the method proposed in Chapter 5.

3. Obtain model-ice floe position, area, and size distribution.

4. Propose a model of the managed ice field’s configuration.

This work was published in [55].

Chapter 7: Sea-ice Image Processing. This chapter presents the methods for the analysis of sea-ice images. The main contributions in this chapter are as follows:

1. Derive “light ice” and “dark ice” from the sea-ice image by using both Otsu thresholding and k-means clustering methods, and identify individual ice pieces.

2. Derive four different layers - ice floes, brash pieces, slush, and water - from the sea-ice image based on the identification result, and derive the floe (brash) size distribution.
3. Give case studies to illustrate the sea-ice image processing procedure, including local processing and geometric calibration.

4. Propose a model of sea-ice field’s configuration.

5. Give applications on ice engineering.

This work was published in [56, 57].

Chapter 8: Conclusion. This chapter summarizes the thesis work, and provides suggestions for future work.

Appendix A: Geometric Orthorectification. This chapter gives a geometric orthorectification method for calibrating the distortion caused by the oblique angle in the sea-ice image in Chapter 7.

Appendix B: Fisheye calibration. This chapter gives a geometric method for calibrating the fisheye distortion caused by the GoPro camera in the sea-ice image in Chapter 7.
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Chapter 2

Ice Pixel Detection

Ice concentration, as defined, is a binary decision of each pixel to determine whether it belongs to the class “ice” or to the class “water”. From Equation 1.1, it is clear that, the identification of the ice pixels from water pixels is crucial to obtain the ice concentration from an ice image.

A digital visual image is a numeric representation of a two-dimensional picture, and it is composed of pixels, which are the smallest individual elements in the image. A pixel holds quantized values that represent the color or gray level of the image at a particular point. Based on that, ice is whiter than water, and the pixel values are different between ice and water in normal conditions. In this chapter, Otsu thresholding and $k$-means clustering methods are introduced to extract the ice pixels from open water in ice images. The work presented in this chapter was published in [30, 50].

2.1 Thresholding

The pixels in the same region have similar intensity, and thresholding is a natural way to segment such regions. The thresholding method is based on the pixel’s gray-level. Assuming that an object is brighter than the background, the object and background pixels have intensity levels grouped into two dominant modes. The threshold $T$ is selected to extract the objects from the background. Individual pixels are marked as “object” pixels if their value is greater than the threshold value and as “background” pixels otherwise, that is:

$$g(x, y) = \begin{cases} 
1 & \text{if } f(x, y) \geq T, \\
0 & \text{if } f(x, y) < T.
\end{cases}$$

(2.1)
Chapter 2. Ice Pixel Detection

where \( g(x, y) \) and \( f(x, y) \) are the pixel values located in the \( x^{th} \) column, \( y^{th} \) row of the binary and grayscale image, respectively. Then, the grayscale image is turned into a binary image. The key to using the thresholding method is in how to select the threshold value, for which there are several different methods.

### 2.1.1 The Otsu thresholding method

The Otsu thresholding method \([58]\) is one of the most common threshold segmentation algorithms. It is used to automatically perform histogram shape-based image thresholding. The assumptions of the Otsu thresholding method are as follows:

- The histogram (the distribution of gray value) is bimodal (see Figure 2.1).
- The illumination is uniform.

![Bimodal histogram](image)

Figure 2.1: Bimodal histogram.

The histogram is divided into two classes (i.e., the pixels are identified as either foreground or background), and the goal is to find the threshold value that minimizes the within-class variance \([58]\), given by:

\[
\sigma_w^2(T) = \omega_1(T)\sigma_1^2(T) + \omega_2(T)\sigma_2^2(T),
\]

(2.2)

where \( \omega_1 \) and \( \omega_2 \) are the probabilities of the two classes separated by a threshold \( T \) and \( \sigma_1 \) and \( \sigma_2 \) are the variances of these two classes. The threshold
with the maximum between-class variance also has the minimum within-class variance. According to [58], the between-class variance is given by:

\[
\sigma_b^2(T) = \omega_1(T)(\mu_1(T) - \mu(T))^2 + \omega_2(T)(\mu_2(T) - \mu(T))^2 \\
\cong \omega_1(T)\omega_2(T)(\mu_1(T) - \mu_2(T))^2
\]  \hspace{1cm} (2.3)

where \( \mu_1 \) and \( \mu_2 \) are the means of these two classes and where \( \mu(T) = \omega_1(T)\mu_1(T) + \omega_2(T)\mu_2(T) \). This expression can also be used to find the best threshold and to update the threshold value iteratively.

### 2.1.2 Local thresholding

When a constant threshold value is used over the image, it is called global thresholding. Global threshold segmentation is simple, but it may fail if parts of the image are brighter (e.g., under the light) and parts are darker (e.g., under the shadow); these variations caused by changes in illumination across the scene.

Instead of using a single global threshold value, the local thresholding, which determines the thresholds locally, is typically required to handle uneven illumination problems. This method allows the threshold to continuously vary across the image. A common way is to divide the original image into sub-images and use different threshold values to segment each sub-image [59]. Local adaptive thresholding has a better performance for images with uneven illumination, but this method induces difficulties, such as subdivision and subsequent threshold estimation [59].

### 2.2 Clustering

Clustering is a technique for statistical data analysis. It is trying to find hidden structures in unlabeled data and assigning the unlabeled data into groups so that the data in one group are more similar to each other than to those in other groups. Several clustering algorithms exist [60]:

- Hierarchical: find successive clusters by using previously established clusters.
- Partitional: determine all clusters at once.
- Subspace: look for clusters that can only be seen in a particular projection of the data.
A distance measure is important in most clustering. This will determine the similarity of two calculated elements and affect the shape of the clusters. Whether the distance is symmetric or asymmetric, that is, whether the distance from Object 1 to Object 2 is the same as the distance from Object 2 to Object 1, is also important. Some common symmetric distance functions include the following [60]:

- The Euclidean distance.
- The maximum norm.
- The Mahalanobis distance.
- The angle between two vectors.
- The Hamming distance.

Clustering analysis is a good way for a quick review of data, especially if the objects are classified into many groups [61]. Clustering is widely used, for instance, in machine learning, pattern recognition, image processing, information retrieval, and bioinformatics. In image processing, clustering is always applied for image segmentation.

### 2.2.1 The \(k\)-means clustering

\(K\)-means clustering is a widely used clustering method. It minimizes the within-cluster sum of distance to partition a set of data into \(k\) clusters. The step-by-step algorithm for this method is described below [62]:

**Step 1:** For image processing, a set of gray-levels is given:

\[
 f(x_1, y_1), f(x_2, y_2), \ldots, f(x_n, y_n). \tag{2.4}
\]

**Step 2:** Partition this set into \(k\) clusters:

\[
 f_i(x_1, y_1), f_i(x_2, y_2), \ldots, f_i(x_{n_i}, y_{n_i}) \quad i = 1, 2, \ldots, k. \tag{2.5}
\]

**Step 3:** Calculate the local means of each cluster:

\[
 c_i = \frac{1}{n_i} \sum_{m=1}^{n_i} f_i(x_m, y_m) \quad i = 1, 2, \ldots, k. \tag{2.6}
\]
Step 4: Gray level \( f(x_j, y_j) \) \((j = 1, 2, \cdots, n)\) belongs to set \( p \) \((p = 1, 2, \cdots, k)\) if it has the shortest distance to set \( p \) than any other sets:

\[
| f(x_j, y_j) - c_p | \leq | f(x_j, y_j) - c_i | \quad i = 1, 2, \cdots, k. \tag{2.7}
\]

Iterate Steps 3 and 4 until the local means are unchanged.

2.3 Experimental Results and Discussion

2.3.1 Model-ice image test

HSV A provided the image data from the performed tests. The data included two complete overview pictures from run nos. 5100 and 5200 (Table 1.1) and the videos of each of the four model test runs. One of the main parameters characterizing a broken-ice field is the ice concentration, defined as the fraction of the total water area covered by ice. In this section, image processing techniques are applied to derive the ice concentration in the model basin. Several points in time are analyzed in order to describe the evolution of the ice field. The Otsu thresholding and \( k \)-means clustering methods are applied for calculating the ice concentration in the vicinity of the model ship.

Overall tank image processing

The overall tank images were retrieved by stitching 28 top-view pictures taken before execution of the model tests. The total images in Figure 2.2 and Figure 2.7 show the distribution of ice floes over the tank length in run no. 5100 and run no. 5200, and Figure 2.3 and Figure 2.3 show their grayscale histograms.

![Figure 2.2: Overall tank image for run no. 5100. Target ice concentration 86%](image-url)
Figure 2.3: Histogram of the overall tank image for run no. 5100.

Figure 2.4: Run no. 5100. Global Otsu method, $IC = 83.17\%$, threshold = 84.

Figure 2.5: Run no. 5100. Local Otsu method, average $IC = 83.14\%$, average threshold = 84.
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Figure 2.6: Run no. 5100. \( K \)-means method, 2 clusters, \( IC = 82.86\% \).

Figure 2.7: Overall tank image for run no. 5200. Target ice concentration 70\%.

Figure 2.8: Histogram of the overall tank image for run no. 5200.
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Figure 2.9: Run no. 5200. Global Otsu method, $IC = 62.51\%$, threshold $= 91$.

Figure 2.10: Run no. 5200. Local Otsu method, average $IC = 62.15\%$, average threshold $= 91$.

Figure 2.11: Run no. 5200. $K$-means method, 2 clusters, $IC = 62.00\%$. 
The ice floes were segmented from the water by applying the global Otsu, local Otsu, and $k$-means methods. The ice concentrations were calculated individually based on these three methods. The results can be found in Figures 2.4 - 2.6 for run no. 5100 and in Figures 2.9 - 2.11 for run no. 5200.

The grayscale histograms of the overall tank images are clearly bimodal (see Figures 2.3 and 2.8 and compare with Figure 2.1). Moreover, the illumination of the overall tank image is almost uniform and only one type of ice existed in the tank. It means that both assumptions of the global Otsu thresholding method hold true. Hence, the differences in the calculated results between the global and local Otsu methods are small. Furthermore, the $k$-means method demonstrates results that are very close to the Otsu thresholding methods. Both of the methods are effective.

The results of the ice concentration analysis were compared with the target ice concentration values. The results are presented in Table 2.1. The ice concentrations derived from the different methods are approximately $3 - 8\%$ smaller than the targeted value. A source of error is the upper right corner of the image that sits outside the tank. However, the main reason is believed to be imperfect ice sheet preparation, where a portion of the ice sheet was lost during the ice redistribution. This led to decreased ice concentration compared to the target values.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Target Value</th>
<th>Global Otsu</th>
<th>Local Otsu</th>
<th>$K$-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run no. 5100</td>
<td>86%</td>
<td>83.17%</td>
<td>83.14%</td>
<td>82.86%</td>
</tr>
<tr>
<td>Run no. 5200</td>
<td>70%</td>
<td>62.50%</td>
<td>62.51%</td>
<td>62.00%</td>
</tr>
</tbody>
</table>

**Table 2.1: Ice concentrations derived from different methods.**

Model-ice video processing

A video is composed from a sequence of frames. The motions captured by the video are retrieved by analyzing a number of frames. The time variation of the ice concentration can be evaluated by plotting the individual frame analysis results over time.

The four videos supplied by HSV A are more than 24 minutes long with a frame rate of 25 fps. Before applying the algorithms to these videos, one frame per second is found sufficient, and each frame was fed to the program for further processing.

The distortion in the videos, caused by the fisheye camera, has not been calibrated. Therefore, the scale in the middle of the videos is larger than the
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circumambience. This phenomenon has an insignificant effect on the boundary detection. However, it may have some influence on the analyses of the ice concentration and ice floe sizes.

The light sources in the ice tank were reflected by the water and the ice. Due to the bright characteristics of the lights, they may be identified as ice floes by the algorithm, and consequently, the ice concentration may be estimated slightly too high.

The impediments around the tank are removed, and the vessel in the middle bottom of the tank is eliminated by a black rectangle (see Figure 2.12). The vessel box removed from the images may slightly decrease the quality of the results for ice concentration.

(a) One frame in the original video. (b) Domain image.

Figure 2.12: Original frame in the video and pre-processed frame. Run no. 5400.

The global Otsu and the $k$-means clustering methods were applied in the video processing to calculate the ice concentration as a function of time. The results are presented in Figures 2.13 - 2.21.

The analysis of the test run no. 5100 indicates that the ice concentration reached a limiting value of around 89% at approximately 200 s after the start of the test. This value is only 3% higher than the target value, and it is, therefore, concluded that the ice sheet was prepared well in this test run.

In the 5200 test run, the ice concentration reached a limit value of around 80% at approximately 300 s after the start of the test. This value is 10% higher than the target value, which is a large deviation. It is, therefore, concluded that the ice sheet should have been prepared better in this test run.
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(a) Run no. 5100: Time=816s.

(b) Otsu, $IC = 87.26\%$, threshold = 100.

(c) $K$-means, $IC = 86.91\%$.

Figure 2.13: Frames of run no. 5100 at 816s and ice detection.

Figure 2.14: Time-varying $IC$ of run no. 5100 based on Otsu and $k$-means. Target $IC = 86\%$. 
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Figure 2.15: Time-varying IC of run no. 5100 based on Otsu and k-means at 801-851s. Target IC = 86%.

Figure 2.16: Frames of run no. 5200 at 600s and ice detection.

(a) Run no. 5200: Time=600s.

(b) Otsu, \( IC = 80.79\% \), threshold = 108.

(c) K-means, \( IC = 80.55\% \).
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Figure 2.17: Time-varying IC of run no. 5200 based on Otsu and k-means. Target IC = 70%.

(a) Run no. 5300: Time=700s.

(b) Otsu, $IC = 85.33\%$, threshold = 104.

(c) K-means, $IC = 85.06\%$.

Figure 2.18: Frames of run no. 5300 at 700s and ice detection.
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Figure 2.19: Time-varying IC of run no. 5300 based on Otsu and $k$-means. Target IC = 70%.

(a) Run no. 5400: Time=1400s.
(b) Otsu, $IC = 90.00\%$, threshold = 98.
(c) $K$-means, $IC = 89.81\%$.

Figure 2.20: Frames of run no. 5400 at 1400s and ice detection.
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In the 5300 test run, the ice concentration reached a limit value of around 82% at approximately 600 s after the start of the test. This value is 12% higher than the target value. Moreover, the effective length of the ice tank is almost halved due to the ice concentration buildup in the beginning of the test. Based on these two observations, it is possible to conclude that the ice sheet was not prepared correctly in this test run.

Finally, in test run no. 5400, the ice concentration reached a steady value of around 84% at approximately 300 s after the start of the test. However, in the end of the test, the ice concentration goes up to 90%, which is 4% higher than the target value. These deviations are considered relatively small, and it is concluded that the ice sheet was prepared properly in this test run.

Figure 2.22 shows the variation of the Otsu method’s threshold in time for all test runs. The average ice concentrations after reaching the limiting values in all test runs are summarized in Table 2.2.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>5100</th>
<th>5200</th>
<th>5300</th>
<th>5400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start time (s)</td>
<td>200</td>
<td>300</td>
<td>600</td>
<td>300</td>
</tr>
<tr>
<td>Average IC</td>
<td>88.93%</td>
<td>80.39%</td>
<td>81.69%</td>
<td>84.83%</td>
</tr>
</tbody>
</table>

Reduced ice concentration in the initial part of the test runs (before conver-
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Figure 2.22: Time-varying IC of run no. 5100-5400 based on Otsu thresholding.

Ice concentration (IC) is related to the model ship positioning. It is an unwanted phenomenon, since it reduces the effective length of the ice tank. It is recommended to develop mitigation procedures in the future to help avoid this issue.

In all test runs, it was observed that the ice concentration in the near vicinity of the model was reaching a limiting value of approximately $80 - 89\%$, irrespective of the starting ice concentrations and floe sizes. This phenomenon can be explained by the tank’s wall effect. That is, the ice floes were compacted by the model ship toward the end of the basin, such that the ice concentration asymptotically approached a limiting value.

The results of the video processing confirm that the difference between the Otsu and the $k$-means methods is quite small. The differences between the target ice concentration and the actual values obtained from the image processing indicate that the broken ice sheet preparation procedures could be improved. Specifically, more attention could be paid to preparing ice sheets with low ice concentrations ($< 80\%$). By comparing the original images to the processed ones, both of these methods are effective if there is only one type of ice on the water.
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2.3.2 Sea-ice image test

The results obtained from applying the Otsu thresholding and the $k$-means clustering methods to calculate the ice concentration for the model-scale experimental data can be considered satisfactory. In order to test the applicability of these methods for full-scale sea-ice observation, they are also applied to image data derived from the remote sensing mission at Ny-Ålesund in early May 2011 [30]. In $k$-means clustering, we divide the image into only two clusters. The first group represents sea-ice, and the other group represents water. Parts of the processed images and ice concentration results are presented in Figures 2.23 - 2.25. The calculated ice concentrations are summarized in Table 2.3.

<table>
<thead>
<tr>
<th>Image no.</th>
<th>Otsu</th>
<th>$k$-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.37%</td>
<td>15.65%</td>
</tr>
<tr>
<td>2</td>
<td>32.84%</td>
<td>32.49%</td>
</tr>
<tr>
<td>3</td>
<td>73.73%</td>
<td>96.50%</td>
</tr>
</tbody>
</table>

Tables 2.3: Ice concentrations of sea-ice images.

Figures 2.23 and 2.24, and their calculated ice concentrations in Table 2.3, show that the ice pixel detection using the Otsu thresholding method is similar to the detection using the $k$-means method by dividing the image into two clusters when the intensity values of all the ice pixels are significantly higher than water pixels. However, the Otsu thresholding method can only find “light ice” pixels. The “dark ice” (e.g., ice that is submerged in water, brash ice, slush), whose pixel intensity values are close to water pixels, may be lost. However, both “light ice” and “dark ice” are required to further identify the different types of sea-ice (the details are described in Chapter 7).

In order to identify more ice pixels, the $k$-means clustering method can be applied to divide the image into three or more clusters [62] [60]. In this research, we divided the image into three groups, which we roughly interpret as “ice cluster 1” with the highest average pixel grayscale in red regions, water with the lowest average pixel grayscale in blue regions, and “ice cluster 2” with the average pixel grayscale between in yellow regions. The “ice cluster 1” region contains most of the ice floes in the image, and the “ice cluster 2” region contains most of brash ice and slush in the image. The coverage of each cluster was also calculated. The result is presented in Figure 2.26.

By comparing the calculated results for Figure 2.25(a) based on Otsu (Figure 2.25(b)), $k$-means clustering method with 2 clusters (Figure 2.25(c)), and $k$-means clustering method with 3 clusters (Figure 2.26), it is the rather large content of brash ice and slush that results in the large difference between the ice concentration from Otsu and ice concentration calculated by $k$-means. Since
Chapter 2. Ice Pixel Detection

(a) Original sea-ice Image 1.

(b) Otsu thresholding method, $IC = 15.37\%$.

(c) $K$-means clustering method with 2 clusters, $IC = 15.65\%$.

Figure 2.23: Sea-ice image 1 and ice detection.
2.3. Experimental Results and Discussion

(a) Original sea-ice Image 2.

(b) Otsu thresholding method, $IC = 42.19\%$.

(c) $K$-means clustering method with 2 clusters, $IC = 42.29\%$.

Figure 2.24: Sea-ice image 2 and ice detection.
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(a) Original sea-ice Image 3.

(b) Otsu thresholding method, $IC = 73.73\%$.

(c) $K$-means clustering method with 2 clusters, $IC = 96.50\%$.

Figure 2.25: Sea-ice image 3 and ice detection.
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Figure 2.26: Ice identification of Figure 2.25(a) by $k$-means with 3 clusters. $IC = 97.11\%$, “ice cluster 1” in red: 77.91\%, “ice cluster 2” in yellow: 19.20\%, water in blue: 2.89\%.

Brash ice and slush are parts of the ice cover in the definition of ice concentration, we can then assume that an $IC$ value of approximately 96 $-$ 97\% is the more correct number. The $k$-means clustering method, on the other hand, has a better detection by dividing the image into three or more clusters, as shown in Figure 2.26. Additionally, it is found that the Otsu method is less effective than the $k$-means methods for the identification of the ice from the water when the image has a high ice concentration with a large amount of brash ice and slush.
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Ice Edge Detection

The ice floe size distribution plays an important role in ice-structure analyses, the dynamic and thermodynamic processes. In image processing, the detection of individual ice floe boundaries is a key tool for extracting information of floe size distribution from ice images. A common approach for detecting object boundaries is to use edge detection. Edge detection can be used in feature detection and feature extraction, object location, and some properties such as area, perimeter, and shape measurements. This means that, with this technique, ice floe boundaries may be obtained to distinguish individual ice floes, and the properties of ice floes together with the floe size distribution can thereby be estimated.

This chapter introduces two common edge detection methods - derivative edge detection and morphology edge detection. These methods are applied to both model-ice and sea-ice images to try to extract ice floe boundaries and distinguish individual floes. The advantages and disadvantage of these two methods are also discussed. The work presented in this chapter was published in [30, 50].

3.1 Derivative Edge Detection

Derivative edge detection is one of the most popular techniques in image processing. Edges characterize object (or surface) boundaries that represent the change from one object (or surface) to another. This gives a rapid change in image brightness between neighboring pixels, which is useful for segmentation, registration, and identification of objects in a scene.
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In image processing, we identify the edges by identifying the difference between regions, and this is measured by the gradient vector (first-order derivative) of a digital image with pixel value $f(x, y)$ [59],

$$\nabla f = \begin{bmatrix} G_x \\ G_y \end{bmatrix} = \begin{bmatrix} \frac{\partial f}{\partial x} \\ \frac{\partial f}{\partial y} \end{bmatrix}, \tag{3.1}$$

The gradient vector has a direction toward the most rapid change in intensity. The magnitude is given by:

$$\nabla f = \left[ G_x^2 + G_y^2 \right]^{\frac{1}{2}} = \left[ \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right]^{\frac{1}{2}}, \tag{3.2}$$

while the direction is given by:

$$\theta = \tan^{-1}\left( \frac{G_x}{G_y} \right). \tag{3.3}$$

The discrete derivative can be approximated by:

$$\frac{\partial f}{\partial x}(x, y) \approx f(x + 1, y) - f(x, y), \tag{3.4a}$$

$$\frac{\partial f}{\partial y}(x, y) \approx f(x, y + 1) - f(x, y). \tag{3.4b}$$

Many discrete differentiation operators are used for computing an approximation of the gradient of the image intensity function, such as Sobel and Prewitt, and Figure 3.1 shows their edge detector masks and the first-order derivatives they implement [59].

Similarly, the second-order derivative (the Laplacian of an image) is defined as:

$$\nabla^2 f = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2}, \tag{3.5}$$

Using the discrete approximations:

$$\frac{\partial^2 f}{\partial x^2}(x, y) \approx f(x + 1, y) + f(x - 1, y) - 2f(x, y), \tag{3.6a}$$

$$\frac{\partial^2 f}{\partial y^2}(x, y) \approx f(x, y + 1) + f(x, y - 1) - 2f(x, y), \tag{3.6b}$$

this gives:

$$\nabla^2 f(x, y) \approx f(x - 1, y) + f(x + 1, y) + f(x, y - 1) + f(x, y + 1) - 4f(x, y). \tag{3.7}$$
### 3.1. Derivative Edge Detection

#### (a) Image neighborhood.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1)</td>
<td>(-2)</td>
<td>(-1)</td>
</tr>
<tr>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

\[G_x = [f(x-1, y-1) + 2f(x, y+1) + 2f(x+1, y+1) - f(x-1, y-1) - 2f(x-1, y-1)]\]

\[G_y = [f(x+1, y-1) + 2f(x+1, y+1) - f(x-1, y-1) - 2f(x-1, y-1)]\]

#### (b) Sobel edge detector.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1)</td>
<td>(-1)</td>
<td>(-1)</td>
</tr>
<tr>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

\[G_x = [f(x+1, y) + f(x-1, y) - 2f(x, y)]\]

\[G_y = [f(x+1, y) + f(x-1, y) - 2f(x, y)]\]

#### (c) Prewitt edge detector.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1)</td>
<td>(0)</td>
<td>(1)</td>
</tr>
<tr>
<td>(-2)</td>
<td>(0)</td>
<td>(2)</td>
</tr>
<tr>
<td>(-1)</td>
<td>(0)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

\[G_x = [f(x-1, y) + f(x+1, y) - 2f(x, y)]\]

\[G_y = [f(x-1, y) + f(x+1, y) - 2f(x, y)]\]

Figure 3.1: Examples of the edge detector masks and the first-order derivatives they implement.
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Figure 3.2: Examples of the edge detector masks and the second-order derivatives they implement.

For a rapid change, the first-order derivative has a large magnitude and the second-order derivative crosses zero, which are the two criteria that can be used to identify which pixels in an image may belong to an edge. However, the second-order derivative is seldom used by itself for edge detection because it is sensitive to noise, unable to detect edge direction, and produces double edges [63]. A common method to detect edges is by estimating the gradient of the image at every point to generate a “gradient” image, and then thresholding the gradient image.

### 3.2 Morphology Edge Detection

Morphology refers to geometrical characteristics related to the form and structure of objects, such as size, shape, and orientation. In image processing, mathematical morphology is used to extract image components based on shapes that are useful in representation and description of region shapes, such as boundaries, skeletons, and the convex hull [63].

Morphological operations create an output image of the same size as the input image by applying a structuring element, such as disk, rectangle, ring, etc. The structuring element is a shape that is used to probe an input image and draw conclusions on how the structuring element fits or misses the shapes in the input image. In a morphological operation, the value of each pixel in the output image is based on a comparison of the corresponding pixel in the input image with its neighbors, i.e., the structuring element is translated to each
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pixel’s position, and the points within the translated structuring element are compared with the pixels of the input image. By choosing the size and shape of the neighborhood, it is possible to construct a morphological operation that is sensitive to specific shapes in the input image.

3.2.1 Erosion and dilation

The number of pixels added or removed from the objects in an image depends on the size and shape of the structuring element used to process the image. The state of any given pixel in the output image is determined by applying the rule to the corresponding pixel and its neighbors in the input image. The operations of erosion and dilation are fundamental to morphological image processing.

An erosion operation “shrinks” or “thins” objects by removing pixels on object boundaries. The value of the output pixel is the minimum value of all the pixels in the input image’s neighborhood for the erosion operator. If \( A \) is a binary image (1-valued pixels indicate object, while 0-valued pixels indicate background), \( B \) is a chosen structuring element, according to [63], the erosion of \( A \) by \( B \), denoted by \( A \ominus B \), is the set of all structuring element origin locations where the translated \( B \) has no overlap with the background of \( A \). The mathematical definition of erosion is defined as follow [63]:

\[
A \ominus B = \{ z | (B)_z \cap A^c \neq \emptyset \}
\]  

(3.8)

where \((B)_z\) is the translation of \( B \) by the point \( z = (z_1, z_2) \), defined as

\[
(B)_z = \{ b + z | b \in B \},
\]

(3.9)

and \( A^c \) is the complement of \( A \) (0-valued pixels set to 1-valued and 1-valued pixels set to 0-valued, for a binary image) defined as

\[
A^c = \{ w | w \notin A \}.
\]

(3.10)

The structuring element translates the origin throughout the domain of the image and checks to see where it fits entirely within the foreground of the image. The output image has a value of 1 at each location of the origin of the structuring element, such that the element overlaps only 1-valued pixels of the input image (i.e., it does not overlap any of the image background) [63]. The process of erosion is shown in Figure 3.3.

A dilation operation “grows” or “thickens” objects by adding pixels to the objects boundaries. The value of the output pixel is the maximum value of all the pixels in the input pixel’s neighborhood for the dilation operator. The
(a) Binary image with rectangular object.  
Output is zero in these locations because the structuring element overlaps the background.  
Output is one here because the structuring element fits entirely within the foreground. 

(b) Structuring element with three pixels arranged in a vertical line. The origin of the structuring element is shown in red. 

(c) Structuring element translated to several locations on the image. 

(d) Output image matrix.  

Figure 3.3: The process of erosion. Courtesy: [63].
dilation of $A$ by $B$, denoted by $A \oplus B$, is the set consisting of all the structuring element origin locations where the reflected and translated $B$ overlaps at least some portion of $A$ [63]. The mathematical definition of dilation is defined as follows [63]:

$$A \oplus B = \{z| (\tilde{B})_z \cap A \neq \emptyset \}$$  \hspace{1cm} (3.11)

where $\tilde{B}$ is the reflection of $B$, defined as

$$\tilde{B} = \{w| -w \in B \}.$$  \hspace{1cm} (3.12)

The structuring element translates the origin throughout the domain of the image and checks to see where it overlaps with 1-valued pixels. The output image is 1 at each location of the origin, such that the structuring element overlaps at least one 1-valued pixel in the input image [63]. The process of dilation is shown in Figure 3.4.

### 3.2.2 Morphological gradient

Morphological gradients are based on the difference between extensive and anti-extensive transformations [64]. Erosion and dilation can be used to extract edge information from images.

The Beucher gradient (the basic morphological gradient), defined as the difference between the dilated and the eroded of the image $A$ with the structuring element $B$, is given by:

$$\rho = (A \oplus B) - (A \ominus B),$$  \hspace{1cm} (3.13)

Similarly, the internal gradient, defined as the difference between the original image and the eroded image, is given by:

$$\rho_{\text{int}} = A - (A \ominus B),$$  \hspace{1cm} (3.14)

and the external gradient, defined as the difference between the dilated image and the original image, is given by:

$$\rho_{\text{ext}} = (A \oplus B) - A.$$  \hspace{1cm} (3.15)

From Equation 3.13 - 3.15, we obtained:

$$\rho_{\text{int}} + \rho_{\text{ext}} = \rho.$$  \hspace{1cm} (3.16)

The internal and external gradients are “half gradients” and "thinner" than the Beucher gradient. The internal gradient generates internal edges of the object,
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(a) Binary image with rectangular object.

(b) Structuring element with five pixels arranged in a diagonal line. The origin of the structuring element is shown in red.

(c) Structuring element translated to several locations on the image.

(d) Output image matrix.

Figure 3.4: The process of dilation. Courtesy: [63].
and the external gradient generates external edges, while the Beucher gradient generates both internal and external edges. The internal and external gradients are used when thin contours are needed. The choice between internal or external gradient depends on the nature of the objects to be extracted [64].

### 3.3 Experimental Results and Discussion

The derivative and morphology edge detection methods are applied to extract the boundaries of both model- and sea-ice floes. Parts of results are shown in Figure 3.5 - 3.7.

![Overall model-ice tank image for run no. 5200.](image)

(b) Edge detection of (a) - Derivative method (Sobel edge detector, threshold = 0.02).

![Edge detection of (a) - Morphology method.](image)

(c) Edge detection of (a) - Morphology method (the internal gradient using a disk structural element with 1-pixel radius).

Figure 3.5: Edge detections of overall tank image for run no. 5200.

Both derivative and morphology methods can extract the floe boundaries correctly when ice floes are far away from others, as seen in the sea-ice floes on the right part in Figure 3.7. However, when the ice floes are close or connecting to each other, as seen in the model-ice floes in Figure 3.5, Figure 3.6, and sea-ice floes on the left part in Figure 3.7, neither methods can completely find the edges between those floes. Thus, those floes will be miskatenly considered as one big floe, and this will affect later size distribution and ice force estimations.
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(a) Run no. 5100: Time=816s.

(b) Edge detection of (a) - Derivative method (Sobel edge detector, threshold = 0.05).

(c) Edge detection of (a) - Morphology method (the internal gradient using a disk structural element with 1-pixel radius).

Figure 3.6: Edge detections of frames for run no. 5100 at 816s.

Because the derivative method is to identify the rapid intensity changes in the image, more weak edge pixels between the connected floes can be detected by the derivative method, as seen in Figure 3.5. However, the derivative method is more sensitive to the noise than the morphology method. As shown in Figure 3.8, when decreasing the threshold for the derivative gradient, the derivative method can find more edges, but at the cost of more noise. Moreover, the derivative method also produces more non-closed boundaries (especially the detected weak boundaries between connected floes). Such non-closed boundaries indicate the loss of boundary information, and cannot separate the connected floes.

Since the morphology method is to identify the difference between extension and anti-extension of region’s shape, a good description of the object’s shape is given by this method. The morphology method is better in closing the boundaries than the derivative method. Moreover, since the erosion operation is to shrink objects, the thin connections between floes can be broken when using internal or Beucher gradient with a proper structuring element, and the weakly connected ice floes are thereby separated.

Figure 3.9 shows an example of the weakly connected sea-ice floes separation by the morphology method using the internal gradient. As shown in Figure 3.9(b), the detected boundaries are thin, and the connected ice floes cannot be separated when using a 5-pixel-radius disk-structuring element. When
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(a) Sea-ice image.

(b) Edge detection of (a) - Derivative (Sobel edge detector, threshold $= 0.05$).

(c) Edge detection of (a) - Morphology method (the internal gradient using a disk structural element with 5-pixel radius).

Figure 3.7: Edge detections of sea-ice image.
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(a) A sample of connected model-ice floes from Figure 3.5(a).

(b) Edge detection of (a) by the morphology method. The detected boundaries are closed, but the weak edges between the connected floes are lost.

(c) Edge detection of (a) by the derivative using Sobel edge detector with the threshold of 0.02. Part of the weak edges (non-closed) between the connected floes are found.

(d) Edge detection of (a) by the derivative using Sobel edge detector with the threshold of 0.01. More weak edges (non-closed) between the connected floes are found at the cost of more noise.

Figure 3.8: Comparison of the derivative and the morphology methods.
enlarging the structuring element to a 16-pixel-radius disk, the detected floe boundaries become thick enough to break the connections between the floes and separate the connected floes. However, because of the various sizes and shapes of the ice floes (especially sea-ice floes), it is difficult to find a proper structuring element for an ice image. Furthermore, the size of ice floe will decease when the detected floe boundaries become thicker. Therefore, this method only works when separating the weakly connected ice floes, and will fail in the separation of the strongly connected ice floes, such as the connected model-ice floes in Figure 3.8(a).

(a) A sample of connected sea-ice floes from Figure 3.7(a).

(b) Edge detection of (a) by the morphology method using the internal gradient with a 5-pixel-radius disk-structuring element. The detected floe boundaries are thin, and ice floes are connected.

(c) Edge detection of (a) by the morphology method using the internal gradient with a 16-pixel-radius disk-structuring element. The detected floe boundaries become thicker, and the weakly connected ice floes are separated.

Figure 3.9: Weakly connected ice floes separation.
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Our experimental results show that, individual ice floes cannot be distinguished well by neither derivative nor morphology methods when the floes are too close to each other with possible touching. The inaccuracy of the ice floe boundary detection will result in missing boundary information or non-closed boundaries, and these failures will affect the statistical ice floe size distribution result. Therefore, in order to derive the precise ice floe size distribution, the development of an effective algorithm for ice floe boundary detection, especially the connected floes separation, is a main topic in this thesis, and this will be addressed in the following chapters.
Chapter 4

Watershed-based Connected Ice Floe Segmentation

In the actual sea-ice covered environment, ice floes typically touch each other and possibly overlap, and the junctions are usually difficult to detect in the digital images. A remedy to this problem is to use the watershed transform to separate the connected ice floes.

The watershed transform and its improvements have been widely used to separate connected objects with acceptable results in several research areas, such as grain [65] and cell nuclei images [66]. [67] also adopted the watershed transform to separate the connected sea-ice floes into individual floes. They removed brash ice by using image opening and erosion operators literally and then used the watershed transform to segment the connected ice floes. However, over- and under-segmentation of the ice floes are the major issues in watershed-based segmentation. Due to an ineluctable over-segmentation problem, [67] manually removed these over-segmented lines. To remove the over-segmentation automatically, the combination of concave detection and neighboring-region merging is proposed in this chapter. The work presented in this chapter was published in [54].

4.1 Watershed transform

The watershed transform is a morphological-based algorithm used to segment images. The pixel values are interpreted as heights, and a grayscale image is considered as a topological surface. Water falling on this topological surface flows toward the “nearest” minimum, which lies at the end of the path of
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steepest descent and would collect in the areas called catchment basins. Additionally, water falling exactly on the called watershed ridge line would be equally likely to collect in either of the two catchment basins [59]. Figure 4.1 shows the topological surface of a complemented grayscale ice image.

![Figure 4.1: The topological surface of a complemented grayscale ice image.](image)

The watershed-based segmentation could be used to solve a connected objects division problem. The watershed will first check the local minima in the image and then perform the transformation based on these. The number of segmented regions depends on local minima in the image. Usually, there is more than one minimum for each object, and this will induce over-segmentation (e.g., see Figure 4.2). Over-segmentation is a major problem of this watershed. Refinements, such as minima-combination [68], mark-controlled [59] [69], and H-dome transform [70] were adopted to improve the over-segmentation. However, due to varieties of sea-ice floe shapes and sizes, it is hard to automatically locate the correct local minima or markers for each ice floe. In this chapter, all the ice floes in the image are first identified by the Otsu threshold or k-means clustering algorithm [30, 50], and the grayscale image is converted into
4.2 Neighboring-region Merging

In this method, it is assumed that each ice floe has a convex boundary and that the junction line between two connected ice floes has at least one concave ending point. Based on this assumption, the junction lines obtained from the watershed-based segmentation are filtered by deleting those that have two convex ending points.

Figure 4.3 shows a flow chart of the watershed-based segmentation and the neighboring-region merging algorithm.

The differential chain code method [71] is applied to check the concavity of the two ending points of a proposed junction line between two connected ice floes, where the junction lines and the corresponding ice floes are obtained from the watershed-based segmentation.

4.3 Concave detection by chain code

Chain codes are used to represent a boundary by a connected sequence of straight-line segments of specified length and direction [72]. Typically, this
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Figure 4.3: Flow chart of the watershed-based segmentation and neighboring-region merging.
representation is based on 4 or 8-connectivity of the segments. The direction of each segment is coded by using a numbering scheme, as shown in Figure 4.4. The chain code of a boundary depends on the stating point. However, it can be normalized with respect to the starting point by treating it as a circular sequence of direction numbers and redefining the starting point so that the resulting sequence of numbers forms an integer of minimum magnitude.

![Figure 4.4: Numbering scheme of the chain code.](image)

The first difference of the chain code reflects the spatial relationships between boundary segments, which are independent of rotation. This is obtained by counting the number of direction changes that separate two adjacent elements of the code. If the difference is less than 0, the difference should be modulo 8. Figure 4.5 gives an example of a boundary’s chain code and its first difference.

Changes in the code direction indicate a corner on the boundary. By analyzing the direction changes as we travel in a clockwise direction along the boundary, we can determine and mark the convex and concave corners. However, the chain code has a low accuracy since it only represents 8 directions. Therefore, we use absolute chain code sum [71] to increase the accuracy.
Assume $C(i)$ and $C(i-1)$ is the chain code of current Node $i$ and former Node $i-1$, $R(i)$ is the relative chain code, given by:

$$R(i) = [C(i) - C(i-1) + 8] \mod 8,$$  \hspace{1cm} (4.1)

$$\text{IF } (R(i) > 4) \text{ THEN } R(i) = R(i) - 8.$$  \hspace{1cm} (4.2)

The relative chain code indicates that Node $i$ has rotated $R(i) \times 45^\circ$ counter-clockwise (the negative value indicates the clockwise direction) to Node $i-1$.

The absolute chain code $A(i)$ is the sum of relative chain code from the starting node to Node $i$, and the absolute chain code of the starting node is 0, therefore,

$$A(0) = 0,$$  \hspace{1cm} (4.3)

$$A(i) = A(i-1) + R(i).$$  \hspace{1cm} (4.4)

When the total number of boundary nodes is $N$ with the notation from 0 to $N-1$, clockwise, it should be noted that the ending node is denoted as $N$, which is actually the starting node 0, and the difference of absolute chain codes between the starting node and the ending node is 8, that is,

$$A(0) - A(N) = 8.$$  \hspace{1cm} (4.5)

The absolute chain code sum of three sequential nodes is

$$S(i) = A(i) + A(i-1) + A(i-2),$$  \hspace{1cm} (4.6)

When calculating the starting two nodes, the former absolute chain code should be shifted to the ends of the sequence and adjusted accordingly since the
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Boundary is closed, that is,

\[ S(0) = A(0) + A(N - 1) + A(N - 2) + 16, \]  

\[ S(1) = A(1) + A(0) + A(N - 1) + 8. \]  

(4.7)  

(4.8)

Similar to Equation 4.5, we have

\[ S(0) - S(N) = 24. \]  

(4.9)

The absolute chain code sum has 24 directions, which is more accurate than the original 8-direction chain code, and can be used to represent the tangent direction (slope) of the edge points instead.

Then, the differential chain code, which is the difference of the absolute chain code sum, is given by:

\[ D(i) = S(i + 3) - S(i), \]  

(4.10)

Similarly, when calculating the last 3 nodes, the latter absolute chain code sum should start at the starting nodes and be adjusted accordingly, that is,

\[ D(N - j) = S(N - j + 3) - S(N - j) \]

\[ = S(3 - j) - 24 - S(N - j). \]  

(4.11)  

(4.12)

where \( j = 1, 2, 3 \).

The differential chain code is proportional to the curvature of the edges, and defines the change of direction between two neighboring boundary segments:

\[ \theta = D(i) \times 15^\circ. \]  

(4.13)

Therefore, Node \( i \) is identified as a concave point if the differential chain code, \( D(i) \), is positive when tracing clockwise along the boundary. Considering the rough of the boundary, the nodes with the differential chain code between 3 and 10 are detected as concave points in this research, that is,

\[ \text{Node } i \text{ is a concave point if } 3 \leq D(i) \leq 10. \]  

(4.14)

The detection result is shown in Figure 4.6.
4.4 Experimental Results and Discussion

Image segmentation by using the watershed transform is powerful for connected object segmentation. However, there is a problem with over- and under-segmentation with this transform that must be overcome. As mentioned in [59], the over-segmentation problem can be serious enough to render the segmented result useless. Therefore, a neighboring-region merging algorithm is applied in this chapter to improve the ice image segmentation.

A few sea-ice images obtained from a remote sensing mission of ice conditions carried out at Ny-Alesund in early May 2011 [30] are applied in a case study. It should be noted that the brash ice has been removed manually from the images before segmentation. Some examples of the experimental results are then shown in Figure 4.7. Based on the segmented ice image, the floe size can be calculated by the number of pixels within each ice floe. Figure 4.8 shows an example of the segmented ice image and the calculated floe size distribution (grouped by pixel numbers that can be scaled to real size).

As seen from Figure 4.7, most of the over-segmented lines have been removed, but some lines still exist. This is because the applied neighboring-region merging algorithm is based on a very simple assumption, namely that the watershed-segmented line is taken as a correct junction line if it has one or two concave ending points, an assumption that is not always correct since a real ice floe is typically not a perfect convex shape. As shown in Figure 4.9(b), the segmented line highlighted by red has a concave ending point, which is just a concave corner of the floe boundary, but it is not a real junction concave corner between two floes. Even if one or both of its ending points are real junction concave corners, the segmented line obtained by using the watershed transform is still...
Figure 4.7: Watershed-based connected ice floe segmentation: (a) Original ice images. (b) Binary images with manually identified segmented lines between connected ice floes. (c) Segmented images based on the watershed transform. (d) Segmented images after neighboring-region merging.
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(a) Segmented image with floe center superimposed.  
(b) Calculated floe size distribution.

Figure 4.8: Segmented floes and floe size distribution.

probably not a correct junction line (e.g., see the segmented line highlighted by green in Figure 4.9(b)).

(a) Manually identified segmentation.  
(b) Segmentation by the established algorithm.

Figure 4.9: Examples of over- and under-segmentation.

Under-segmentation is another problem of the watershed-based segmentation, and this cannot be improved by the neighboring-region merging algorithm. As shown in Figure 4.9(a), there should be a segmented line in the region highlighted by yellow, but it is not detected by the watershed transform.

Table 4.1 lists the number of over- and under-segmented lines when compared to segmentation by manual inspection in Figure 4.7. It is found that the over-segmented lines are significantly reduced by the neighboring-region merging algorithm, while the under-segmentation is still a problem. Note, however, that when we apply the estimated floe size distribution in ice-structure interaction analysis, the under-segmentation of ice floes will typically lead to an
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overestimation of ice forces, meaning a conservative estimate.

Table 4.1: Number of over- and under-segmented lines compared with manual inspection.

<table>
<thead>
<tr>
<th>Image</th>
<th>Manual inspection</th>
<th>Watershed-based segmentation</th>
<th>Watershed-based segmentation and neighboring region merging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of floes</td>
<td>No. of floes</td>
<td>Over segment</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>25</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>38</td>
<td>60</td>
<td>26</td>
</tr>
</tbody>
</table>

Besides the over- and under-segmentation problems, ambiguously segmented lines are another problem. Figure 4.10 shows an example of this problem. By looking at Figure 4.10(b) it is difficult to say whether the segmented line highlighted exists. Figure 4.10(c) shows the original image of the same sea-ice floes taken under a different reflection condition, featuring the same ice floes with more details. By looking at this image it seems as if there is a boundary in the highlighted region, but it is still difficult to identify the exact location of this segmented line. Therefore, high-resolution images would definitely provide a more accurate ice floe segmentation.

It also should be noted that the real boundary information between the connected floes are actually lost when using watershed transform. This occurs because the watershed transform operates on binary images and focuses on the morphological characteristics of ice floes. Therefore, the watershed-based method is limited by crowded ice floe images in which the ice floes in the mass are connected to each other and no “hole” or concave regions could be found after binarization. Therefore, this method should only be applicable to the ice floe images with invisible the floe junctions (such as the binary ice images).
Chapter 4. Watershed-based Connected Ice Floe Segmentation

Figure 4.10: An example of the ambiguously segmented lines.
Chapter 5

Ice Image Segmentation and Ice Floe Identification

The size, shape, and location of the ice floes give important clues to their physical structures. Automatic identification of individual floe boundaries is crucial in obtaining such information of ice floes from ice images. Chapter 3 applied and compared derivative and morphology boundary detection algorithms in both model-ice and sea-ice images [30, 50]. Derivative edge detection is sensitive to weak boundaries and noise, and it often produces non-closed boundaries, meaning that junctions between ice floes may be difficult to identify when the floes are seemingly connected in the ice images. In contrast, morphology boundary detection results in a good description of the object shape, generates closed boundaries, and could separate weakly connected ice floes. However, some boundary information is still lost and strongly connected ice floes cannot be separated.

Traditional boundary detection algorithms cannot easily detect the boundary between connected floes. This issue challenges the boundary detection of individual ice floes and significantly affects ice floe size analysis. Therefore, the boundary hidden by an apparent connection between ice floes should be identified.

To mitigate this issue, [73, 74] separated closely distributed ice floes by setting a threshold higher than the ice-water segmentation threshold. However, this threshold did not work well when the ice floes were connected. Consequently, they manually separated the connected ice floes. [67] and Chapter 4 adopted the watershed transform to segment sea-ice images. Due to an ineluctable over-segmentation problem, [67] manually removed these over-segmented lines. In Chapter 4, we assumed that each ice floe had a convex
boundary and that the junction line between two connected ice floes had at least one concave ending point. After the watershed transform, the convexity of each pair of ending points was checked, and two neighboring floes whose junction line ending points were both convex were merged to automatically remove the over-segmentation [54].

The authors of [75] and [76] introduced a mathematical morphology together with principal curve clustering to identify ice floes and their boundaries in a near fully automated manner. First, the image is binarized using the thresholding method. The erosion-propagation algorithm (EP) is then used to provide a preliminary clustering of the boundary pixels and to produce a collection of objects as floe candidates. To remove subdivisions caused by the EP algorithm, they developed a method based on an algorithm for clustering about closed principal curves to determine which floes should be merged. However, both methods in Chapter 4 and [76] operated on the binary images, their methods focusing on the morphological characteristics of ice floes rather than on the real boundaries, and they were limited by crowded ice floe images where the mass of ice floes were connected to each other and no “hole” or concave regions could be found after binarization.

In this chapter, a gradient vector flow (GVF) snake algorithm is adopted to separate seemingly connected floes into individual ones. To avoid user interaction and to reduce the time required to run the GVF snake algorithm, an automatic contour initialization is proposed based on the distance transform. After that, an ice shape enhancement algorithm is proposed to enhance ice floe shapes and accomplish the identification of individual ice floes. Once the floe boundaries have been obtained, individual ice floes are identified, and the floe size distribution can be calculated from the resulting data. The work presented in this chapter was published in [55, 56, 57].

### 5.1 Snake Models

Snakes, or active contours defined as an energy-minimizing spline [77], correspond to a powerful method used to locate object boundaries. The initial curves can move under the influence of internal forces from the curve itself and under the influence of external forces computed from the image data. The algorithm stops when the internal and external forces reach equilibrium. The internal and external forces are defined such that the snake will conform to an object boundary or other desired features within an image. There are two types of active contour models: parametric active contours and geometric active contours. This study considered the parametric active contour model due
to its superior detection capability of “weak”-boundaries.

5.1. Parametric Snake Model

A typical snake is a curve $C(s) = (x(s), y(s))$ with the normalized arc length $s \in [0, 1]$. It moves through the spatial domain of an image to minimize the sum of the internal and external energy, given by:

$$E = \int_0^1 (E_{\text{int}}(C(s)) + E_{\text{ext}}(C(s))) \, ds,$$

where $E_{\text{int}}$ is the internal energy

$$E_{\text{int}} = \frac{1}{2} (\alpha |C'(s)|^2 + \beta |C''(s)|^2),$$

where $\alpha$ and $\beta$ are weight parameters that control the snake’s tension and rigidity, respectively. $C'(s)$ denotes the first derivatives of $C(s)$ with respect to $s$, making the snake act as a membrane, and $C''(s)$ denotes the second derivatives, making the snake act as a thin plate.

$E_{\text{ext}}$ is the external energy defined in the image domain. It attracts snakes to salient features in the image, such as boundaries. To find boundaries in a grayscale image, $I(x, y)$, the image gradient is typically chosen as the external energy [77]:

$$E_{\text{ext}} = -|\nabla I(x, y)|^2,$$

where $\nabla I(x, y) = \left( \frac{\partial I}{\partial x}, \frac{\partial I}{\partial y} \right)$ is the image gradient that represents a directional change in the brightness of the image with the gradient angle $\theta = \arctan \left( \frac{\partial I}{\partial y} / \frac{\partial I}{\partial x} \right)$. When also considering the image noise, the external energy is defined as [77]

$$E_{\text{ext}} = -|\nabla G_\sigma(x, y) \ast I(x, y)|^2,$$

where $\nabla G_\sigma(x, y)$ is a two-dimensional Gaussian function with a standard deviation $\sigma$ and ‘$\ast$’ denotes convolution.

To minimize the energy $E$, a snake must satisfy the Euler equation

$$\alpha C''(s) - \beta C''''(s) - \nabla E_{\text{ext}} = 0.$$  

Let $F_{\text{int}} = \alpha C''(s) - \beta C''''(s)$ denote the internal force and $F_{\text{ext}} = -\nabla E_{\text{ext}}$ denote the external force. Then Equation 5.5 can be written as the force balance

$$F_{\text{int}} + F_{\text{ext}} = 0.$$  
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The internal force $F_{\text{int}}$ discourages stretching and bending, while the external potential force $F_{\text{ext}}$ pulls the snake toward the desired image boundaries.

To find a solution for Equation 5.5, $C(s)$ is treated as a discrete system of normalized arc length $s$ and time $t$:

$$\frac{\partial C(s, t)}{\partial t} = \alpha C''(s, t) - \beta C''''(s, t) - \nabla E_{\text{ext}}.$$  \hfill (5.7)

When the solution $C(s, t)$ becomes stationary, $\frac{\partial C(s, t)}{\partial t}$ tends to zero, the energy $E$ reaches a minimum, and the curve converges toward the target boundary.

### 5.1.2 Gradient Vector Flow Snake

The traditional snake algorithm can solve a number of image segmentation problems effectively, particularly in detection of “weak”-boundaries. However, there are two key limitations. First, the capture range of the external force fields is limited, as seen in Figure 5.1(b). The external forces $F_{\text{ext}}$ have large values near the boundaries and small values in the homogeneous regions. Consequently, it is difficult for a curve to converge in regions of low variations in intensity. The traditional snake algorithm is, therefore, sensitive to the initial contour, and the initial contour should be somewhat close to the true boundary. Otherwise, the curve will likely converge to an incorrect result. Second, it is difficult to progress into boundary concavities. According to these limitations, [78] introduced the gradient vector flow (GVF) snake to expand the capture range of the external force fields from the boundary regions to the homogeneous regions, as seen Figure 5.1(c).

![Figure 5.1: External forces.](image)

The GVF, “computed as a spatial diffusion of the gradient of an edge map derived from the image” [79], is defined to be the vector field $v(x, y) = \ldots$
(5.2. Contours Initialization for the GVF Snake)

Contour \((u(x, y), v(x, y))\) that minimizes the energy functional:

\[
\epsilon = \int \int \left[ \mu (u_x^2 + u_y^2 + v_x^2 + v_y^2) + |\nabla f|^2 |\mathbf{v} - \nabla f|^2 \right] dxdy,
\]

(5.8)

where \(u_x, u_y, v_x, v_y\) are the derivatives of the vector field, \(\mu\) is a parameter that controls the balance between the first and second term in the integrand, and \(f\) is an edge map (which could be the image gradient \(|\nabla I(x, y)|^2\)) that is larger near the edges of objects in the image.

In Equation 5.8, \(|\nabla f|\) becomes large close to the object boundaries; in which case, the second term dominates the integrand and is minimized by \(v = \nabla f\). Otherwise, \(|\nabla f|\) is small, and the first term dominates the integrand to ensure that the external force field varies slowly and still acts in the homogeneous regions.

The GVF field can be found by solving the Euler equations:

\[
\mu \nabla^2 u - (u - f_x)(f_x^2 + f_y^2) = 0, \quad (5.9a)
\]

\[
\mu \nabla^2 v - (v - f_y)(f_x^2 + f_y^2) = 0. \quad (5.9b)
\]

A solution to Equation 5.9a and Equation 5.9b can be obtained by introducing a time variable, \(t\), and finding the steady-state solution of the following partial differential equations:

\[
u_t(x, y, t) = \mu \nabla^2 u(x, y, t) - (u(x, y, t) - f_x(x, y))(f_x(x, y)^2 + f_y(x, y)^2),
\]

\[
v_t(x, y, t) = \mu \nabla^2 v(x, y, t) - (v(x, y, t) - f_y(x, y))(f_x(x, y)^2 + f_y(x, y)^2).
\]

(5.10a)

(5.10b)

Compared to the external force field in the traditional snake model having only \(f_x\) and \(f_y\), the new vector fields, \(u\) and \(v\) in the GVF, are derived using an iterative method to find a solution for \(f_x\) and \(f_y\). The result is that the capture range is effectively enlarged, and the initial contour no longer needs to be as close to the true boundary.

### 5.2 Contours Initialization for the GVF Snake

The GVF snake algorithm [78] is able to detect the weak connections between floes and ensures that the detected boundary is closed. As an example, shown in Figure 5.2(b), given an initial contour (red curve), the snake finds the floe
boundary (green curve) after a few iterations (yellow curves). The GVF snake is faster and less restricted by the initial contour. However, a proper initial contour is still necessary because the snake deforms itself to conform with the nearest salient contour.

5.2.1 The location of initial contour

An example is given in Figure 5.2 to illustrate the floe boundary detection results affected by initializing the contour at different locations. In Figure 5.2(a), the initial contour is located at the water, close to the ice boundaries. The snake rapidly detects the boundaries however, not the ice but the boundaries of the water region. When initializing the contour at the center of an ice floe, as shown in Figure 5.2(b), the snake accurately finds the boundary after a few iterations even if the initial contour is some distance away from the floe boundary.

A weak connection will also be detected if the initial contour is located on it, as shown in Figure 5.2(c). However, when the initial contour is located near the floe boundary inside the floe, as shown in Figure 5.2(d), the snake may only find a part of the floe boundary near the initial contour. It should be noted that the curve is always closed regardless of how it deforms, even in the cases of Figures 5.2(c) and 5.2(d), which appear to be non-closed curves. This behavior occurs because the area bounded by the closed curve tends toward zero.

Figure 5.2 illustrates that, with proper parameters, the snake will find a boundary regardless of where the initial contour is located. This fact is beneficial for connected floe segmentation. By comparing the results of Figure 5.2, the results where the initial contours are located inside of the floes are more effective, whereas the most efficient case is the one in which the initial contour is in the center of the ice floe. Thus, the initial contour should be located as close to the floe center as possible.

5.2.2 The shape and size of the initial contour

In the GVF snake algorithm, the initial contour does not need to be as close to the true boundary as for in the traditional snake algorithm. However, if the initial contour is too small, it will be slightly “far away” from the floe boundary and will need more iterations to find the boundary if the initial contour is further distanced from the floe boundary, and it may also converge to an incorrect result [78] (particularly when the grayscale of floe is uneven).
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(a) Initial contour 1 located at the water, and the water region boundary is found.

(b) Initial contour 2 located at the center of an ice floe, and the whole floe boundary is found.

(c) Initial contour 3 located at a weak connection, and the weak connection is found.

(d) Initial contour 4 located near the floe boundary inside the floe, and only a part of floe boundary is found.

Figure 5.2: Initial contours located at different positions and their corresponding curve evolutions. The red curves are the initial contours, the yellow curves are iterative runs of the GVF snake algorithm, and the green curves are the final detected boundaries.
Figure 5.3 serves as an example. Figure 5.3(a) contains some light reflection in the middle of a model-ice floe where the pixels that belong to the reflection are lighter than the other pixels of the floe. And Figure 5.3(d) contains speckle inside of a sea-ice floe where the pixels of the speckle are darker. These phenomena will affect the boundary detection when the initial contour (the red curves in Figures 5.3(b) and 5.3(e)) is too small and not close to the actual boundary. The snake uses many steps (the yellow curves in Figures 5.3(b) and 5.3(e)) and find a part of floe boundary (the green curve in Figure 5.3(b)), or does not find the complete boundary being blocked by the speckle (the green curve in Figure 5.3(e)). If we enlarge the initial contour, as shown in Figures 5.3(c) and 5.3(f), the initial contour allows for a faster determination of the entire floe boundary. Therefore, the initial contour should still be set as possible as close to the actual floe boundary.

5.2.3 Automatic contour installation based on the distance transform

The GVF snake operates on the grayscale image in which the real boundary information, particularly “weak”-boundaries, has been preserved. Moreover, the GVF snake will ensure that the detected boundary is a closed curve. To separate seemingly connected floes into individual ones, the GVF snake algorithm is applied in this chapter. However, to start the algorithm, many initial contours are required when performing the GVF snake algorithm to identify all individual ice floes, and these should have proper locations, shapes, and sizes. Otherwise, the snake may evolve incorrectly. Therefore, a manual initialization is required in some cases, particularly in crowded floes segmentation. To solve this problem, an automatic contour installation algorithm is devised to avoid manual interaction and increase the efficiency of the ice image segmentation method based on the GVF snake algorithm.

As discussed in Section 5.2.1, the initial contours should be located inside the floes to increase the algorithm’s effectiveness. In ice image analyses, the ice floes can be separated from water and converted into a binary image by using a thresholding method or \(k\)-means clustering method \([30, 50]\). These methods make it easy to locate the initial contours inside of the ice floes. We propose to use the distance transform \([80, 81]\) and its local maxima to locate the initial contours as close as possible to the floe centers.

Given a binary image \(f(x, y)\), whose elements only have values of ‘0’ and ‘1’, the pixels with a value of ‘0’ indicate the background, while the pixels with a value of ‘1’ indicate the object. Let \(B = \{(x, y) | f(x, y) = 0\}\) be the set of background pixels and \(O = \{(x, y) | f(x, y) = 1\}\) be the set of object pixels.
5.2. Contours Initialization for the GVF Snake

(a) Model-ice floe image with light reflection.
(b) A small contour initialized at the model-ice floe center, giving convergence of the snake to the incomplete boundary.
(c) A large contour initialized at the model-ice floe center, giving convergence of the snake to the correct boundary.
(d) Sea-ice floe image with speckle.
(e) A small contour initialized at the sea-ice floe center, giving erroneous evolutions of the snake.
(f) A large contour initialized at the sea-ice floe center, giving convergence of the snake to the correct boundary.

Figure 5.3: Initial circles with different radii and their curve evolutions. The red curves are the initial contours, the yellow curves are iterative runs of the GVF snake algorithm, and the green curves are the final detected boundaries.
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The distance transform of a binary image $f$, $D(x, y)$, is the minimum distance from each pixel in $f$ to the background $B$, that is,

$$D(x, y) = \begin{cases} 0 & \text{if } (x, y) \in B \\ \min_{b \in B} d[(x, y), b] & \text{if } (x, y) \in O, \end{cases} \quad (5.11)$$

where $d[(x, y), b]$ is some distance measure between pixel $(x, y)$ and $b$ [81].

For example, Figure 5.4(a) shows a small binary image matrix for a simple shape, and the matrix in Figure 5.4(b) shows the corresponding distance transform (using ‘city block’ distance metrics). The local maximum is the pixel whose value is greater or equal to any of its neighbors, as shown by the green numerals in Figure 5.4(b). A local maximum of the distance transform ideally corresponds to the center of an object, but more than one local maximum is detected in many cases. Thus, a dilation operator [63] is used to merge the local maximum within a short distance (within as a threshold $T_{seed}$) of each other. The centers of the dilated regions (red ‘+’ in Figure 5.4(b)), which are called ‘seeds’, are chosen as the locations of the initial contours.

![Binary image matrix](a) ![Distance transform of Figure 5.4(a), local maximum, seed, and initial contour.](b)

Moreover, to efficiently approach the floe boundary, as discussed in Section 5.2.2, the initial contours should be adapted to the floe sizes. Being unaware of the floe’s irregular shape and orientation, the circular shape is chosen as the shape of the initial contour since this shape deforms to the floe boundary more uniformly than other shapes. The radius of the circle is then chosen according to the pixel value at the seed in the distance map. This ensures that the initial circle is inside the floe as shown, as blue circles in Figure 5.4(b), and will iteratively approach the floe boundary using adaptive initial circles.
5.3 Ice Image Segmentation

(Note: since the ‘city block’ distance is used to decrease the number of local maximum, the pixel values at seeds must be divided by $\sqrt{2}$ to obtain the circle radii).

After initializing the contours, the GVF snake algorithm is run on each contour to identify the floe boundary. Superimposing all the boundaries over the binarized ice image results in separation of the connected ice floes. The final segmentation result of Figure 5.5(e) is shown in Figure 5.5(f). Note that the boundary pixels are specifically labeled as “residue ice” for special handling in subsequent use.

5.3 Ice Image Segmentation

According to Section 5.2, we propose the following algorithm to segment the ice image. First, the GVF is derived from the grayscale input image. Then, the ice pixels are separated from water pixels, and the image is converted into a binary one. Next, the distance transform is applied to the binary image, and the seeds and radii are found. Finally, based on the seeds and radii, the circles are initialized and the snake algorithm is run. The pseudocode of the proposed algorithm is given in Algorithm 1, and its procedure carried out on a sea-ice floe image is shown in Figure 5.5.

Algorithm 1 Ice image segmentation.

Input: Ice image

Start algorithm:
1. $GVF \leftarrow$ GVF derived from grayscale of input image
2. $SEGMENTATION \leftarrow$ binary ice image
3. $D \leftarrow$ distance map of $SEGMENTATION$
4. $M \leftarrow$ local maximum of $D$
5. $S \leftarrow$ Seeds of $SEGMENTATION$ found by merging the local maximum in $M$ within a short distance ($T_{seed}$)
6. for each seed $s \in S$ do
7. $r \leftarrow$ local maxima values at $s$
8. $c \leftarrow$ initial contours locate at $s$ with its radius $r$
9. $B \leftarrow$ boundary detected by performing the snake algorithm on $c$
10. $SEGMENTATION \leftarrow$ $SEGMENTATION$ with $B$ superimposed
11. end for
12. return $SEGMENTATION$

Output: Segmented ice image
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(a) Sea-ice floe image.

(b) Binary image. The ice floes are connected.

(c) Distance transform.

(d) Binary image with local maxima (green ‘+’).

(e) Binary image with seeds (red ‘+’) and initial contours (blue circles).

(f) Segmentation result. The connected ice floes are separated.

Figure 5.5: The procedure of ice segmentation algorithm.

5.4 Ice Shape Enhancement

It should be noted that the local maximum whose distance is larger than the

given threshold $T_{seed}$ will not be merged into one seed. This means that some

floes may have more than one seed. However, two or more seeds for one ice

floe will not affect its boundary detection, but it may increase the computa-
tional time.

5.4 Ice Shape Enhancement

After segmentation, some segmented ice floes may contain holes or smaller ice

does inside because of the noise, as shown in Figure 5.6, and the shape of the
detected ice floe is rough. To smoothen the shape of the ice floe, morphological

cleaning [82] is used after ice floe segmentation.

![Image](image-url)

(a) Ice floe image with speckle.  
(b) Segmentation result of (a).

Figure 5.6: The segmentation of ice floe image with speckle. The segmented

does contain holes and smaller ice pieces inside.

Morphological cleaning is a combination of first morphological closing and
then morphological opening [63] on an image. The morphological closing of

$A$ by $B$, denoted $A \bullet B$, is a dilation followed by an erosion:

$$A \bullet B = (A \oplus B) \ominus B$$  \hspace{1cm} (5.12)

where $A$ is the image, $B$ is the structuring element, “$\oplus$” is the dilation op-
eration, and “$\ominus$” is the erosion operation (the details of dilation and erosion
operations can be found in Chapter 3). It is the complement of the union of all
translations of $B$ that do not overlap $A$.

The morphological opening of $A$ by $B$, denoted $A \circ B$, is an erosion followed
by a dilation:

$$A \circ B = (A \ominus B) \oplus B$$  \hspace{1cm} (5.13)

It is the union of all the translations of $B$ that fit entirely within $A$. 
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The morphological closing tends to smooth the contours of objects, generally joins narrow breaks, fills long thin gulfs, and fills holes smaller than the structuring element, while the morphological opening removes complete regions of an object that cannot contain the structuring element, smooths object contours, breaks thin connections, and removes thin protrusions. Figure 5.7 illustrates the morphological cleaning and shows the effects of closing and opening.

![Morphological cleaning examples](image)

Figure 5.7: Morphological cleaning by using a $2 \times 2$ square structuring element.

Using the morphological cleaning, all the segmented ice pieces derived from the ice floe segmentation result of Algorithm 1 are first arranged from small to large. Then, morphological cleaning with a proper structuring element is performed and holes are filled to the arranged ice pieces in sequence. The pseudocode of the proposed ice shape enhancement algorithm is concluded in Algorithm 2, and the ice shape enhancement result of Figure 5.6(b) is shown in Figure 5.8.

**Algorithm 2** Ice shape enhancement.

**Input:** Ice segmentation from Algorithm 1.

**Start algorithm:**

1. $\text{PIECES} \leftarrow$ labeled regions in $\text{SEGMENTATION}$ arranged from small to large.
2. $\text{BW} \leftarrow$ empty black image.
3. For each labeled region $\text{piece} \in \text{PIECES}$ do
4. \hspace{1em} $\text{piece} \leftarrow$ morphological clean and fill hole.
5. \hspace{1em} $\text{BW} \leftarrow \text{BW}$ with $\text{piece}$ superimposed and labeled.
6. End for
7. $\text{IDENTIFICATION} \leftarrow$ labeled regions in $\text{BW}$.
8. **return** $\text{IDENTIFICATION}$.

**Output:** Individual ice piece identification.
5.5. Discussion

Figure 5.8: Ice shape enhancement result of Figure 5.6(b). The holes and smaller ice pieces inside larger floes are removed.

It should be noted that the arrangement of ice pieces in order of increasing size is required for the morphological cleaning. Otherwise, the smaller ice piece contained in a larger ice floe may not be removed.

5.5 Discussion

In this chapter, we have proposed an automatic contour initialization procedure based on the distance transform for the GVF snake algorithm to separate seemingly connected ice floes into individual ones and an ice shape enhancement algorithm based on the morphological cleaning for segmented ice image to accomplish the identification of individual ice floes. The proposed methods are applicable for non-ridged ice floe segmentation. Additionally the implementations on sea-ice images, which contain multiple ice floes connected together, produce acceptable segmentation results and demonstrate that the proposed algorithms are effective for individual ice floe identification. The further applications and discussions of the methods are presented in Chapter 6 and Chapter 7.
Chapter 6

Model Ice Image Processing

An image processing method based on a GVF snake and a distance transform was proposed to identify ice floe boundaries in Chapter 5. Ice floe characteristics, such as position, area, and size distribution, which are important ice parameters in ice-structure analyses, can then be obtained. Before performing an analysis at full-scale, the DP experiments in model ice at the Hamburg Ship Model Basin (HSVA) allow for the testing of relevant image processing algorithms. A complete overview image of the ice floe distribution in the ice tank was generated from the experiments. The main focus of this chapter is on model-ice images in model-scale. Based on the characters of the model-ice floes, a model of the managed ice field's configuration, including identification of overlapping floes, is proposed in this chapter for further studies in ice-force numerical simulations. Finally, the proposed algorithm is applied to an ice surveillance video to further illustrate its applicability to ice management. The work presented in this chapter was published in [55].

6.1 Locating Initial Contours for Crowded Model-ice Floes

Figure 5.5 in Chapter 5 presents an acceptable result of the proposed algorithm applied in a case with only two or three connected ice floes. However, in a complex case (e.g., Figure 6.1), when multiple model-ice floes are crowded together, it then becomes more difficult to locate the seeds for each ice floe (as shown in Figure 6.1(b)) with the result that some connected ice floes could not be separated (as shown in Figure 6.1(c)). It follows that an additional round of contour initialization and segmentation is necessary.
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(a) Model-ice image with crowded floes.

(b) Initializing the contours once.

(c) Results after first round.

(d) Initializing the contours twice.

(e) Final result.

Figure 6.1: Crowded model-ice floes segmentation.
6.2 Algorithm Overview

In this model-ice test, the ice floes were modeled square shapes with predefined side lengths. Hence, the largest floe has an area less than a predefined value. Although they are not perfect squares, most of the floes could be approximated as rectangles with a length-to-width ratio less than the given threshold. Based on these characteristics, we use three criteria to determine whether it is necessary to initialize the contours and conduct a second segmentation:

- The ice floe area is less than the given threshold.
- The ice floe has a convex shape (the ratio between the floe area and its minimum bounding polygon area is larger than the threshold).
- The length-to-width ratio of the minimum bounding rectangle of the ice floe is less than the threshold.

After a segmentation step, the algorithm will stop if all the identified floes satisfy these criteria. Otherwise, the algorithm must find the floes that do not satisfy any of these criteria, calculate their distances, find the new seeds, initialize new contours, and perform the segmentation again. Some boundaries may exist that are too weak to be detected, and there may be some floes that do not satisfy the criteria after a new step. However, the total number of identified floes will converge to a final solution. Therefore, the algorithm is made to stop if the total number of floes identified after step $N$ and $N + 1$ are equal, in combination with an absolute stop criterion.

6.2 Algorithm Overview

According to Section 6.1, we propose the following algorithm to segment the model-ice floe image. First, the GVF is derived from the grayscale input image. Then, the ice floes are separated from water by using the thresholding method, and the floes are labeled. Each labeled floe should then be checked to determine whether it satisfies all of the criteria in Section 6.1. Next, the seeds and radii of the floes that do not satisfy any of the criteria are found. Based on the seeds and radii, the circles are initialized and the snake algorithm is run. The algorithm will stop when meet the maximum iteration time, or the total number of floes identified after step $N$ and $N + 1$ are equal. The pseudocode of the proposed algorithm, as well as a maximum iteration time, is given in Algorithm 3.
Algorithm 3 Model ice floe segmentation.

**Input:** Model ice image

**Start algorithm:**
1. \( T \leftarrow \text{max iteration time} \)
2. \( N_0 \leftarrow 0 \)
3. \( GVF \leftarrow \text{GVF derived from gray-scale of input image} \)
4. \( BW \leftarrow \text{binary image} \)
5. \( FLOE \leftarrow \text{labeled ice floes in } BW \)
6. \( N_1 \leftarrow \text{total number of ice floes in } BW \)
7. \( \text{if } N_0 \neq N_1 \&\& T \neq 0 \text{ then} \)
   8. \( \text{for each labeled floe } f \text{ in } FLOE \text{ do} \)
   9. \( f \leftarrow \text{floes that do not satisfy any of the criteria} \)
10. \( \text{end for} \)
11. \( k \leftarrow \text{number of } f \)
12. \( \text{if } k \neq 0 \text{ then} \)
13. \( S \leftarrow \text{Seeds of } f \text{ found by local maxima of distance transform} \)
14. \( \text{for each seed } s \in S \text{ do} \)
15. \( r \leftarrow \text{local maxima values at } s \)
16. \( ic \leftarrow \text{initial contours locate at } s \text{ with its radius } r \)
17. \( B \leftarrow \text{boundary detected by performing the snake algorithm on } ic \)
18. \( BW \leftarrow BW \text{ with } B \text{ superimposed} \)
19. \( \text{end for} \)
20. \( \text{end if} \)
21. \( N_0 \leftarrow N_1 \)
22. \( T \leftarrow T - 1 \)
23. \( \text{go back to 4} \)
24. \( \text{end if} \)
25. \( \text{return } BW \)

**Output:** Segmented image
6.3 Experimental Results and Discussions

In the model ice test carried out at the ice model basin of the HSVA in the summer of 2011 [50], a managed ice condition was obtained by cutting a manufactured level ice layer into square pieces with specific dimensions and distributing them over a specific testing area. After preparing the ice field and before the test run started, a top-view camera was positioned over the total ice-covered basin to produce an overall image of the complete ice field.

To validate the proposed algorithm, it has been tested on both sub-images and an overall ice tank image. In these tests, the segmented ice pieces with the area less than 20 pixels were taken as brash ice and removed from the ice floe segmentation results. However, the removed pixels can be presented in another separated layer for further use.

6.3.1 Sub-image tests

The sub-images were manually extracted from the overall ice tank image, and the algorithm was tested on both the simple and complex cases.

Figure 6.2 presents the simplest case, that is, only two or three ice floes connected with clear boundaries. The proposed algorithm found all of the seeds in the first iteration and rapidly located the boundaries. In the case illustrated in Figure 6.3, many ice floes are crowded in the image. After several iterations of seed locating, the algorithm produced satisfactory results in the high-density part of the image while failing to find a few weak boundaries.

![Model-ice image 1.](image1) ![Segmentation 1.](image2)

Figure 6.2: Segmentation result 1.

The junctions between a number of ice floes and ice rubble were also too weak to be detected, as shown in Figure 6.4(b). Because the area of the ice rubble is too small relative to the area of its connected ice floe, the snake was rapidly attracted to the rubble boundaries when it deformed at the junction.
The most complex case is shown in Figure 6.5, where the crowded ice floes were aligned in the image. The segmentation result indicates that the proposed algorithm still performs well with the exception of a number of border effects.

The segmentation of the floes situated at the border of the analyzed image is more prone to error. The algorithm failed to detect a number of ice floe boundaries connected to the border of the image, as shown in Figures 6.4(b) and 6.5(b). This occurred not only because these floes were being “cut” by the image border and do not fulfill the criteria formulated in Section 6.1, but also because the incompleteness of the floe influences the GVF field and makes some boundary information weaker. As shown in Figure 6.6, the GVF field of a complete floe radiates from the floe center to its boundaries. The proposed
algorithm then successfully finds all the boundary pixels. Contrary to this, if some of the floe boundary is lost due to an image border, the GVF field of this incomplete floe will radiate from the image border to the floe boundaries, with the result that the segmentation by the snake algorithm fails.

(a) Model-ice image contained a complete floe.  
(b) The GVF field of (a) radiates from the floe center to its boundaries.  
(c) Segmentation result of (a). All the boundary pixels are found.  
(d) Model-ice image contained an incomplete floe.  
(e) The GVF field of (d) radiates from the image border to the floe boundaries.  
(f) Segmentation result of (d). Some of the floe boundary is lost.

Figure 6.6: Image border effects.

6.3.2 Overall ice tank image

The overall ice tank image, obtained by a top-view camera, provides a complete overview of the ice floe distribution in the ice tank (see Figure 6.7). The lightness of the image is rather uneven, and the nonuniform illumination will affect the segmentation result. An illumination correction, such as homomorphic filtering [59] that normalizes the brightness across an image, is adopted to preprocess the image. After performing the proposed segmentation algorithm, the black spots inside the segmented ice floes caused by noise will be filled in the ice shape enhancement step. The identification result is shown in Figure
6.8(a).

The floes are labeled using different colors based on their areas (calculated by counting the pixel number of the floe) according to

\[
\text{Color}(p) = \begin{cases} 
0 & \text{if } p \notin FLOE \\
(1 - \exp(-\text{area}(i)/1000)) \times 10000 & \text{if } p \in \text{floe}(i),
\end{cases} \tag{6.1}
\]

where \( FLOE = \{ \text{floe}(1), \text{floe}(2), \text{floe}(3), \cdots \} \) is a set of identified floes, \( \text{floe}(i) \in FLOE \), and \( \text{area}(i) \) is the area of \( \text{floe}(i) \). Smaller floes are blue, and larger floes are red. The floe positions, found by averaging the positions of the pixels of each floe, are denoted using black dots. The corresponding size distribution histogram is presented in Figure 6.8(b).

![Figure 6.7: Overall model-ice tank image.](image)

However, the identification result shown in Figure 6.8(a) is not ideal. A number of over- and under-segmentations still exist because a uniform parameter for the GVF field cannot represent the overall ice image. For instance, if we switch the GVF capture ranges of Figure 6.4 and Figure 6.5, then error segmentations will occur (see Figure 6.9).

When using the same GVF parameter, which controls the capture range of the GVF, the external forces near weak connections are weaker than those near strong boundaries. If the GVF capture range is too strong, the capture range of the strong boundaries will dominate the entire external force field while the external force near the weak connections will be too weak to pull the snake toward the desired boundaries. Usually, weak connections tend to be more difficult to detect when increasing the GVF capture range, which results in under-segmentation. In contrast, if the capture range is decreased, the noise is enhanced and leads to over-segmentation.

In an image containing overlapping ice floes, as shown in Figure 6.10(a), the overlapping part is brighter than the rest of the floe. When segmenting the image using a low GVF capture range, boundaries are extracted, but the two overlapped floes are identified as three individual floes (Figure 6.10(b)). When increasing the GVF capture range, the weaker boundary is lost, and the two
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(a) Segmentation result after illumination correction.

(b) Ice floe size distribution histogram of (a).

Figure 6.8: Ice floe identification after illumination correction and floe size distribution.
overlapped floes are divided. However, one of the floes loses half of its area. Thus, processing the local sub-images of the overall ice image locally is recommended in order to identify all of the boundaries.

![Figure 6.9: Error segmentation by using improper parameters.](image)

(a) Overlapping floes image.  
(b) Segmentation result via low GVF capture range (100 iterations for GVF).  
(c) Segmentation result via high GVF capture range (150 iterations for GVF).

Figure 6.10: Overlapping floes image segmentation.

To derive a more precise result, the overall image is first divided into several smaller, overlapping (to avoid image border effects) sub-images, and we perform the proposed algorithm locally on each sub-image. The parameter values of the GVF field for each sub-image are listed in Table 6.1. The final segmentation result and its floe size distribution histogram are shown in Figures 6.11(a) and 6.11(b), respectively.

![Image](image)

By comparing the color distribution in Figures 6.8(a) and 6.11(a) and their histograms, one can see that there are more blue ice floes and fewer red floes in Figure 6.11(a) than in Figure 6.8(a). This result indicates that a greater number of connected floes have been separated and that under-segmentation has been reduced in Figure 6.11(a). The minor under- and over-segmentation that still exists in Figure 6.11(a) is due to “overly weak” boundaries and a lingering border effect. This issue can be improved by adjusting the number, position, and size of the sub-images. These parameters were found by trial-and-error in
Table 6.1: The parameter values of the GVF field for each sub-image.

<table>
<thead>
<tr>
<th>Sub-image no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>The GVF iteration number</td>
<td>150</td>
<td>65</td>
<td>65</td>
<td>65</td>
<td>160</td>
<td>60</td>
<td>110</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sub-image no.</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>The GVF iteration number</td>
<td>130</td>
<td>90</td>
<td>130</td>
<td>170</td>
<td>160</td>
<td>100</td>
<td>90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sub-image no.</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>The GVF iteration number</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>90</td>
<td>80</td>
</tr>
</tbody>
</table>

Figure 6.11: Final model-ice floe identification result and floe size distribution.
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Light reflection also affects the segmentation results. Several lights were installed at the bottom of the ice tank to supply a sufficient brightness for the ice observation. However, these lights are detrimental to the ice image analysis because they can be identified as ice floes due to their brightness, and the light reflection on the ice floe may induce erroneous segmentation. As shown in Figure 6.12, the initial circle meets a strong light reflection when deforming, and some boundaries around the reflection become too weak to be detected. Hence, a part of the circle deformed toward the reflection rather than toward the true floe boundary. Fortunately, the light reflection did not significantly affect our result, but we still suggest that the lights be disabled or that a polarizer be placed in front of camera before taking the picture.

Figure 6.12: Light reflection impact, which may induce erroneous segmentation.

6.3.3 Model-ice floe modeling

In the numerical simulation of the ice-structure interaction, all of the ice floes are modeled as rectangular floes, and the positions of the vertices are important to an ice-structure analysis. Therefore, we proposed to perform ice floe rectangularization. Ice floe rectangularization was achieved by assigning the minimum area-bounding rectangle to each ice floe. Due to under- and over-segmentation, the rectangles with a length-to-width ratio less than the given threshold were removed. The final rectangularization result is shown in Figure 6.13(a). If the floes are not segmented well, the rectangularized floes will be smaller or larger than the actual segmented floes. Furthermore, because of the rectangularization, some rectangularized floes will overlap, as seen in Figure 6.13(b). To indicate overlaps, a “flag” was added to each rectangular floe to record the serial number of the floes with which the current floe overlaps.
Identifying the overlap between ice floes is important when using the resulting image analysis and identified ice floes as a starting condition for the validation of a numerical simulation with a 3D capacity against a real test and data set.

![Rectangularization of Figure 6.11(a).](image)

(a) Rectangularization of Figure 6.11(a).

(b) Comparison between identification and rectangularization results. The blue rectangles are the boundaries of the modified floes. The black ‘.’ are the centers of identified ice floes (brash ice pieces), and the red ‘.’ are the centers of rectangularized floes.

Figure 6.13: Ice floe rectangularization.

The colorized histogram of the rectangular floe size distribution is presented in Figure 6.14(a). Under-segmentation could induce a large area difference as well as overlapping, which explains why the largest floe in Figure 6.13(a) is much larger than the largest identified floe in Figure 6.11(a), as seen in Figure 6.14(b) by comparing Figures 6.14(a) and 6.11(b).

### 6.3.4 Ice concentration

The target ice concentration in this test was 90%. The ice concentration derived from Figure 6.11(a) is 76.96%, while it is 83.17% when calculated using the threshold method [50] (estimated by counting the number of pixels for each respective area in the image). In the proposed algorithm, the ice pixels
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(a) Ice floe size distribution histogram of Figure 6.13(a).

(b) Error differences between the resulting floe size distributions from Figures 6.14(a) and 6.11(b).

Figure 6.14: Rectangular floe size distribution and its error differences.
6.4 Application: Monitoring Maximum Floe Size

The ice concentration calculated by summing all the areas of the rectangular floes in Figure 6.13(a) over the image domain is 87.75%. This value is slightly higher than the thresholding result because the overlapping parts have been identified and considered. The overlapping parts compensate for the loss of ice concentration, and increase the calculated ice concentration closer to the target value.

An example of the proposed algorithm is to monitor the maximum floe size entering the protected vessel from a physical ice management operation. In the analyzed runs, the heading of the Arctic drillship [50] was constant at 180° and the velocity of the towing carriage with the model was increased halfway during the run. From the full-scale, velocity of 0.25 to 0.50 knots was simulated. The motion captured by the video is retrieved by analyzing at one frame per second. The impediments around the tank were removed first (as shown in Figure 6.15(a)) [50], the proposed algorithm was applied to segment the connected ice floe (Figure 6.15(b)), and the maximum floe area for each frame was calculated. Figure 6.16 presents the maximum floe size entering the protected vessel as a function of time. Based on this result, a warning can be sent to the risk management system if the estimated risk based on the maximum floe size is too large.

![Figure 6.15: Model-ice video processing.](image)

(a) Pre-processed frame at 965s.  
(b) Segmentation result of (a).
Figure 6.16: Maximum floe size entering the protected vessel.
Chapter 7

Sea-ice Image Processing

Several image processing algorithms have been applied to sea-ice images to extract useful information of sea-ice. Sea-ice, defined as any form of ice that forms as a result of sea water freezing [33, 34, 35], covers approximately 7% of the total area of the world’s oceans [83]. This ice is turbulent because of wind, wave, and temperature fluctuations. Various types of ice are found in ice-covered regions. Ice floes and brash ice can range from approximately one meter to kilometers in size. The size distribution of ice floes is a basic parameter of sea-ice that affects the behavior of sea-ice extent both dynamically and thermodynamically. Particularly for relatively small ice floes, the ice floe size distribution is critical to the estimation of melting rate [27]. Hence, estimating floe size distributions contributes to the understanding of the behavior of the sea-ice extent on a global scale.

Chapter 5 proposes a method based on the GVF snake algorithm to separate seemingly connected ice floes into individual ones. This method is adopted for processing model-ice images in Chapter 6 to obtain the floe size distributions and give acceptable results. Processing a sea-ice image, however, is more challenging than a model-ice image. Sea-ice typically has a greater variability of ice floe sizes, together with a larger content of brash ice/slush and possibly a snow cover, than it has for more deterministic model-ice. On the other hand, this means that it is possible to extract the desired ice data quite accurately based on the presented methods in model-ice image processing. The main focus of this chapter is on identifying the non-ridged ice floe in the marginal ice zone and the managed ice resulting from offshore operations in sea-ice. The discussion and suggested procedure of the proposed method for processing a larger area covered and geometric distorted sea-ice image are given in the case studies. Moreover, the applications of the proposed method for ice engineering
conclude the chapter. The work presented in this chapter was published in [56, 57].

7.1 Ice Image Processing Methods

7.1.1 Sea-ice pixel extraction

Because sea-ice is whiter than water, the pixel values differ under normal conditions. Ice pixels have higher intensity values than those belonging to water in a uniform illumination ice image. Therefore, ice pixels can be extracted by using the thresholding method [58]. Most of the ice in Figure 7.1 can then be identified, as shown in Figure 7.2. Of the ice pixels identified, however, only “light ice” has larger pixel intensity values than the threshold. “Dark ice” with pixel intensity values between the threshold and water, such as ice pieces under the water surface, may not be identified, are considered to be water according to the thresholding method. Both “light ice” and “dark ice” pixels are required for an accurate analysis. To distinguish “dark ice” from open water, the $k$-means clustering algorithm [62] can be applied.

Figure 7.1: Original sea-ice image.

The image is then divided into three or more clusters using the $k$-means algorithm. The cluster with the lowest average intensity value is considered to be water, while the other clusters are considered to be ice, as shown in Figure 7.3.
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Figure 7.2: “Light ice” extracted by the thresholding method.

The “dark ice” is then obtained by comparing the difference between Figure 7.2 and 7.3, as shown in Figure 7.4.

7.1.2 Sea-ice edge detection

Chapter 6 and [55] discuss three criteria to check whether it is necessary to reinitialize the contours and segment a second time based on the size and shape of model ice floe. However, this is not necessary for the sea-ice image because of the irregular floe sizes and shapes. To obtain a more accurate result and reduce the computational time, the contours are initialized in both the “light ice” image (Figure 7.2) and “dark ice” image (Figure 7.4). The GVF snake algorithm is then run to individually derive “light ice” segmentation (the white ice pieces in Figure 7.5) and “dark ice” segmentation (the gray ice pieces in Figure 7.5). Collecting all the ice pieces in both “light ice” and “dark ice” segmentation images resulted in the segmented image, as shown in Figure 7.5. It should be noted that the “light ice” and “dark ice” should be labeled differently in the segmentation result. Otherwise, it may be impossible to separate some “light ice” and “dark ice”.

The pseudocode of the proposed ice edge detection algorithm is concluded in Algorithm 4.
Figure 7.3: Ice extraction using the $k$-means method.

Figure 7.4: “Dark ice” found by subtracting Figure 7.2 from Figure 7.3.
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Figure 7.5: Sea-ice segmentation image. The white ice is the segmentation result from the “light ice” in Figure 7.2, and the gray ice is the segmentation result from the “dark ice” in Figure 7.4.

Algorithm 4 Sea-ice edge detection.

Input: Sea-ice image

Start algorithm:
1: \( GVF \leftarrow \) GVF derived from greyscale of input image
2: \( ICE \leftarrow \) binary ice image by the \( K \)-means method
3: \( LIGHT \leftarrow \) binary “light” ice image by the thresholding method
4: \( DARK \leftarrow ICE - LIGHT \)
5: \( SEG_L \leftarrow \) ice floe segmentation (Algorithm 1) on \( LIGHT \)
6: \( SEG_D \leftarrow \) ice floe segmentation (Algorithm 1) on \( DARK \)
7: \( SEGMENTATION_{sea-ice} \leftarrow SEG_L + SEG_L \) (\( SEG_L \) and \( SEG_D \) are marked differently in \( PIECES \))
8: return \( SEGMENTATION_{sea-ice} \)

Output: Sea-ice segmentation
7.1.3 Sea-ice shape enhancement

Figure 7.6(a), which is extracted from Figure 7.1, shows an ice floe with speckle. Because of uneven grayscale of the ice floe, the lighter part of the floe is considered as “light ice” (the white pixels in Figures 7.6(b) and 7.6(c)), while the darker part is considered as “dark ice” (the gray pixels in Figures 7.6(b) and 7.6(c)) by the \( k \)-means and threshold method. This means the ice floe, as shown in Figure 7.6(b), cannot be completely identified when it has both “light ice” pixels and “dark ice” pixels. Therefore, the ice shape enhancement is particularly important for sea-ice image processing.

If we perform the ice shape enhancement to the “light ice” segmentation and “dark ice” segmentation independently, there will be overlap between the resulted “individual light ice piece identification” and “individual dark ice piece identification”. This means some ice pixels are identified as belonging to different ice floes at the same time, and large ice floes are still at risk of incompleteness.

To perform the ice shape enhancement algorithm to the sea-ice segmentation image, all the collected ice pieces, including both segmented “light ice” and “dark ice” pieces, should be labeled as an input to the step of ice shape enhancement. A disk-shaped structuring element is chosen for the ice shape enhancement, and the radius of disk-shaped structuring element can be automatically adapted to the size of each ice piece according to some rules, such as Equation 7.1.

\[
r = \begin{cases} 
    r_1 & \text{if } size_{\text{ice}} < size_{\text{th}} \\
    r_2 & \text{if } size_{\text{ice}} \geq size_{\text{th}},
\end{cases}
\] (7.1)

where \( r \) is the radius of disk-shaped structuring element. It is equal to \( r_1 \) when the size of ice piece \( size_{\text{ice}} \) is less than a thresholding \( size_{\text{th}} \). Otherwise it is equal to \( r_2 \).

The pseudocode of the sea-ice shape enhancement algorithm is concluded in Algorithm 5. This process will ensure the completeness of the ice floe and that smaller ice floes or brash pieces contained in a larger ice floe are removed, as shown in the shape enhancement result in Figure 7.6(c).

After shape enhancement, collecting and labeling all the cleaned ice pieces in different colors based on the Equation 6.1, results in Figure 7.7.
Algorithm 5 Sea-ice shape enhancement.

**Input:** Sea-ice segmentation from Algorithm 4.

**Start algorithm:**

1: $PIECES_{sea-ice} \leftarrow$ labeled regions in $SEGMENTATION_{sea-ice}$.
2: $IDENTIFICATION_{sea-ice} \leftarrow$ ice shape enhancement (Algorithm 2).

3: return $IDENTIFICATION_{sea-ice}$.

**Output:** Individual sea-ice piece identification.

Figure 7.6: Sea-ice shape enhancement. The white pixels are “light ice” pixels, and the gray pixels are “dark ice” pixels.

Figure 7.7: Labeled and colorized ice pieces.
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7.1.4 Ice types classification and floe size distribution

According to [84], brash ice is considered as floating ice fragments no more than 2 m across. To distinguish brash ice from ice floes in our algorithm, we define a brash-ice threshold parameter (pixel number or area) that can be tuned for each application. The ice pieces with sizes larger than the threshold are considered to be ice floes, while smaller pieces are considered to be brash ice. The remaining ice pixels in Figure 7.3 are labeled as slush. The result is four layers of a sea-ice image (using Figure 7.1 as an example): ice floe (Figure 7.8(a)), brash ice (Figure 7.8(b)), slush (Figure 7.8(c)), and water (Figure 7.8(d)). Based on the four layers, a total of 154 ice floes and 189 brash ice pieces are identified from Figure 7.1. The coverage percentages are 60.52% ice floe, 3.34% brash ice, 16.03% slush, and 20.11% water. The ice floe size distribution histogram is shown in Figure 7.9.

The residue ice, which is the detected boundary pixels between the connected floes, was above considered as slush (since there often is a boundary layer of slush ice between two ice floes) and is included in Figure 7.8(c). However, the residue ice, as shown in Figure 7.10, can also be handled specifically according to the applied subsequent processing by the user.

7.2 Case Studies and Discussions

To test the validity of the algorithms, the aerial sea-ice images obtained from the remote sensing mission at Ny-Ålesund in early May 2011 are used as the case studies.

7.2.1 Simple sea-ice image case

Figure 7.11 shows an aerial image of the marginal ice zone without distortion. Since part of the ice pixels have intensity values close to water, both the “light ice” image and the “dark ice” image are used to obtain an accurate result. The procedure is as follows:

Step 1: Derive the “light ice” image and “dark ice” image from Figure 7.11 by the method mentioned in Section 7.1.1.

Step 2: Initialize the contours in both “light ice” image and “dark ice” image by the method mentioned in Section 7.1.2.
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(a) Layer showing the “ice floes” of Figure 7.1

(b) Layer showing the “brash ice” of Figure 7.1

(c) Layer showing the “slush” of Figure 7.1

(d) Layer showing the “water” of Figure 7.1

Figure 7.8: Sea-ice image classification.
Figure 7.9: Floe size distribution histogram of Figure 7.8(a).

Figure 7.10: Residue ice (boundary pixels).
Step 3: Run the GVF snake algorithm on the initial contours to individually derive “light ice” segmentation and “dark ice” segmentation.

Step 4: Collect all the ice pieces in both “light ice” and “dark ice” segmentations, and perform the shape enhancement algorithm mentioned in Section 7.1.3.

![Image](image.png)

Figure 7.11: Aerial image of the marginal ice zone.

The resulting four layers of a sea-ice image and their coverage percentages are 76.73\% ice floe shown in Figure 7.12(a), 0.46\% brash ice shown in Figure 7.12(b), 9.05\% slush shown in Figure 7.12(c), and 13.17\% water shown in Figure 7.12(d). Based on the four layers, a total of 498 ice floes and 201 brash ice pieces are identified from Figure 7.11.

The ice floe (brash) size can be determined by the number of pixels in the identified floe (brash). The ice floe and brash ice are labeled in different colors based on their sizes with ‘∗’ and ‘.’ at their centers, as shown in Figure 7.13. The resulting ice floe size distribution histogram is then shown in Figure 7.14.

### 7.2.2 Complex sea-ice image case

Section 7.2.1 gives a case study of processing the sea-ice image with uniform illumination and without any distortion problem. Most of the time, however, the aerial sea-ice images usually cover a large area, and the illumination of the images is often non-uniform. Besides this, perspective distortion may also exist in the image data because of the shooting angle of the camera. Perspective distortion usually exists when an aerial vehicle orbits the observation field. Both of these issues will affect the final ice floe identification and size distribution results. This case study illustrates how to apply the proposed algorithm to process the sea-ice image, shown in Figure 7.15, covering a large area with perspective distortion.
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(a) Layer showing the “ice floes” of Figure 7.11

(b) Layer showing the “brash ice” of Figure 7.11

(c) Layer showing the “slush ice” of Figure 7.11

(d) Layer showing the “water” of Figure 7.11.

Figure 7.12: Identification result producing four layers for Figure 7.11.
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Figure 7.13: Floe and brash ice size distribution for Figure 7.11.

Figure 7.14: Floe size distribution histogram obtained from Figure 7.13.
Some ice information can be lost when globally extracting “light ice” and “dark ice” from a sea-ice image when non-uniform illumination or shadow problems exist in the sea-ice image. Moreover, a sea-ice image typically contains multiple ice floes that crowd together, as shown in Figure 7.15, where parts of floe boundaries become weaker than others. As discussed in Chapter 6, the GVF capture range cannot represent an overall ice image and should be adjusted according to each sub-image. Therefore, processing the local sub-images of the large-area covered sea-ice image is recommended to obtain an accurate segmentation result (but at the expense of more processing time and manual intervention).

The image is first divided into smaller, overlapping regions such that each region can be analyzed locally [82]. The ice edge detection algorithm (Algorithm 4) is performed on each region to obtain a sub-segmentation image. Then we remove the overlapping part and superimpose the sub-segmentation images into their locations (by stitching the sub-segmentation images), resulting in an overall segmentation image. This procedure is shown in Figure 7.16.
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Figure 7.16: Local segmentation procedure. The white pixels are “light” ice pixels, and the gray pixels are “dark” ice pixels.
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Geometric calibration

When the perspective distortion exists in the image data, the final identification result, as illustrated in Figure 7.17, is not adequate for the calculation of size distribution statistics. The ice floes in the far range of the image will seem smaller than those in the near range. This distortion will, therefore, induce errors in further analyses.

Figure 7.17: Ice floe and brash size distribution without orthorectification.

According to [37, 85] and Appendix A, the image can be orthorectified when the values of the shooting angle and the field of view of the camera are known, thus requiring a sensor to measure the camera’s shooting angle. However, the actual parameters of the camera were not measured in this mission. Hence, to give an example to illustrate the overall algorithm, we have estimated the shooting angle to be approximately $20^\circ$ and the field of view to be $46^\circ$ (using the statistical similarities between the size distributions of near and far range of the image). Using this, we can orthorectify the overall segmentation image.

For non-ridged and non-shielded image, the geometric calibration should be performed on the segmented sea-ice image (after Algorithm 4) before sea-ice shape enhancement (Algorithm 5). Otherwise, the small ice floes located at
the far end of the image could be still considered to be brash ice. Furthermore, to reduce the visual distortion caused by the fractional zoom calculation, the image will be enlarged, and the total number of pixels will increase after orthorectification. The points between the pixels in the orthorectification coordinates that are mapped from the image coordinates must be interpolated. Each pixel holds quantized values that represent the color or gray level of the image at a particular point. Image interpolation \([86]\), therefore, plays an important role in filling the values in those interpolated pixels by using known data to estimate values at unknown points.

The calibrated image, however, may be blurred because the values of the interpolated pixels are not the real values captured from the objects; as the number of interpolated pixels increase, the objects in the calibrated image become more blurry. The ice floe boundaries may become weaker or even be lost. The floe boundaries will become more difficult to detect. If the geometric calibration is performed before the ice floe identification, the proposed algorithm may fail to detect the ice floes in the far range of the image because of their blurred boundaries.

**Results**

After orthorectification, we enhance the shapes of all the ice pieces (Algorithm 5), and finally, we obtain the ice floe and brash ice size distribution, as shown in Figure 7.18. Brash ice is dark blue, smaller floes are light blue, and larger floes are red. Brash positions are not shown, while the floe positions are denoted using a black dot.

A total of 2511 ice floes and 2624 brash ice are identified from Figure 7.15. The coverage percentages are 65.98\% ice floe, 5.03\% brash ice, 17.52\% slush, and 11.47\% water. Instead of actual size of ice floe and brash (since we do not have the height above sea-level for the camera), the ice floe (brash) size is calculated by the number of pixels in the identified floe (brash). The relative ice floe distribution histogram is derived and shown in Figure 7.19, and the overall algorithm of the case study is concluded in Algorithm 6.

**7.2.3 Sea-ice modeling**

To modify the sea-ice floes and brash ice for the numerical simulation of the ice-structure interaction, the sea-ice floes were simplified by assigning the minimum-area-polygon to each floe, and the brash ice were reshaped by assigning the same-area-circle to each brash ice piece.
Figure 7.18: Ice floe and brash size distribution after orthorectification.

Figure 7.19: Ice floe size distribution histogram of Figure 7.18.
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Algorithm 6 Overall sea-ice floe and brash identification algorithm.

**Input:** Sea-ice image.

**Start algorithm:**

1. \( SUB \leftarrow \) sub-images divided from the input image.
2. \textbf{for} each sub-image \( sub \in SUB \) \textbf{do}
3. \hspace{1em} \( seg \leftarrow \) ice edge detection (Algorithm 4) on \( sub \).
4. \textbf{end for}
5. \( SEG \leftarrow \) overall segmentation image with all \( seg \) stitched.
6. \( SEG \leftarrow \) geometric calibrated \( SEG \).
7. \( ID \leftarrow \) sea-ice shape enhancement (Algorithm 5) on \( SEG \).
8. \( FLOE \leftarrow \) labeled regions in \( ID \) with large sizes.
9. \( BRASH \leftarrow \) labeled regions in \( ID \) with small sizes.
10. \( DISTRIBUTION \leftarrow \) floe size distribution.
11. \textbf{return} \( FLOE, BRASH, DISTRIBUTION \).

**Output:** Segmented layers and Floe size distribution.

Figure 7.20 shows an example of sea-ice modeling for Figure 7.13. A close-up view of a few ice floes and brash ice in the middle of Figure 7.13 is given in Figure 7.21, with the blue boundaries of the polygons (circles) in Figure 7.20 superimposed on top of it. The centers of identified ice floes (brash ice) are marked with black ‘∗ (. )’, while the centers of polygonized floes (circularized brash ice) are marked with red ‘+ (. )’.

Figure 7.21 shows how the polygonization (circularization) modifies the floes (brash ice). It is obviously to see that, the polygonized floes will not be smaller than the actual identified floes, and may overlap with other floes and brash ice pieces. Therefore, similar to the model-ice floe modeling, the “overlap flags” of floe-floe and floe-brash were added to each polygonized floe besides its position, area, perimeter, and vertices. Moreover, the position, area, radius of each circularized brash ice, and the “overlap flags” of brash-brash and brash-floe were also registered in this modeling.

Figure 7.22(a) presents the colorized histogram of the polygonized floe size distribution of Figure 7.20(a), and Figure 7.22(b) subtracts the histograms of Figure 7.20(a) from Figure 7.13, so that we can see the “error differences” between the resulting floe size distributions.

The sea-ice modeling results have been used to generate a sea-ice field for numerical simulation of ice-structure interaction. Further applications are under consideration.
Chapter 7. Sea-ice Image Processing

Figure 7.20: Sea-ice modeling for Figure 7.13.

Figure 7.21: Comparison between identification and modification results. The blue closed curves are the boundaries of the modified floes (brash ice). The black ‘* (. )’ are the centers of identified ice floes (brash ice pieces), and the red ‘+ (. )’ are the centers of polygonized floes (circularized brash ice).
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(a) Ice floe size distribution after polygon fitting.

(b) Error differences between the resulting floe size distributions from Figure 7.14 and Figure 7.22(a).

Figure 7.22: Polygonized floe size distribution and its error differences.
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7.3 Applications on Ice Engineering

7.3.1 Application 1: Processing of shipboard sea-ice image with fisheye distortion

The performance of KV Svalbard (a Norwegian Coast Guard icebreaker that operates in the Norwegian Arctic) in ice was studied by SAMCoT researchers, and a set of full-scale experimental data was collected in the Fram Strait from the 8th to the 18th of March in 2012. In this cruise, GoPro HD HERO2 cameras were employed and mounted out of the hatch to capture the ice condition in front of KV Svalbard’s bow during the experiments. Figure 7.23(a) shows a sample image of the downward looking camera (the perspective distortion can be ignored), and Figure 7.23(b) is its corresponding segmentation result of both “light” and “dark” ice by using *Step 1 - 3* in Section 7.2.1.

The camera provided $170^\circ$ field of view (FOV) angle [87] to give a wide view of the sea-ice at the expense of obtaining distorted images. The apparent effect of ice floes in the image is mapped around a sphere. The image magnification decreases with the distance from the optical axis. Besides the deformation, the size of the floe located in the center of the image is larger than it is closer to the image border. This affects the further ice floe size distribution results. To remove the fisheye distortion, the FOV angle is required by the calibration method, as illustrated in Appendix B.

The “wide” FOV angle was measured approximately to $119^\circ$ (see Figure B.2 in Appendix B) by image width as opposed to the claimed $170^\circ$. The calibration should be performed after the detection of the floe boundaries (Section 7.1.2) since the calibrated image becomes enlarged and part of the image may be blurred. This may induce errors in the detection of the floe boundaries, as discussed in Section 7.2.2.

After that, we perform the sea-ice shape enhancement (Algorithm 5, *Step 4* in Section 7.2.1) to the calibrated image to obtain the final floe size distribution result, as shown in Figure 7.24. All floes in Figure 7.24 are actually found from Figure 7.23(a), although some large floes have odd shapes. This is because their distorted shapes in Figure 7.23(a) are corrected by the fisheye calibration algorithm. About 29 ice floes and 9 brash ice pieces are found, and the ice concentration is calculated as 74.17%.
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(a) Shipboard sea-ice image with fisheye distortion.

(b) Segmentation result of (a). The white pixels are “light ice” pixels, and the gray pixels are “dark ice pixels.

Figure 7.23: Shipboard sea-ice image with fisheye distortion and its segmentation result.
7.3.2 Application 2: The 360-degree camera system and ice image processing

A 360-degree camera system was used in the Oden Arctic Technology Research Cruise (OATRC 2013) to monitor the ice condition around the vessel. This system consisted of two 360° Arecont Vision 20365DN-HB video camera units, a 20 megapixel camera unit that includes a set of four independent cameras (four objectives) with heater and blower housing option to provide normal camera functioning in cold and wet conditions. The system was installed on the helicopter deck of icebreaker Oden, allowing the construction of 360° panorama images of ice conditions around the vessel [88].

In order to stitch together the individual camera images into a single panorama, [88] used the commercial software PTGui Pro v9.1.8. A set of pictures with clearly visible ice structures was selected and stitched together manually to create the template. Based on this template, batches of images may then be automatically stitched together. To estimate the ice concentration around the icebreaker based on the panorama images, rectilinear (flat) projection that projects the image onto a plane is chosen to remove the geometric distortion.
In OATRC 2013, a pushing test was conducted, where the icebreaker slowly pushed the ice floes aside, instead of simply breaking them. An advantage of pushing an ice floe away is that a larger wake region can be created behind the floe, and less ice breaking is needed. Figure 7.25 shows a resulting panorama image from the pushing test. When applying the algorithms to these panorama images, one image per minute was found sufficient. Each image was then fed to the program for processing.

Significant distortion exists in the resulting panorama images as a result of camera vibration and influence of the pitch and roll of the icebreaker during maneuvers. The images are stitched from a single template created from a particularly clear set of images. The resulting images are also highly blurred because of the occasional icing/fogging on the camera dome due to insufficient heating, as shown in Figure 7.25. The ice pixel detection by Otsu thresholding method is insufficient since the occasional icing/fogging parts are considered as ice pixels because of their high intensity. This will increase the manual work for the local processing.

Instead, the k-means method is used and divides the image into three clusters. Only the cluster with the highest average intensity value is considered to be ice, and the other clusters are considered to be water. Then, manual local
processing is done using the methods in Section 7.1.1 and 7.1.2 to identify all the missing ice and floe boundaries, resulting in a segmented image. After performing the shape enhancement method (Section 7.1.3) to the segmented image, 128 ice floes and brash ice pieces are identified. The ice concentration is calculated to 41.79%, as presented in Figure 7.26.

![Image](image.png)

Figure 7.26: Identified ice floe distribution of Figure 7.25.

By processing the sequence of panorama images obtained from the pushing test experiment, the ice concentration was calculated as a function of time and presented in Figure 7.27.
Figure 7.27: Time-varying ice concentration of pushing test.
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Conclusion

This thesis is about image processing for ice observations. Various image techniques have been developed and applied to the collected ice images for analyses to give some results applicable to ice engineering and ice management.

The ice concentration from a digital visual ice image is defined in Chapter 1 and indicates that the extraction of ice pixels from ice image is required for calculating ice concentration. To accomplish this, Chapter 2 first adopts the Otsu thresholding to divide the ice image into “ice region” and “water region”. This works well in model-ice images and part of sea-ice images when all the ice pixels are significantly brighter than water. However, the ice pixels with the intensity values close to water cannot be detected by this method when the sea-ice images contain brash ice, slush, or the ice submerged in the water. Therefore, the \( k \)-means clustering method is used to detect more ice pixels from such images by dividing the image into three or more clusters, where the cluster with the lowest average intensity value is considered as “water region” while the others are considered as “ice regions”.

Ice boundaries are important for obtaining the ice floe size distribution from ice images. Two common edge detection methods - the derivative edge detection and morphology edge detection - are introduced in Chapter 3 to try to detect ice boundaries. Compared with the morphology method, the derivative method is more sensitive to the differences between regions, and more weak-boundaries between the connected floes are found. The downside of this method, on the other hand, is that it will produce more non-closed boundaries, which are unable to separate the connected floes. Instead, the morphology method can close the floe boundaries and break the thin connections between floes, which is beneficial for the separation of the connected floes. However, only weakly connected ice floes can be separated by the morphology method.
Neither method can separate strongly connected ice floes, and the connected floes will be considered as a big floe.

The separation of seemingly connected floes into individual ones challenges ice floe size distribution analysis due to their weak boundaries. To solve this problem, the watershed transform, which is the state-of-art method for separating connected objects, is adopted in Chapter 4. Due to the over-segmentation caused by the watershed transform, each ice floe is first assumed to have a convex boundary. Then, the chain code is used to find the concave corners of floe boundaries, and a neighboring-region merging algorithm based on those detected concave corners is proposed to automatically remove the over-segmentation. However, the watershed-based method should only be used for separating the connected ice floe with invisible junctions because the actual boundary information is lost when using the watershed transform.

To operate on the actual ice floe boundaries, Chapter 5 introduces the gradient vector flow (GVF) snake algorithm, which has a good ability for detecting weak boundaries and identifying individual ice floes. To evolve the GVF snake correctly for ice floe boundary detection, a proper initial contour is required. Chapter 5 shows that the initial contour close to the actual floe boundary, located inside the floe and centered as close as possible to the ice floe center, is most effective. To accomplish the requirements of the initial contour without manual interaction, an automatic contour initialization algorithm based on the distance transform and its local maxima is proposed. After initializing the contours, the GVF snake algorithm is run on each contour to identify the floe boundary. Superimposing all the boundaries over the binarized ice image then results in separation of the connected ice floes. Furthermore, to effectively enhance the shape of the ice floe, the ice shape enhancement algorithm is performed after segmentation.

When ice floes crowd together, some connected ice floes may not be separated by the method proposed in Chapter 5 because of the loss of the seeds found by the proposed contour initialization algorithm. Additional efforts are required for such issues. For the model-ice images, the ice floes are modeled as square shapes with predefined side lengths. Chapter 6 proposes three criteria based on the characteristics of the model-ice floes. The algorithm will determine whether it is necessary to initialize the contours and conduct a second segmentation after each segmentation step. The floes that do not satisfy any of these criteria and new seeds will be found. Then we initialize new contours based on the new seeds and perform another round of segmentations.

For the sea-ice images where the ice are of various types, sizes, and shapes, Chapter 7 first derives a “light ice” image and a “dark ice” image based on the thresholding and \( k \)-means clustering methods. Then, the contours are ini-
tialized in both the “light ice” image and the “dark ice” image, and the GVF snake algorithm is run on the initial contours to individually derive “light ice” segmentation and “dark ice” segmentation. Finally, the ice shape enhancement is performed on the collection of all the segmented ice pieces from both “light ice” and “dark ice” segmentations, resulting in the sea-ice floe identification.

Our experiments on both model- and sea-ice images show that the proposed algorithms are effective for identifying individual ice floes. The colorized ice floe maps and the corresponding ice floe size distribution histograms are obtained thereafter. Besides, Chapter 6 rectangularizes the identified model-ice floes for the validation of a numerical simulation and monitors the maximum floe size entering the protected vessel from a physical ice management operation. Chapter 7 distinguishes the different types of sea-ice and, based on the identification result, divides the image into four layers: ice floes, brash ice, slush, and water. Chapter 7 also draws on case studies to illustrate a procedure for processing the sea-ice image covering a large area with geometric distortion, and modifies identified sea-ice floes and brash ice for the numerical simulation.

### Future Work

To calculate ice concentration, the Otsu thresholding and \( k \)-means clustering methods were adopted in this thesis to divide an image into two or more classes in a mandatory manner. This will fail in the boundary conditions when ice concentration is 0% or 100%, which have to be dealt with as particular cases. Furthermore, these two methods do not include detailed ice physics except the grayscale value of the image. Therefore, the “learning-based object detection”, such as machine learning (e.g., support vector machine, deep learning, etc.) [89] and texture feature descriptors [63], could be a future research direction.

The GVF-snake based ice floe identification algorithm proposed in this thesis performs well in ice floe identification and presentation of the floe size distribution of model-ice images and marginal ice zone images. However, manual intervention may be necessary for processing other sea-ice images. The main limitation of this method is that the parameters for the GVF field are, unfortunately, tuned manually, which is a limitation to the applicability of the algorithm in real-world situations, especially when a large number of images must be analyzed. As of now, no explicit performance criterion exist for when reasonable identification is achieved other than the operator’s own judgment, and it is, therefore, very difficult to optimize the value of the parameters. Thus, further sensitivity studies are needed to focus on the automatic optimization of
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the critical parameters for a given image or image fragment. This is a topic of ongoing research, with the expectation of more results and better information of sea-ice from visual images by the further development of these image processing methods for real-time applications.

Statistical analysis on the floe size distribution is another topic of ongoing research. The cumulative distribution can be calculated following some probabilistic models and compared with previous studies [26]. The applicability of the proposed methods for generating a statistical data set for ice engineering should be studied.
Appendix A

Geometric Orthorectification

The location of any object in the image is a function of the spatial orientation of the camera in relation to ground topography. Figure A.1 illustrates the relationship between the image coordinates and the orthorectification coordinates.

The image coordinates lay in the focal plane and are denoted with small letters \((x, y)\). The orthorectification plane coordinates are parallel to the ground and are denoted with capital letters \((X, Y)\). The optic center of the camera is \(S\). The camera nadirline intersects the orthorectification plane at the nadir \(T\). The optic axis is perpendicular to the focal plane and intersects the center of the focal plane at principal point \(r\), forming the shooting angle \(\varphi\) with the vertical nadir line. The optic axis extends to the orthorectification plane at point \(R\). The principal line passes through point \(R\) and the image border at \(O\) (or \(o\)), and it bisects the orthorectification (focal) plane. The point \(O\) (or \(o\)) acts as the origin for the image coordinate system, with the \(y\)-axis as the principal line, and the origin for the orthorectification coordinate system with the principal line in the orthorectification plane defining the positive \(Y\)-axis. \(p(x, y)\) is any point on the image plane. \(P(X, Y)\) is the corresponding point on the orthorectification plane.

From Figure A.1, we obtain:

\[
TO = SO \sin(\varphi - \theta) = f \sec \theta \sin(\varphi - \theta) \quad (A.1)
\]

\[
TQ = ST \tan(\varphi + \bar{\alpha}) = f \sec \theta \cos(\varphi - \theta) \tan(\varphi + \bar{\alpha}) \quad (A.2)
\]

\[
SQ = ST \sec(\varphi + \bar{\alpha}) = f \sec \theta \cos(\varphi - \theta) \sec(\varphi + \bar{\alpha}) \quad (A.3)
\]
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Figure A.1: Geometric orthorectification.

\[
\vec{\gamma} = \arctan\left(\frac{qp}{Sq}\right) = \arctan\left(\frac{qp \cos \vec{\alpha}}{f}\right), \tag{A.4}
\]
where \(\theta\) is half of the len’s vertical field of view angle, \(f\) is the focal length, and \(\vec{\alpha} = \arctan(\vec{qr}/f)\).

According to equations (A.1)-(A.4), we derive

\[
OQ = TQ - TO = f \sec \theta \left[ \cos(\varphi - \theta) \tan(\varphi + \arctan(\frac{qr}{f})) - \sin(\varphi - \theta) \right] \tag{A.5}
\]

\[
QP = SQ \tan \gamma = \frac{qp \cos \vec{\alpha} \cos(\varphi - \theta)}{\cos \theta \cos(\varphi + \vec{\alpha})} \tag{A.6}
\]

A digital image is a numeric representation of a two-dimensional picture and is composed of pixels that are the smallest individual elements of the image. We assume that the pixel magnification of the image is \(\mu\), yielding

\[
\begin{align*}
oq &= y \cdot \mu \\
qp &= x \cdot \mu
\end{align*} \tag{A.7}
\]
\[
\begin{align*}
OQ &= Y \cdot \mu \\
QP &= X \cdot \mu 
\end{align*}
\] (A.8)

Therefore,
\[
\vec{q}r = (\vec{oq}) - (\vec{or}) = (y - \frac{n_y}{2}) \cdot \mu 
\] (A.9)

where \( n_y \) is the number of pixels in image length. Instead of working from a 1 : 1 positive, we counted image pixels on a computer screen. Hence, the apparent focal length of the image is altered by
\[
f' = \frac{y_e}{\tan \theta} = \frac{\mu \cdot \frac{n_y}{2}}{\tan \theta},
\] (A.10)

where \( y_e \) is the half-length of the image. Substituting Equations A.7 - A.10 into Equations A.5 and A.6, the location of any point, \( P(X, Y) \), in the orthorectification coordinates can be determined from its image coordinates, \( p(x, y) \), by:

\[
\begin{align*}
Y &= \frac{n_y}{2} \csc \theta \{ \cos(\varphi - \theta) \tan[\varphi + \arctan(\frac{y - \frac{n_y}{2}}{\frac{n_y}{2} \tan \theta})] \\
&\quad - \sin(\varphi - \theta) \} \\
X &= x \cdot \frac{n_y}{2} \csc \theta \cos(\varphi-\theta) \sec[\varphi+\arctan(\frac{y - \frac{n_y}{2}}{\frac{n_y}{2} \tan \theta})] \\
&\quad \sqrt{\left(\frac{n_y/2}{\tan \theta}\right)^2 + (y - \frac{n_y}{2})^2},
\end{align*}
\] (A.11)

and the image is orthorectified.

From Equation A.11, we can find that, although \( \mu \) varies with the magnification ratio of the image, the relationship between different coordinates will not change. This is because the influence of \( \mu \) is counteracted based on Equations A.7 - A.10. Consequently, the relationship between the image coordinates and the orthorectification coordinates is a function of the shooting angle \( \varphi \) and the camera’s (vertical) field of view \( 2\theta \). An example of orthorectification result is shown in Figure A.2.
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Figure A.2: Orthorectification result.
Appendix B

Fisheye Calibration

The location of any object in the image is a function of the field of view (FOV) angle of the camera in relation to its calibrated flat surface. Figure B.1 illustrates the mapping between fisheye image coordinates and the corresponding calibration coordinates.

The fisheye image coordinates, denoted with small letters \( (x, y) \), is located at the bottom of the fisheye sphere and is perpendicular to the Z-axis (the optical axis of the lens). The calibration coordinates, denoted with capital letters \( (X, Y) \), are on the top of the fisheye sphere parallel to the image coordinates. The center of the fisheye image, ‘o’, located in the Z-axis, acts as the origin of the image coordinates. The intersection point \( O \) of the calibration plane and Z-axis acts as the origin of the calibration coordinates. \( \varphi \) is half the lens FOV angle, which is known. For any point, \( p(x, y) \), on the image plane and its corresponding point, \( P(X, Y) \), on the calibration plane, the radial distance, \( |\vec{OP}| \), in the distorted fisheye image plane, \( |\vec{op}| \), is equivalent to the length of the arc segment, \( r \), between the Z-axis and \( P_0 \), which is the intersection point of the projection ray of the point \( P \) and the fisheye sphere. Therefore,

\[
|\vec{op}| = r = R \cdot \alpha \quad \text{(B.1)}
\]

\[
= R \cdot \arctan \frac{|\vec{OP}|}{R},
\]

where \( R \) is the radius of the fisheye sphere, obtained by:

\[
R = \frac{r_{\text{max}}}{\varphi} = \frac{r_m \cdot \mu}{\varphi}, \quad \text{(B.2)}
\]

and \( r_{\text{max}} \) is half the capture range of the fisheye image in length, \( r_m \) is the pixel number in maximum semidiameter, obtained by counting half the number of
pixels in the image length, and $\mu$ is the pixel magnification of the image. From Figure B.1(a), we also find that

$$|\vec{op}| = \sqrt{x^2 + y^2} \cdot \mu$$  \hfill (B.3) \\
$$|\vec{OP}| = \sqrt{X^2 + Y^2} \cdot \mu$$  \hfill (B.4) \\
$$\frac{x}{y} = \frac{X}{Y}$$  \hfill (B.5)

Substituting Equations B.2 - B.5 into B.1, the location of any point, $P(X, Y)$, in the calibration coordinates can be determined from its fisheye image coordinates, $p(x, y)$, by:

$$X = \frac{x}{\sqrt{x^2 + y^2}}, \quad \frac{r_m \tan \varphi \sqrt{x^2 + y^2}}{r_m \varphi},$$

$$Y = \frac{y}{\sqrt{x^2 + y^2}}, \quad \frac{r_m \tan \varphi \sqrt{x^2 + y^2}}{r_m \varphi}.$$

From Equation B.6, we find that the relationship between the fisheye image coordinates and its calibration coordinates only depend on the camera’s FOV angle $2\varphi$. The magnification $\mu$ will not affect the relationship since it is counteracted based on Equations B.2 - B.4. The calibration result is illustrated in Figure B.2.
Figure B.2: Fisheye calibration result.
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