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Abstract: Underwater communication channels are often complicatadd in particular
multipath propagation may cause intersymbol interference (ISI). This paper addresses
how to remove ISland evaluates the performance of three different receiver structures
andtheirimplementations. Using real data collected highfrequency (1014 kHz)field
experiment the receiver structures are evaluabsdoff-line data processingrhe three
structures are multichannel decision feedback equalizer (Db&Ssivetime reversal
receiver(passivephase conjugation (PP@®)ith a singlechannel DFE, and the joinfPPC

with multichannel DFE.In sparse channels, dominant arrivals represent the channel
information, and the matching pursuit (MP) algorithm which exploits the channelrspssse
has beennvestigatedfor PPC processing. In the assessment, it is found that: (1) it is
advantageou$o obtain spatial gain using the adaptivenultichannelcombining scheme

and (2) the MP algorithm improves the performance of communications usihgrégessing.

Keywords: underwater acoustic communication; time reversal; pag#inase conjugation;
matching pursuit; decision feedback equalizer

1. Introduction

Coherent underwater acoustic communications are challenged by acoustic channels, which are oftel
characterized as tirnearying, dispersive, sparsetc. [1]. Therefore, mich of the recent research has
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been focused othe development of channel equalizéosremoveintersymbol interference (ISin
multipath environmentsespecially fohigh-ratecoherentcommunications.

One receiver cannot avoid deep fading in twvaeying channels, and thus the equalizers fail to
remove ISL.With multiple sensors explong spatial diversityStojanovicet al. [2] has proposed a
multichannel decision feedback equali@dcDFE). Thedisadvantagef McDFE is its complexity due
to the computational load, whighcreases with the time spreadurfderwaterchannes. Therefore it
is difficult to apply McDFEin underwaterchannels of long time sprea@specially using a large
number ofreceiving hydrophones

Another novel method is the time reversal mirror (TRM), originally proposed by Fink [3], which
was later applied founderwater communicatisn The focusing ofTRM results in a significant
reduction of ISI for underwater communications, which has been demonstrated by Eelefinfh5].

Two vertical hydrophone arrays and tway transmission are required by TRM to ask the
focusing at the transmitter. During the transmission, the underwater channel is required to be constant.

An alternative techniquér underwater communications proposed by Rousetét al. [6] to take
advantage ofhe focusingat the receivercommonly referred as passive time reversal or pagsiase
conjugation (PPC)This method requires only one receiving array and-wag transmissionlSl
cannot be eliminated by the focusing, and thus a subsequent channel equalizer is used to remov
residu& ISI [61 9], wherea singlechanneldecision feedback equalizer (DFE)used It is referred to
as PPEDFE in this paper. Spatial diversity usedby the focusing to suppress ISI. In a real oceanic
environment, it is difficult to predict time variant siphcoherence [10], when interchannel correlations
impact spatial focusing.

Stojanovic [11] has discussed the upper bguerdormanceof time reversal communications, but it
is very difficult to predict real performanagf time reversal communicationas spatial coherence is
neglected in the model. By numerical simulations and experimental demonstrations, Yang [12] has
demonstrated that McDF&chieves superior performance over that of £/XE. This leads to a receiver
structure which uses adaptive multichannel combining after PPC processing in each individual channel.

Zhanget al.[13] have presented a receiver struodujeint PPC and McDFERPGMcDFE). This
receiver structure involves temporal focusing (pulse compression by PPC processing) for time delayed
arrivals [14], and thus the computational load of a subsequent McDFE is much reitluseasell
known thattemporal focusing degrades tvitime evolutionin time-varying channelsTo counter for
this degradation, the blodkased approach proposed by Song [15] can be used to exterddERRE
in time-varying channels.

PPC processing requires information of the chachatacteristicswhich can be estimated using
training symbols Underwaterchannet are often sparse, especially at the highquency regime,
wherethere are a few dominant arrivals. The dominant arrigais be estimatedsingthe matching
pursuit (MP) algorithm [16]. Song [1has shown that the MP algorithm exploits the channel sparseness
to improve the performance of PRFFE. It is an open question whether the MP algorithm can
improve the performance of PRAcDFE, in comparison with the conventional channel estimation
method the least squares (LS) method.

The above briefntroductionshowsthat different apmaches have been proposed &age been
testedin field experimentsHowever, theexperimentsvere conducted under different conditigramd
it is therefore difficult to comparthe performance different receiver structures. This has motivated
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the work of this papelA recent field experimewas conducted to collect @aover a range of 7.4 km,
whenthreemodulation schemes were us&aur data rates with a maximal data rate of 4 Kits/s

have been achievedJsing the same real datwe compare the performance of three receiver
structures McDFE, PPCDFE, and PP&VcDFE. These structures are frequently discussed in the
literature, andn the future we may extend the discussion to other structures and modulation schemes.

As required information of the channel characteristfios PPC processingan be obtained by a
channel probe signal or estimated using training symbols. For exangiohg, a linear frequency
modulation pulse (LFM) chirp as a channel probe sigmagn the chirp islsoused as a shaping pulse
at the transmitterthe received LFM is immediately used for PPC processing. Alternatively, the
channel is estimated using traigi symbols, when a roo&isedcosine pulse (RRC) is used as a
shaping pulse. In this paper, we have also testesct#m@ariausing thetwo shaping pulses.

The contributions of this paper include: (1) experimental assessment of the difference between two
shaping pulsed LFM and RRC (2) performance comparison of the McDFE, PPEE, and
PPCGMCcDFE structures (3) evaluation of the blockased approach for PR@IcDFE, and (4)
assessment of the MP algorithm for both HPEE and PPE@VcDFE, in which PPC processing
implemented in two modésone block and muHblock.

This paper is organized as followSection 2 introduces the field experiment conducted in
Trondheim harbor on 7 September 2011. Section 3 showsettever structures: (1) McDFE
(2) PPGDFE, and @) PPCMcDFE. Section 4 briefly introduces channel estimaidor PPC
processingthe LS method anthe MP algorithm. In Section 5, the results are presented and discussed,
and performance of the three structures is shown. Finally, Section 6 saasiEiwork.

2. The Experiment
2.1 The ®tup

The communication experimemnwas conducted orY September2011, in Trondheim harbor
(Norway), where the water depth varies from 10 m to 400 m. The transmittecanéed bythe
NTNU research vessel R/V Gunnerasd it useda hemispherical acoustic transduckployed at a
depth of 20 mThe dynamic positioning system of R/V Gunnerus was activated duringiahéo
reducedrifting.

A crossreceiving arrayof 12 hydrophonesvas deployed from a piewhere the watedepthwas
about 10 mThe arrayconsisted of vertical array okighthydrophones (hydrophosdéNo. 1i 8) with
1 m element spacing and a horizontal array ¥atir hydrophones (hydrophos@&lo. 9 12) with 1.5 m
element spacing. Hydrophone Nb.was located 0.5 m below the sea surface, and the depth of the
horizontalarraywas 4.5 m. The range betwete source andhe receiving arrawas 7.4 km.

Digital modulations of phase shift keying (BPSK), quadrature phase shift keying (QPSI€)ghnd
guadrature amplitude modulation (8QAM) were used. The carrier frequency of the transmitted signal
was 12 kHz. A 0.1 s LFM chirp with a Hanning window was used for coarse time synchronization in
each data packet, and its effective bandwidth was 2.2 kHzn\WieeLFM was used as the channel
probe signal, it was also used as a shaping pAa shaping pulsehe roll-off coefficient of RCC
was 1
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Figure 1 shows theignals which wereepeatedly transmitted every 202.044 s for 15 periods. The
signalsof thesame modulations, busingdifferent shaping pulses were transmitted continuously with
a time gap of 2.2 s. The symbol rates werdlo-symbols/sand?2 kilo-symbols/s, and theespective
bandwidths were 2 and 4 kHz when the RRC was used. The receivetbmas were recordeat a
sampling frequency of 96 kHz fofffline processingn the laboratory.

Figure 1. Block diagrans of the transmittedgignalsusing different shapingulsesshown
in the parentheses® The symbol ratewas 1 kilo-symbol/s ° The symbols ratevas
2 kilo-symbol/s.

[€0.1 s»l¢0.2 s»l«—15.565 s—>}¢2.2 53|« 0.1 s»«0.2 s»e——15565 s—>|+2.2 53|

[LFM | [2BPSK (LFM) | [LFM ] ?BPSK (RRC) | -~~~
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, I
|
| 0.1 544¢0.2 s+e——15.565 5—>-2.2 s>1e0.1 5>4¢0.2 s>——15.565 s—»H«2.2 5]
L— [LFM | [2QPSK (LFM) | [ LFM ] ?QPSK (RRC) |~~~ -
________________________________________ |
|
: [€0.1 s»1«0.2 s>} 10.377 s j2.2 s>1¢0.1 sH«0.2 sHe—10.377 s—>|«2.2 5»

» \— [ LFM | [28QAM (LFM) | [ LFM ] 28QAM (RRC) | — —— -

202.044

|
: [€0.1 s»1«0.2 s»«——7.828 s—>}«-2.2 53}« 0.1 s»«0.2 s»«——7.828 s—>|«2.2 5
L

[LFM]  [FBSPK@FW)]  [LFM]  [*BPSK(RRCI]- -
________________________________________ I
|

: [€0.1 s»«0.2 s»«——7.828 s—>j«2.2 s»«0.1 s>«0.2 s>} 7.828 s [«2.2 s>
t— [ LFM | [P QSPK (LFM) | [ LFM ] bQPSK (RRC)

I

Figure 2. MeasuredSSP(the left panel) and the ray traces (the right paineth a source
on the left The source was at a depth26fm.
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2.2 Channel Characterization andédsurements

Sound speed profile (Spheasured byhe R/V Gunneruss shown by the left panel of Figure 2
The sound speed profile has a surface channel and a negative gradient down to about 50 m. At deep:
depths, the sound speed increases nearly linearly. With the conditions of the SR® lzattlymetry,
the PlaneRay ratracing program [18]s used toillustrate the acoustic propagation during the trial
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The right panel oFigure 2 showshatray tracesand the bathymetrffom a source €20 m depth tdhe
receiving arraylocated at a disnce of 7.4 kmThe sound propagation dominated by gwnd
channel at about 25 m atige positive gradient below 50 m. It is shown that there are several almost
horizontal paths in the sound channel as well as several deep refracted paths, andoalsitilerray
paths are blocked by the seamount at 4 km.

Figure 3 shows the simulated responses to the vertical arrayfivathydrophones spanning the
depth of 0.5 m to 4.5 m. The results are plottedfasction of reduced time, which is the actual/&ia
time with the nominal gross travel time4B333seconds subtracted. The transmitted pulse used in the
simulations was a short transient with 2 ms duration. There is a group ofdolialed by a second
grouparriving about 40 ms later. This structuzan beunderstood from the ray tracing with the first
group is due to the sound channel paths and the second is the deep refracted paths. Each of the grou
has several multipath contributions probably caused by a nadtéi surface and bottom reflections
occurring in shallow area near the receiving array.

Figure 3. Modeled channel impulse response calculated by the PlaneRay program to the
vertical array withfive hydrophones spanning the depth of 0.5 m.fom.
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Figure 4. Channel response at different dep(as.l m; (b) 3.5 m (c) 4.5 m.
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Figure 4 shows examples of channel response estimated using the LS method. Within the
observations of 15 s, the responses varied with time. In each receiving channel, there are two groups c
concentrated arrivals with a time span of 35 ms, and they correlate witintilated results in Figure 3.

It is evident that the channel is sparse. It is apparent that they are similar over the three water depths. I
particular, the signals received in Ch #2 and Ch #4 are highly correlated, the correlation coefficient
between thesevo channels is calculated to be 0.68.

3. The Receiver &uctures

Generally, the receiver recovers distorted information by baseband signal processing, where
multipath channels are often modeled as finite filters of multiple taps. In digitized foeneceived
signal atkth hydrophonean be written as

L-1
Vi=a Hd,, Wk E K (1)
=0

where H, denotes théth tap of channel impulse response (CHR) which spans. symbol interval,

[, is thenth symbol of a sequenc{én} , andW," represents a bandwidth limited noise. In a multipath
channelwherelL , 1, ISI caused byH, results in errors. The objective afchannel equalizer is to
remove the ISI.

Figure 5. Block diagram of McDFEusing the RLS algorithmThere areK receiving
channels.4? denotes the estimate of phase offgetat the kth receiving channelE
presents the soft estimate kf, and |, is the decidegymbol which best matchds .
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Figure 5 shows the block diagram of McDHE]. The tap coefficients of thd&-channel
feedforward filters plus one channel feedback filter are jointly updated by the recursive least squares
(RLS) algorithm for its fast rate of convergerit8]. The technique of a second order digital pHasked
loop (DPLL) is implemented for the cg#@r-phase tracking. The DPLL%e‘ "‘E} operate on a
symboltby-symbol basis to remove phase changes caused by the carrier frequency shift. In order to
deconvolveH, , the number of taps for the McDHE determined by the time spre&dd and it is
usually chosen in aad hocmanner The computational load increases withandit may become
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prohibitive, when a large number diydrophones are usedloreower, under the same channel
conditions, the number of taps increases with the symbol rate.

Figure 6 showsthe receiver structxe of passivaime reversad PPGDFE. Following the focusing,
only one channel DFE is required to remove residual8glwhenone DPLL isimplementedfor
carrierphase tracking. The focusing mitigates, #8e number of taps for the one channel DFEugh
reduced and thus the complexity of PHOFE is much lower than that of McDFRlote thatthe
focusing degrades with time time-varying channels

Figure 6. Block diagram of passive time reversal receiver structure-PPE (I-Ek”)
denotes complex conjugation of the time reversed channel esﬂiﬁ’jat;k” denotesthe
estimate of the phase offsgf after focusing.
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As suggested by Songd5], a blockbased approach extends RBEE to beimplementedin
time-varying channels. The idea is that channel estlma{lﬂfﬁ are updated on a blodky-block
basis whenthe channel imsssumedime-invariant within eaclblock of a short time interval. he
channel estimation%l—EQ} are subsequently updated using detected symbols in the previous block.
This blockbased approach does not change the basic principle of TR focusing,obltagisspatial
diversity by to mitigate 1SI. Zhanet al [13] hasdiscussedhe impact of the time variant interchannel
correlations orthe performance of PPOFE.

The receiver structurBPCGMcDFE is shown of Figure 7. Here, pulse compresssoachieved by
PPC processinm each individual channel, artdena subsequeicDFE is implementedo remove
residual ISI by adaptive multichannel combinifidne RLS algorithm updatebe tap coefficients to
minimize outputmean square erroMSE). Puse compressiors achieved in the same way fsingle
receiver[20,21] Thus it is used by PRERICDFE to reduce the ooplexity of the subsequent McDFE
which obtainsspatialgain As discussed by Yand], thepeakto-siddobe ratio of pulse compression
is determined by the channelsponse, while the pulse compression acts as a rake receiver recombining
time delayedarrivals.In time-varying channels, PR8ICDFE can be extended using the bldiEsed
approact15].
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Figure 7.Block diagram of PP@/cDFE.
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4. Channel Estimations

This section briefly introduceswo channelestimation methodsUsing training symbols, the
channel estimationfor PPC processing can be obtained using ¢S method[22] and the MP

algorithm[16].
By combining M observed symbols, Equation (1) is rewritten as

é/kn- M 1 g . Hé Wkr'l Mé1+
€ u uel, v, R P e VIR
é\/k l.‘l é : : UHe + k é
é : ue - - u € u: € (2)
e’ ugl, ol BE U e
&' HE® W é

which issimplified to:

V., =1H, W, (3)

In the channel estimation problertie information matrix | is known as training symbols. An
estimation ofl-'l_:k can be obtained by solving lfsoblem

i, =argmin{|v, -17,[' (4)
which gives the solutian
=gt gy, )
In practice, the.S method is sensitive to noise. Wharthannel is sparse, the CIR consists of a
large number of zeros among several dominant taps, atdShmethod will suffefrom the noise

between dominant tap8esides, the LS methadvolves matrix inversion, and gometimes suffers
ill-conditioned problenof a matrix of large eigenvalue spread
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To exploit the sparse property of changghe channel estimation problem can be reconsidered as
an approximation problem. It is assumed that the received signal vector is approximated by

(&) =& H (1), (6)
Where(l)p is the p th column of information matrix . Finding the approximation ((I\E)M that

minimizeSH(\J’E)M -V,

is annondeterminisic polynomiattime hard problem23,24], which means

there isunknown polynomial time algorithm that can solve this probleMP [16] is a greedy
algorithm that achieves nasptimal yet computational efficient approximation\pt

The MP algorithmselectsone column inmatrix | which is best aligned with residual signgl,,
wherer, =V, atinitial step. In practice at tipth step, the selectddth column ofl is determined by

Ip =arglma>{H(l )|H Mp1 ’”(I )| H} (7)

Correspondingly, the tap valu@’ is estimated hy

(1 ).H Moot
2 (8)

andr, is updated by

Mo =rp1 —2(| )| 9

This iteration is terminated until the presetaps have been estimated. In practice, one colurhn in
is probably selected more than once. To deal with this problem, we can either exclude Igrevious
selected columns in the seagmess shown in Equation (7), or the tap value calculated in Equation (8)
can be added to the value foungrevious stepf25]. In this paper, we use the former method.

5. Results and Avalysis

Recorded signals of 15 periods are processed with parameters given in,TiabMhith some i@
chosen in amad hoc manner.For instance, the numbef taps N, and N%,. As suggested by
Stojanovic[26], the integral tracking constakt, is chosen as 10 time smaller than the proportional
tracking constank, . In subsections of 5.2 and 5.&he performance of McDFE iselectedas
abenchmark
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Table 1.Parameters used in the signal processing of the three receiver structures.

Parameters Description Value
Fs Sampling frequency at the receiver 96 kHz
fe Carrier frequency 12 kHz
R Symbol rate 1, 2 kilo-symbol/s
P Number of taps in the MP processing 4

N Over sampling factor 2
N Number of the feedlorward filter taps (McDFE) 20
N, Number of the feedbaditer taps (McDFE) 5
N Number of the feedorward filter taps (PPFE) 8
N, Number of the feedback filter taps (PIREE) 2
N Number of the feedorward filter taps (PP@®/cDFE) 8
N3, Number of the feedback filter taps (PIMEDFE) 2
Thiock Time duration of each block 1ls
& RLS forgetting factor 0.999
K Number of receiving channels 12
K1 Proportional tracking constant in DPLL 0.01
Ks Integral tracking constant in DPLL 0.001

5.1.Performance Using Different ShapinglBes

As mentionedin Section 2.1both LFM and RRC were used as shaping pulteshe scenario of
using LFM asa shaping pulse, the pedé-average power ratio (PAP) large[9], and itcouldresult
in lower power efficiency for a linear amplifieWith a constant transmission power, the source level
is reducedHowever, the advantage is that the received channel probe signal is immediately used for
PPC processing. Using RRC ashaping pulse, PAPR is reduced, dhdnthe channel response is
estimatedusing different methods

In terms of output signdb-noise ratio $NR), Figure8 showsthe performanceof PPGDFE using
different shaping pulsesvhere thesymbolrateis 1 kilo-symbol/s Due to low input SNRs in the 10th
period of Figure 8(a) and theéh®11th periods of Figue 8(b), the receiver structures fail to recover
distorted informationFor RRC shaping pulse, the LS method is used to estima@khaithin 40 ms
The observedime variant performance of PHQFE may becaused by the channedriations which
resulted in sometimes a lowput SNR as for example at th&Oth period Generally the performance
difference between LFM and RRC small for BPSK asshown in Figure8(a). In Figure8(b), there
aresmalldifferencesover the9 periods andlargedifferences irotherperiods,in particular for7th and
13th periocs. Channel estimatia obtained by the LS methodre impacted by the noise in the
scenarios ofow input SNR, and thuausing aLFM as a shaping pulse has shown its advantBigere
is alsoa spreading gain by usintbe LFM as the shaping pulse, since the bandwidth of the LFM of
2.2 kHz is larger than the signdandwidthof 1 kHz
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Figure 8. Performance of PROFE using different shaping puls€a) BPSK; (b) QPSK.
LFM is used (), and RRC is useg].

(a) TRD11: 07-Sep.-2011, BPSK, 1 kilo-symbol/s

(b) TRD11: 07-Sep.-2011, QPSK, 1 kilo-symbol/s
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5.2.The OneBlock Approach

In this subsection, the channel is estimated only once for PPC processaxch data packeThe
channelis estimatedusing training symbols, which are specified symbols in the beginning of
communicationstollowing PPC processintSl is removed by the adaptive channel equalizers.

Figure 9 shows scatter plots of soft output esti of different receiver structures, whereet
LS method is usedo estimate the channel for PPC processife output SNR given by
(1-MSE)/MSE, and the bit error rate (BERs) are given in the legends. ObviMdDFE achieves the
best performance withnaoutput SNRof 9.2 dB, PPE@VcDFE approximates the performance of
McDFE with an output SNRf 8.5 dB andPPGDFE achieves the worst perfoance with an output
SNR of 3.8 dB and a BER @04 3. As shown in Section 3he difference between PR@cDFE and
PRC-DFE is the multichannel combining scheme.

Figure 9. Scatter plot of estimated-@AM symbols using different receiver structures.
(a) McDFE; (b) PPGMcDFE; (c) PPGDFE.
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The results of 15 periodare shown in Figure 10, where tlgmbol rate is 2 kilo-symbol/s
PPCGDFE achieves the worst performarfoe bothBPSK and QPSK, andbviouslyit fails in several
periods for QPSKIt is apparent that the performance RPCMcDFE consistentlyfollows that of
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McDFE. For BPSKshown in Figure 10(aPPCGMcDFE overtakes PROFE with a maximum 6.6 dB
output SNR(the 3rd periofland a minimum 2.7 dB output SNEie 11h period.

Figure 10. Performance in terms of output SNBr different modulations(a) BPSK
(b) QPSK. McDFE (), PPGMcDFE (3), and PPEFE( 6 ) .

(a) TRD11: 07-Sep.-2011, BPSK, 2 kilo-symbol/s
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Figure 11 shows the spatial coheremgeasuredn the 3rd and 1th periods, respectively. The
spatial coherence between #tke andmth channel is calculated by

\fk ) A ) e
\/\r rn( t) rat)

where|r,(-t) A, (t)|  denotes the maximum absolute value of the correlation betyégnand
r.(t), andr, (t) is the received signal of thieh hydrophoneInterchannel correlationshown in
Figure 1l(a) are stronger thathose shown ifrigure 11(b), where the time elapse between these two
periods is 760 s For instance, the correlation coefficient between#3hand Ch#4 is 0.84 in
Figure 11(a)andit is 0.23 in Figure 11(b)}urthermorejn Figure 1.(a), itis interestinghat there are
strongercorrelations among the signals received by the vertical array1@3) than those among the
signals received by the horizontal array ¢&n12).

(10)

max max

Figure 11.Spatial coherence in different periods). The 3d period;(b) The 11thperiod



