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Abstract

Friction is one of the key phenomena during the interaction of ice with offshore structures and ships, ice rafting and ridging processes, and the brittle compressive failure of ice. Therefore, knowledge of the ice friction laws and a better understanding of this phenomenon are needed for the design of safe and reliable offshore structures and successful operations in ice-infested waters. This thesis presents experimental studies on ice friction in the field and in the laboratory and can be divided into three parts:

- field study of ice friction and the effects of different parameters on the kinetic and static friction coefficients;
- investigation of geometrical stick-slip interaction between ice and stainless steel in small-scale laboratory tests;
- field investigation of the vertical ice forces exerted on isolated vertical piles frozen in a level sea due to changes in the water level.

The first version of the experimental setup for the field tests to study ice friction was relatively simple and was used only in 2010. Significant modifications and improvements were made to the setup in 2011 that allowed us to better control the test conditions (i.e., velocity, normal load). The available range of sliding velocities (between 6 mm s$^{-1}$ and 43 mm s$^{-1}$) did not cover the whole range of our interest. Therefore, a new pulling mechanism was introduced in the tests in 2012 that allowed us to extend the sliding range up to 110 mm s$^{-1}$.

The field experiments were conducted with first year sea ice in the Barents Sea and in fjords at Spitsbergen during three springs (2010-2012). In September of 2012, the ice friction tests were performed with multiyear sea ice northeast of Greenland. Most of the tests were performed to investigate the friction between sea ice and sea ice, while the rest were to study the friction between sea ice and corroded steel. The aim of the study was to survey the most important factors that affect ice friction in field conditions and to determine whether the existing friction models correctly predict the dependences observed in the field tests. The effects of the sliding velocity (6 mm s$^{-1}$ to 105 mm s$^{-1}$), air temperatures (-2°C to -20°C), normal load (300 N to 2000 N), presence of sea water in the interface, and ice grain orientation with respect to the sliding direction on the friction coefficient were investigated. The effect of the hold time on the static friction coefficient was also studied. The test campaigns showed that ice surface roughness is likely to be the most important parameter in determining the friction coefficient. Repeated sliding over the same track led to surface polishing and decreased the kinetic friction coefficient from 0.48 to 0.05. When sliding occurs between unsmoothed surfaces, the friction coefficient was found to be independent of the sliding velocity. As the contacting surfaces become smoother, the kinetic friction coefficient begins to depend on the velocity, as predicted by existing ice friction models. Some attempts were made to characterise ice surface irregularities and real contact area using two techniques: 1) the production of an ice surface cast and its further analysis using an optical microscope and 2) measurements of the pressure distribution and real contact
area using tactile sensors. The static friction coefficient increases logarithmically with the hold time and changes from approximately 0.6 at 5 s to 1.26 at 960 s.

The small-scale laboratory studies on the stick-slip interaction between ice and stainless steel were performed at the University Centre in Svalbard (UNIS). A specially designed device allowed us to study the effect of well controlled steel surface roughness on the interaction between ice and steel under various test conditions. The effects of the relative sliding rate \((1.67 \times 10^{-6} \text{ m s}^{-1}\) to \(0.83 \times 10^{-3} \text{ m s}^{-1}\)), temperature \((-5^\circ\text{C} \text{ to } -25^\circ\text{C})\) and applied constant pushing force were also investigated. Stick-slip interaction was always observed in the tests on samples with an arithmetic average roughness \((R_a)\) between 2 μm and 15 μm. Both steady state sliding and stick-slip were observed in the tests on samples with the lowest \((R_a = 2 \mu \text{m})\) and the highest \((R_a = 25.2 \mu \text{m})\) roughness. The slip distance was found to be equal to the mean pitch profile (mean profile wavelength) for all velocities studied. The elasticity of the ice was found to be an important factor in the stick-slip interaction.

The field studies of the vertical ice forces exerted on isolated vertical piles frozen in the ice were performed in Svea, Spitsbergen, in March of 2010. Four different piles made of steel and aluminium were used in the experiments. The piles were pushed through the ice using a hydraulic jack. The first peak load measured in the tests is associated with the onset of the ice-pile relative movement. Because we always observed failure at or very near the ice-pile interface, the first peak load can be treated as the strength of adhesion or the cohesive failure of ice in the vicinity of the interface. Elastic plate theory was used to estimate theoretically the vertical forces exerted on a pile.
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$\rho_1, \rho_2$ ice and thermal material density
$\sigma$ compressive strength of ice
$\sigma_0$ real contact pressure
$\sigma_f$ flexural strength of ice
$\tau$ shear strength of ice
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1. Introduction

1.1 Motivation

The growing interest in the exploration and production of hydrocarbons in cold regions and the intention and willingness to use shorter sea routes that go through the Arctic all dictate new challenges for engineers. Among many problems for the platform and drilling ship operations, such as cold weather, heavy wind, waves and remoteness, the engineers must also address ice actions. According to Løset et al. (2006), the entire lifespan of structures in the Arctic (i.e., stability, strength and serviceability) depends on ice-structure interaction. Underestimating the ice action may lead to collapse of the structure and ecological disaster. Thus, knowledge of the properties of sea ice and understanding of the different physical processes occurring during ice-structure interaction are vital for the development of safe and sustainable technologies for hydrocarbon production in cold waters.

Figure 1.1 shows R/V Lance in first year sea ice and two examples of ice features that are encountered in cold regions: ice ridges and ice bustles, formed around structure piles in areas with high water level fluctuations.

Ice friction is one of the key phenomena in ice-structure interactions and plays an important role in a number of engineering applications. It affects the performance of icebreakers in ice-covered waters (Ionov and Gramuzov, 2001; Liukkonen, 1988; Valanto, 2001). Knowing the sea ice friction on different materials (including sea ice) is necessary for calculating the ice loads on sloping offshore structures (Croasdale and Cammaert, 1994; Palmer and Croasdale, 2013; Tikannäki et al., 2011). According to Schulson and Duval (2009), friction is a fundamental process during the brittle compressive deformation of cold ice. Friction is the largest sink of energy during the rafting and ridging processes of sea ice. Therefore, the results of the numerical simulations describing these processes are affected by the choice of input for the friction coefficient (Hopkins et al., 1991; Hopkins and Tuhkuri, 1999; Marchenko and Makshtas, 2005; Paavilainen et al., 2011; Polojärvi and Tuhkuri, 2013). The formation of ice bustles around piles (Figure 1.1(c)) imposes additional gravitational actions on the structure, increases the effective diameter of the pile, and may be a potential threat to the safety of the structure (Løset and Marchenko, 2009). ISO 19906 (2010) emphasises the importance of friction when ice is acting on sloping and conical structures, as in ice ridging and the interaction of with a hull. However, there is little information about friction coefficient values and the effect of different parameters. ISO 19906 (2010) does not propose any friction model that takes into account the effects of different parameters on the static and kinetic friction coefficients.
Chapter 1. Introduction

Despite the importance of ice friction in many engineering and scientific applications, it is still not well studied and remains poorly understood. The majority of the ice friction studies have been performed in small-scale laboratory tests. According to a survey of the literature, the existing frictional models (Akkok et al., 1987; Evans et al., 1976; Makkonen and Tikanmaki, 2013; Oksanen and Keinonen, 1982) were validated only using lab data. Nevertheless, from the engineering point of view, it is important to know how well the friction models capture the main dependences on external parameters (temperature, velocity, normal load, presence of sea water) observed in real field conditions. Some data were obtained in past field friction tests by Ryvlin (1973), Gavrilov (1984) and Pritchard et al. (2012). More field data are needed for further development of the ice friction model.

1.2 Objectives and Scope

The main intent of the present thesis has been to gain increased knowledge about ice friction. The work presented in the thesis can be divided into three parts. In the first part, the friction between sea ice sliding against itself and corroded steel was studied in field tests. The effects of different parameters on the kinetic and static friction coefficients were investigated. The second part is devoted to the study of the stick-slip interaction between ice and stainless steel in small-scale laboratory tests. The effect of surface roughness on this interaction was the main focus. The third part is devoted to
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the field study of the vertical ice forces exerted on isolated vertical piles frozen in level sea ice. The objectives of the thesis were to do the following:

• investigate the friction of sea ice on sea ice and of sea ice on steel in field conditions;

• identify and quantify the most important parameters that affect the friction coefficients;

• compare the results with the predictions made by existing ice friction models, and determine their limitations;

• investigate the effect of steel surface roughness on the stick-slip interaction between ice and steel in laboratory tests;

• study in field conditions the vertical action due to water level changes of sea ice on an isolated vertical pile frozen in the ice.

1.3 Research Approach

The work presented in the thesis is mainly experimental and consists of three parts. The first part is the investigation of the friction of sea ice against itself and corroded steel in field conditions. The effects of the velocity, normal load, air temperature, presence of sea water in the sliding interface, and ice grain orientation with respect to the sliding direction on the friction coefficient were investigated. The experiments were conducted in the Barents Sea and the fjords at Spitsbergen. The experimental setup was designed and then significantly improved during three consequent field seasons (2010-2012). The initial version of the setup was similar to the experimental setups used by Ryvlin (1973), Gavrilo (1984) and Pritchard et al. (2012). In the final version of our setup, a stiff pulling rod (actuator) was used to tow an ice block, in contrast to elastic cables used by other authors. The values and dependences obtained for the kinetic and static friction coefficients were analysed, discussed and compared with previous works and the existing ice friction models in the literature (Akkok et al., 1987; Evans et al., 1976; Oksanen and Keinonen, 1982). The main limitation of the study is that sufficiently flat snow-free level ice was used in the tests.

The second part is devoted to the investigation of the stick-slip interaction between ice and stainless steel with regular surface roughness. The experimental setup was initially developed by Nanetti et al. (2008) and modified by the author. The tests were performed in the Cold Lab at UNIS. A special geometry of the testing samples allowed us to use a compression rig to initiate and maintain the relative sliding between the ice and the steel surface, recording the temporal variations in load and displacement. A detailed analysis of the experimental data was performed. The pressure concentration between the ice and steel surface asperities was estimated based on the Hertz contact problem. It was assumed that the ice and steel asperities deform elastically during their interaction. This assumption is supported by visual observations of the ice surface after the test.

The third part is devoted to a field study on the vertical forces exerted on isolated vertical piles frozen in level sea ice. The tests were performed in Svea, Spitsbergen in
March of 2010. Four different piles made of steel and aluminium with different diameters were used in the experiments. The piles were pushed through the ice using a hydraulic jack. The first peak load measured in the tests is associated with the onset of the relative movement in the ice-pile interface. Because we always observed failure at the interface, the first peak load can be treated as the strength of adhesion. Elastic plate theory was used to calculate the maximum vertical force acting on the pile. The pile in the calculations was treated as an absolutely rigid body.

1.4 **Structure of dissertation**

The thesis consists of an Introduction (Chapter 1) and five further Chapters (2 - 6).

In **Chapter 1**, the motivation of the work and the objectives, scope, research approach and contributions are presented.

**Chapter 2** presents state-of-the-art of ice friction problems. It gives short history of tribology in general, experimental methods, existing friction theories and ice friction models.

**Chapter 3** outlines the development of the setup and the test results, analysis and discussion of the field study on the friction of sea ice against itself and against corroded steel. The effects of the different parameters that influence the kinetic and static friction coefficients are discussed in detail. A comparison with previous studies is made. The ice roughness, real contact area and pressure distribution in the contact are investigated.

**Chapter 4** describes the results and analysis of the small-scale laboratory tests on the stick-slip interaction between ice and stainless steel. The effects of surface roughness, temperature, applied force and displacement rate on the ice-steel interaction are discussed. The analysis allowed us to find the dependence between the friction force and the displacement rate. The Hertz contact problem was used to determine the local contact pressure between the ice and steel surface asperities.

**Chapter 5** presents the results and analysis of the field experiments on the vertical ice forces exerted on isolated vertical piles frozen in level sea ice due to water level changes. Elastic plate theory is used for the theoretical calculation of the maximum vertical force exerted on the piles.

Finally, **Chapter 6** concludes the study and makes recommendations for further work within the field of ice friction against ice and steel.

1.5 **Readership**

The thesis presents the results from the field studies on the friction of sea ice on sea ice and on corroded steel together with a laboratory study on the geometrical stick-slip interaction between ice and stainless steel. The primary readership of this thesis is as follows:
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- Engineers and researchers interested in or working with sea ice related problems, especially ice-structure interaction, modelling ridging and rafting processes and ship performance in ice infested waters;

- Students and teachers dealing with sea ice. For instance, the thesis may serve as part of the syllabus in a university course such as *Arctic Offshore Engineering* or *Ice Mechanics*. 

1.6 List of Publications and Declaration of Authorship

1.6.1 Main Papers

Paper I

Paper II

Paper III

Paper IV

Paper V

1.6.2 Other papers

The author was also involved in other studies that were published, but not directly related to the topics discussed in the current thesis and therefore, the material form these papers was not included in the thesis.

Paper VI.

Paper VII.
1.6.3 Declaration of Authorship:

**Paper I. (Sukhorukov and Løset, 2013).** I am responsible for the entire work in the paper. S. Løset helped to perform the tests, made relevant recommendations and comments during the paper writing process.

**Paper II. (Sukhorukov and Løset, 2011).** I initiated the ideas to study ice friction under field conditions. The setup was designed together with S. Løset. I developed test procedure and experimental programme, performed data analysis and wrote the paper. S. Løset gave useful advices and made minor corrections in the final paper.

**Paper III. (Sukhorukov, Määttänen, Løset, 2012).** I was actively involved in the setup design and developed the test procedure. The tests, data analysis and paper writing were performed by me. M. Määttänen and S. Løset participated in the setup development, helped to perform minor part of the tests and made useful comments to increase scientific quality of the paper. M. Määttänen also proposed the tests where sliding occurred on the edge of the ice block.

**Paper IV. (Sukhorukov and Marchenko, 2013).** I modified the setup and test procedure, developed earlier by M. Nannetti. I suggested and performed new tests at a constant displacement rate and constant applied load, analysed the data, performed all calculations and wrote the paper. My co-author Aleksey Marchenko gave valuable advices about data analysis, suggested to use Hertz contact problem to estimate normal pressure in the ice-steel interface and made useful comments to improve scientific quality of the paper.

**Paper V. (Sukhorukov and Marchenko, 2009).** I performed the tests, analysed the data, made pressure calculations based on the Hertz contact problem and wrote the paper. A. Marchenko suggested a method to calculate local pressure in the ice-steel interface and contributed to the paper writing.
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2 State-of-the-Art

2.1 Definition and brief history of tribology

According to Persson (2000), tribology is the science and technology of interacting solid surfaces in relative motion. The word *tribology* derives from Greek root τριβέω (“I rub”) and suffix λήτη ("study of"). The topics covered by this word include friction, lubrication and wear (Persson, 2000).

An extensive history of tribology is presented in the book Dowson (1998). Here, we present a very brief historical note on this topic starting from the late 1400s.

Leonardo da Vinci (1452-1519) produced the first recorded systematic experimental studies of friction, wear and bearings. Figure 2.1 shows some of Leonardo’s sketches demonstrating his studies on friction and bearings.

![Leonardo da Vinci sketches showing his experiments](image)

Figure 2.1. Leonardo da Vinci sketches showing his experiments to determine 1) the friction torque on a roller and half bearing; 2) the force of friction on a horizontal plane, using a pulley; 3) the influence of the apparent contact area on the force of friction (Persson, 2000).

Da Vinci was the first to state two basic laws of friction, 200 years before Isaac Newton defined the term *force*. Leonardo da Vinci wrote (Persson, 2000):
• “The friction made by the same weight will be of equal resistance at the beginning of its movement, although the contact may be of different breadth and length”;

• “Friction produces double the amount of effort if the weight be doubled.”

According to Persson (2000), Leonardo also introduced the coefficient of friction as the ratio between the friction force and the normal force (load). For polished and smooth surfaces, he concluded that “every friction body has a resistance of friction equal to one-quarter of its weight.”

Guillaume Amonton (1663-1705) rediscovered the frictional laws first discovered by Leonardo da Vinci. Leonhard Euler (1707-1783) introduced a mathematical method of approaching the law of dry friction (Popov, 2010). Euler believed that friction originates from the interlocking of triangular irregularities, was the first to distinguish between static and kinetic friction and introduced symbol \( \mu \) for the friction coefficient.

Charles August Coulomb (1736-1806) made a comprehensive study of friction and investigated the influence of five main factors on friction (Persson, 2000): a) the nature of the materials in contact and their surface coatings; b) the extent of the surface area; c) the normal pressure (or force); d) the length of time that the surfaces remained in stationary contact; e) ambient conditions such as temperature, humidity, and even vacuum. Coulomb considered that contacting surfaces are covered by flexible, elastic fibres that are similar to the hairs on a brush (Figure 2.2).

Coulomb summarised most of his results in the friction law known as the Amonton-Coulomb law

\[
F = \mu L, \tag{2.1}
\]

where \( F \) is the friction force; \( L \) is the normal force; and the friction coefficient \( \mu \) is
usually nearly independent of the normal force and of the sliding velocity (as long as it
is not too high or too low).

F. P. Bowden and D. Tabor (approximately 1940) gave a physical explanation for the
frictional laws. They noted that because of surface roughness, there is a significant
difference between the apparent and the real contact area. The real contact area
increases as the normal force increases, as more asperities come into contact and the
average area of each asperity contact grows. Bowden and Tabor stated that the real area
alone determines the magnitude of the friction force.

Makkonen (2012) proposed a new thermodynamic model of sliding friction. His theory
is based on the thermodynamic surface energy per unit area and refers to the excess
energy of a surface with respect to an atomically complete contact. The author
considered the growth and disappearance of the real nanoscale contacts. Makkonen
(2012) obtained the following final expression for the friction coefficient:

\[ \mu = \frac{\gamma_1 + \gamma_2 - \gamma_{1,2}}{2dH} \]

where \( \gamma_1 \) and \( \gamma_2 \) are the surface energies of solid 1 and solid 2, respectively; \( \gamma_{1,2} \) is the
surface energy for the solid 1-solid 2 interface; \( d \) is the characteristic length of the real
contact; and \( H \) is the indentation hardness of the softer material.

Significant contributions to the understanding of the friction and wear were also made
by Kragelsky (1968) and Rabinowicz (1995). With the development of the first atomic
force microscope (AFM) in 1986, scientists obtained a unique tool to study friction and
better understand the basic mechanics of friction at the atomic scale. However, the
mechanisms of friction at the macroscopic scale are not well understood and still need
to be studied. The development of supercomputers allowed simulations of realistic
sliding systems (Persson, 2000). The most recent achievement in contact mechanics and
friction was described in the book by Popov (2010).

### 2.2 Ice friction

It is well known that skiing and skating are possible and enjoyable because of the
unusually small friction coefficient. The pressure melting theory was once commonly
accepted as the explanation for skiing and skating. It was assumed that the force exerted
by a skate or ski on the ice beneath it causes a depression of the equilibrium melting-
point of the ice, thereby producing local surface melting (Hobbs, 2010). The thin melt
water layer was considered as a lubricant. Bowden and Hughes (1939), using the
Clausius-Clapeyron equations, showed the inadequacy of this earlier theory. The
authors also proposed that the lubricating liquid was produced as a result of heating due
to the work dissipated by the friction in the interface.

#### 2.2.1 Ice friction models

Ice friction is a very complex process, and different friction regimes may occur
depending on the properties of the sliding materials and test parameters (Kennedy et al.,
2000; Kietzig et al., 2010). Therefore, there is no universal model that satisfactorily
describes ice friction under all possible conditions. We will briefly present several existing ice friction models.

Evans et al. (1976) quantitatively developed a frictional heating theory proposed by Bowden and Hughes (1939). It was assumed that the heat produced by friction raises the temperature of the ice surface to its melting point and produces a small amount of water that lubricates the contact area. The largest amount of the frictional heat is conducted from the contact area into the slider and ice. Evans et al. (1976) calculated the dependence of the friction coefficient on the thermal conductivity of the slider, ambient temperature, and sliding velocity. They derived the following expression for the friction coefficient:

$$\mu = \frac{Ak(T_a - T_c)}{F_v} + \frac{B(T_a - T_c)}{F_v^n} + \mu_n,$$

(2.3)

where $A$ is a constant that depends on the size of the contact area, geometry, and nature of the slider surface; $k$ is the thermal conductivity of the slider; $T_a$ and $T_c$ are the ambient temperature and melting point temperature appropriate to the pressure, respectively; $F_v$ is the normal load; $v$ is the sliding velocity; and $B$ is defined as a function of $k$, dimensions of rectangular contact and thermal diffusivity of ice. The last term in Eq.(2.3), $\mu_n$, is the contribution of the friction coefficient due to the energy required to melt the ice surface layer. The authors estimated the maximum value of $\mu_n$ as 0.005 and concluded that this parameter makes a fairly small contribution to the total friction coefficient over much of the range of velocities.

Oksanen and Keinonen (1982) expanded upon the theory of Evans et al. (1976); specifically, they calculated the friction coefficient by assuming that the water layer formed by frictional heating was the only cause of friction. The frictional force was caused by viscous shear in a water layer between two materials. Transient heat conduction into the ice and slider was also assumed. The authors established the following final expression for the friction coefficient:

$$\mu = n^{1/4}H_{1/4}F_{n}^{-1/4} \left\{ \frac{1}{2} \frac{1}{2v} \left[ \Delta T_{1} (\lambda_{1} c_{1} \rho_{1})^{1/2} + \Delta T_{2} (\lambda_{2} c_{2} \rho_{2})^{1/2} \right] + \right. $$

$$\left. + \left[ \frac{1}{8v} \left( \Delta T_{1} (\lambda_{1} c_{1} \rho_{1})^{1/2} + \Delta T_{2} (\lambda_{2} c_{2} \rho_{2})^{1/2} \right)^{3/2} + \eta \lambda \rho \right]^{1/2} \right\} ^{1/2}$$

(2.4)

where $n$ is a number of contact points, $H_{i}$ can be interpreted as the indentation hardness of ice, $\eta$ is the viscosity of water, $h$ is the latent heat of melting for ice, $\rho$ is the water density, $\lambda$ is the coefficient of thermal conductivity, $c$ is the specific heat capacity, $\rho$ is the density, and $\Delta T$ is the temperature difference between the contact surface and bulk solid. Subscripts 1 and 2 refer to the ice and sliding material, respectively. Oksanen and Keinonen (1982) distinguished two temperature regions with distinct frictional behaviours. When the temperature difference $\Delta T (ice)$ is large, the heat conduction term...
is dominant over the viscous shear and the last term in Eq. (2.4) can be omitted. The same result is obtained for the zero water layer thickness. This result indicates that the generated frictional heat is mostly conducted in between the two solids and plays a negligible part in melting the ice. In this case, the friction coefficient is proportional to $v^{0.5}$. When the temperature differences $\Delta T_1$ and $\Delta T_2$ are small, the viscous shear term is dominant, suggesting that the available frictional heat melts the ice. In this case, the friction coefficient is proportional to $v^{0.5}$. Tikkanmäki et al. (2011) and Makkonen and Tikannmaki (2013) further developed this friction model taking into account depression of the equilibrium phase change temperature due to pressure, dependence of ice hardness on the temperature and squeeze-out of melt water film.

Akkok et al. (1987) proposed a model in which the softening temperature of ice is used as an upper bound for the surface temperature instead of the melting temperature. When the ice reaches the softening temperature, the contacting surface is easily abraded and removed by shear. Therefore, the authors assumed that all energy is conducted into the ice and slider and that no energy is consumed to melt the ice. Akkok et al. (1987) derived the following equation for the friction coefficient:

$$\mu = C \left( \frac{T_f - T_a}{P} \right)^{1/2} \left( \frac{kPC}{v b} \right)^{1/2},$$

(2.5)

where $b$ is the contact length, $P$ is the contact pressure, $C$ is a constant, $T_f$ is the softening temperature of the ice, and $T_a$ is the temperature of the approaching track.

Baurle et al. (2007) described a numerical model for polyethylene sliding on ice and snow for their tribometer experiments. In their model, the generated friction heat is dissipated by a combination of several mechanisms: dry friction, heat conduction, phase changes, shearing of water films, and the squeeze out. The total friction force was calculated using the following formula:

$$F_f = \mu_{dry} \cdot F_n \cdot A_{app} - \mu_{dry} \cdot h_{off} \cdot \frac{A_{off}}{A_{app}} \left( 1 - \frac{A_{off}}{A_{app}} \right),$$

(2.6)

where $\mu_{dry}$ is the friction coefficient in dry friction tests (a constant value of 0.3 was used), $A_{app} = 1 - A_{off}$ is the part of the apparent area ($A_{app}$) where dry friction is predominant, $h_{off}$ is the water film thickness, $\eta$ is the water viscosity, $F_n$ is the normal load, and $v$ is the sliding velocity. The water film in the sliding interface is governed by

$$\frac{\partial h_{off}}{\partial t} = \frac{1}{l} \left( \eta \cdot v^2 - \lambda \cdot \partial T |_{\sigma} \right) - \frac{8 \cdot h_{off} \cdot \sigma_c}{3 \cdot \eta \cdot D^2},$$

(2.7)

where $l$ is the volumetric latent heat of fusion, $\lambda$ is the thermal conductivity, and $\partial T |_{\sigma}$ represents the average temperature gradient at the interface. The last term in Eq. (2.7) considers the squeeze of the lubricating water, where $D$ and $\sigma_c$ are the contact
spot diameter and normal pressure, respectively. The basis for the model was a one-dimensional model of heat generation at the interface and heat flow into the slider and ice. The changing conditions in the direction of the sliding (changing film thickness and real contact area) were considered by performing several calculations along the slider. The authors used experimental data to extend the model and reproduce dependencies of the friction coefficient on the temperature and load. They noted that the calculation is very sensitive to the input parameters, such as ice roughness and contact diameter.

Maeno and Arakawa (2004) formulated a new theory of ice friction at very low sliding velocities (< 10⁻⁶ m s⁻¹) by improving the traditional adhesion theory of Tabor (1959). The authors considered the effect of junction growth by ice sintering. According to their theory the ice-ice friction coefficient is expressed as

\[ \mu = \frac{L \tau}{\sigma}, \]  

(2.8)

where \( \tau \) and \( \sigma \) are the shear and compressive strengths of ice at the interface, respectively, and \( L \) is a constant called the sintering factor for ice friction.

\[ L = \left[ 1 + 2C \left( \frac{r}{R} \right)^{\frac{p}{q}} \frac{R^p r^q}{v} \right]^{\frac{1}{2q}}, \]  

(2.9)

where \( C \) is a constant that depends on the temperature, \( p \) and \( q \) are numerical constants specified by the physical working mechanisms of ice sintering, \( r \) is the radius of the contact area of the asperities, \( R \) is the radius of the asperities (it was assumed that all asperities have a spherical shape and the same radius), and \( v \) is the sliding velocity. Calculations showed that \( L \) becomes significant at temperatures above -20°C.

All of the friction models presented above require that the real contact area and the amount, distribution, and size of the contact spots are known. Direct measurements of these parameters are problematic and, in most cases, impossible. These factors do greatly influence the results and are used as turning parameters in most models to fit the model with experimental data. The existing models do not consider the effect of ploughing, which is a significant contributor to the frictional resistance.

Another approach to model ice friction was proposed by Fortt and Schulson (2009) and Lishman et al. (2011). The authors focused on the sliding process in which the velocity and state change with time, similar to what occurs in the Arctic environment during the interaction of ice floes. Fortt and Schulson (2009) and Lishman et al. (2011) suggested using friction models and tests proposed earlier in rock mechanics (Gu et al., 1984; Ruina, 1983). Fortt and Schulson (2009) performed experiments in which the sliding velocity was “instantaneously” changed once the friction coefficient reached a steady-state value. The authors used the following phenomenological relationship to describe the friction coefficient:
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\[ \mu = \mu_0 + A \ln \left( \frac{V_s}{V} \right) + B \ln \left( \frac{V_s \theta}{D} \right), \]  

(2.10)

where \( \mu \) is the kinetic coefficient of friction, \( \mu_0 \) is the nominal coefficient of friction, \( V_s \) is the sliding velocity, \( \theta \) is a state variable (in units of time) dependent on time and displacement, \( A \) and \( B \) are constitutive parameters that measure the effects of rate and material state, respectively, \( V_s^* \) is a normalising constant, and \( D \) is a critical slip distance that is determined experimentally. Fortt and Schulson (2009) concluded that when velocity changes are confined to either the velocity-weakening or velocity-strengthening regime, the sensitivity of the friction coefficient to changes in the sliding velocity does not change and is comparable to that calculated from constant-velocity tests. However, when the sliding velocity is increased from the velocity-strengthening regime to the velocity-weakening regime and vice versa, the coefficient of friction is history dependent. The authors attributed this history dependence to the effect (or lack of effect) of cohesion across the sliding interface. Lishman et al. (2011) suggested using a single-state-variable constitutive law that predicts the nature of the memory effects in moving ice-ice contact.

\[ \mu = \mu_0 + \theta + A \ln \frac{V}{V_s}, \]

(2.11)

The effective friction \( \mu \) comprises of three terms: a constant term \( \mu_0 \), a rate-dependent term \( A \ln(V/V_s) \), and state dependence. The state dependence term is controlled by the dynamics of the second equation in Eq. (2.11). Here \( \theta \) is the state variable, \( t \) is time, \( V \) is the slip rate, \( V_s \) is a characteristic slip rate, and \( D \) is the critical slip displacement. \( A \), \( B \), and \( \mu_0 \) are empirically determined parameters of the model. Lishman et al. (2011) noted that Eq. (2.11) should be coupled with a spring slider model for the pushing force to correctly predict the dependence of the static friction coefficient on hold time. The proposed model was found to be in satisfactory agreement with the experimental data. The key parameter in the model was the critical slip displacement \( D \). The analysis of the experimental data showed that the critical slip displacement cannot be considered as a material constant for ice but that it varies with scale. In their recent paper Lishman et al. (2013) modified their model and suggested to use a critical slip time instead of a critical slip displacement. The critical slip time is the time over which critical slip occurs. Lishman et al. (2013) found that critical slip time remains constant over a range of slip rates and scales.

2.2.2 Experimental setups to study ice friction

There are several types of experimental setups to perform tests on ice friction.

The first type is using a turntable filled with ice. This technique was used in a number of ice friction studies reported in the literature (Akkok et al., 1987; Bäurle, 2006;
Calabrese et al., 1980; Kietzig et al., 2009; Oksanen and Keinonen, 1982). Evans et al. (1976) used a revolving ice at constant speed and two sliders supported on its surface by a pendulum frame. By measuring the deflection angle of the pendulum from its equilibrium position, the frictional force was obtained. This type of experimental setup has a very significant weak point: the sliding occurs between a slider and a sliding track (ice) in a repetitive manner. Therefore, the ice track during the friction tests will be heated, and a melt water layer will be formed that will drastically affect the results. To avoid this problem, Bäurle (2006) designed a tribometer with the diameter of the track at the position of the slider equal to 1.60 m. Thus, the ice surface was refrozen between two sequential passes of the slider. Similar precautions with some variations were taken by other authors (Evans et al., 1976; Oksanen, 1983). The vibration of the apparatus due to rotation is also an important issue that should be considered when using this type of setup.

Another type of experimental setup is a linear experimental device. In this case, the slider is forced to move along a straight line by a pulling mechanism and, therefore, constantly “meets” unmodified (“new”) ice. This type of setup was used by many authors (Forland and Tatinclaux, 1985; Frederking and Barker, 2002; Gavrilo, 1984; Kennedy et al., 2000; Lishman et al., 2011; Pritchard et al., 2012; Repetto-Llamazares et al., 2011; Ryvlin, 1973; Saeki et al., 1986; Schulson and Fortt, 2012; Sukhorukov et al., 2012; Tabata and Tusima, 1981; Tatinclaux and Murdey, 1985; Tusima and Tabata, 1979). The majority of the setups of this type used in above works have a significant problem: the applied pulling force is not applied along the same straight line as the frictional force. Therefore, an unbalanced moment arises, and non-uniform pressure is distributed over the contact interface. To avoid this problem, Lishman et al. (2011), Kennedy et al. (2000), and Schulson and Fortt (2012) used a special symmetrical arrangement with a double shear configuration. Two ice blocks were sliding on opposite faces of a third ice block located between them. Lishman et al. (2011) used a similar arrangement in their basin tests performed at the Hamburg Ice Basin (HSVA). The use of such an arrangement in field conditions is very demanding. Thus, in all tests performed in the field (Gavrilo, 1984; Pritchard et al., 2012; Ryvlin, 1973; Sukhorukov et al., 2012), a conventional setup was used where one ice block was pulled along a straight sliding track.
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3 Field investigation on the friction of sea ice against sea ice and steel

3.1 Introduction

Numerous studies have been performed to investigate the friction between ice and different materials (Calabrese et al., 1980; Forland and Tatinkleaux, 1985; Frederking and Barker, 2002; Liukkonen, 1988; Oksanen and Keinonen, 1982; Ryvlin, 1973; Saeki et al., 1986; Tatinkleaux and Murdey, 1985; Tusima and Tabata, 1979). Several friction models and theories (Akkok et al., 1987; Evans et al., 1976; Liukkonen, 1992; Oksanen and Keinonen, 1982) were developed and verified using the results obtained in small-scale laboratory tests. Until recently, fewer studies have focused on the sliding of ice on ice. To date, most ice-ice friction studies have employed small-scale laboratory tests (Fortt and Schulson, 2007; Fortt and Schulson, 2009; Fortt and Schulson, 2011; Kennedy et al., 2000; Maeno and Arakawa, 2004; Maeno et al., 2003; Repetto-Llamazares et al., 2011; Schulson and Fortt, 2012). Most of these laboratory tests were performed with artificially formed and very smooth ice surfaces (Kennedy et al., 2000; Maeno et al., 2003). Other tests on ice-ice friction were conducted when sliding occurred along Coulombic shear faults (Fortt and Schulson, 2007; Fortt and Schulson, 2009; Fortt and Schulson, 2011). In their tests, the authors used very small samples, and sliding of several millimetres occurred. Such well-controlled small-scale laboratory tests help to understand the physics of the ice friction and the effect of various parameters on the friction coefficient (e.g., sliding velocity, temperature, normal load), but the results may not be fully applicable to larger scales. Lishman et al. (2011) performed ice-ice friction tests in the Hamburg Ice Basin (HSVA) and used an analogy with the friction in rocks (Dieterich, 1978; Gu et al., 1984; Ruina, 1983). These authors proposed a rate- and state-dependent friction model for saline ice. A similar approach was used by Fortt and Schulson (2009). From an engineering perspective, it is important to compare how well the dependences obtained in the laboratory and basin tests describe friction processes in the field. To the best of our knowledge, only a limited amount of field data are available for sea ice-sea ice friction (Gavrilo, 1984; Pritchard et al., 2012; Ryvlin, 1973). In all of these tests, the authors used an elastic cable to pull ice blocks and studied the effect of the velocity, normal load, and presence of snow on the surface of the level ice.

This chapter presents description of setup development and results from the field tests performed during three field seasons (March-April 2010, 2011 and 2012) at Spitsbergen and in the Barents Sea on the friction of sea ice on sea ice and steel. The main purpose of the experiments was to determine the most important factors that affect the friction of sea ice on sea ice and corroded steel in field conditions and to determine whether the existing friction models (Evans et al., 1976; Oksanen and Keinonen, 1982) are in agreement with these data. The influences of the sliding velocity, air and ice track temperature, normal load, and ice block sliding direction in relation to the ice grain
orientation were studied. Furthermore, the presence of sea water in the sliding interface on the friction coefficient was investigated and discussed.

3.2 Development of the setup

Field experiments on the friction of sea ice on sea ice were performed in March and April of 2010, 2011 and 2012. In 2010, the tests were conducted near Akselöya Island at Spitsbergen (77°43.664 N, 14°46.565 E). In 2011, all the tests were performed in the Adventfjord (78°13.604 N, 15°38.637 E) at Spitsbergen. In 2012, some of the tests were conducted in the Van Mijenfjord at Spitsbergen, and the remainder was performed near Edgeøya Island (77°21.784 N, 24°05.743 E) in the Barents Sea.

Figure 3.3 shows photos of the experimental setups used in 2010-2012. In 2010, ice blocks were slid along the track using a pulling mechanism, which was driven by an electrical motor and operated at two speeds: 350 rpm and 1200 rpm. The motor was geared down using a system of gearing wheels, and three different pulling velocities were used in the tests. The pulling force was measured using a load cell attached between the pulling chain and the ice block. The mean velocity of the ice block was estimated roughly by dividing the sliding length by the elapsed time.

Significant modifications and improvements of the experimental setup were done in 2011. The improvements provided better control of sliding velocity and decreased compliance of the actuating mechanism. Unfortunately, we could not check whether setup modifications decreased stick-slip motion of sliding mass. The main reason for this is that sliding velocities in tests with different setups did not overlap. Figure 3.4 shows sketches of the experimental setups used in 2011 and 2012. In the tests, ice blocks were slid along tracks using a pulling mechanism driven by a linear actuator with a controlled velocity.

In 2011, the linear actuator (LA30, LINAK) with a stroke length of 40 cm was used in the tests as the pulling mechanism. The pulling velocity ranged from 6 mm s\(^{-1}\) to 43 mm s\(^{-1}\). The force was measured using a load cell attached between the ice block and a pulling rod. Depending on the expected load level, one of the two available load cells, having a capacity of 490 N and 1960 N, was used in the tests. The pulling rod was connected to the actuator shaft via a small sledge that prevented the shaft from revolving (Figure 3.4a). The load cell was supported in the horizontal position and attached at a height such that the rod was also close to horizontal alignment. A displacement transducer was used to measure the ice block position in time, and the average sliding velocity was obtained from these data. The actuator and displacement transducer were mounted on a plate of plywood, which was attached to the level ice by four ice screws. Data were collected using a CR100 data logger (Campbell Scientific) at a sampling rate of 50 Hz.
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Figure 3.1. Experimental setup used in 2010.

Figure 3.2. Experimental setup used in 2011.
In 2012, another linear actuator, LA36, with a stroke length of 100 cm was used. This actuator allowed ice blocks to be pulled at velocities of up to 110 mm s$^{-1}$. The actuator shaft did not revolve during the motion and could therefore be directly connected to the load cell (Figure 3.4b). In friction tests with a high normal load, the power of actuator LA36 was not sufficient. Therefore, actuator LA30 was used for these tests. The load cells, displacement transducer, and data acquisition system were the same as the experiments in 2011.

Two types of tests were performed to study the friction of sea ice on sea ice: “wet” friction tests and “dry” friction tests. In the “wet” friction tests, the interface between the sliding ice block and underlying ice was flooded with sea water (Figure 3.4 c-d), while in the “dry” friction test, the ice blocks slid along the “dry” level ice surface (Figure 3.4 a-b). The term “dry” friction test is not fully correct in our case because of the water layer that forms on the surface due to ice melting. Real dry ice friction can be achieved only at very low temperatures and low velocities, conditions that were not the case in our testing.

The experimental setup to perform “wet” friction tests is shown schematically in Figure 3.4(c-d). An ice block with horizontal dimensions of approximately 1.2 m by 0.90 m was cut from the level sea ice. The block was submerged horizontally under the water such that a water layer with a thickness ranging between 15 and 35 mm flooded the top surface of the block. To submerge the block and keep it stationary in the submerged
position, we used the following procedure: two 1.5-m-long boards were placed parallel to each other on the top of a floating ice block and were attached to the level ice by four ice screws. Four 35-mm-thick wooden prisms were inserted between the wooden boards and floating ice block such that the top surface of the block was submerged. In this position, the submerged ice block was attached with four ice screws to the boards to prevent the vertical displacement of the block.

Figure 3.4. Experimental setup: (a) 2011 (“dry” friction test); (b) Setup 2012 (“dry” friction test); (c) and (d) are the side and top views, respectively, of the setup used to perform the “wet” friction tests.

3.3 Experimental procedure and test parameters

The state of the sea ice surface observed in the field varied significantly. Temperature variations, the presence of precipitation in the form of rain and snow, flooding by sea water, and multiple cycles of freezing and melting are possible factors that influence sea ice surface roughness. Sliding on very uneven surfaces with bumps and dimples led to ice block wobble and large oscillations in the measured friction forces. Such data are difficult to interpret, and therefore, only ice with a sufficiently smooth surface was used in the tests. To prepare a sliding track, the top surface of the level ice was first carefully cleared from the snow with a shovel and then with a brush.
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The ice blocks used in the tests as sliders were obtained from the level sea ice and resembled rectangular prisms with a height ranging from 0.24 m to 0.35 m and horizontal dimensions ranging from 0.24 m to 0.37 m. The top and bottom surfaces of the sliding blocks were not specially prepared before the test. The idea was to study the friction when it occurs along natural surfaces. The roughness of the side surfaces of the ice blocks was created artificially during the sawing process. The ice block used in the tests in most cases did not reach thermal equilibrium with the air. The time between when an ice block was extracted from the level ice and used in the test varied between 20 min to 2 hr. Therefore, we reported the air temperature, ice track temperature, and temperature of the sliding surface of an ice block.

The effect of the sliding velocity, normal load, ice block sliding direction in relation to the ice columnar grain orientation, and surface polishing on the kinetic friction coefficient were studied in both the “dry” and “wet” friction tests.

The effect of sliding velocity in the 2011 tests was studied by pulling ice blocks at different sliding velocities along the same ice track. From run to run, the velocity was changed randomly and ranged between 6 mm s\(^{-1}\) and 43 mm s\(^{-1}\). The analysis showed that the first eight to ten measurements were fairly scattered because of surface polishing.

In the 2012 tests, the velocity range used in the tests ranged between 6 mm s\(^{-1}\) and 110 mm s\(^{-1}\). Two groups of tests were performed to study the effect of velocity. In the first group of tests, ice blocks were pulled along their bottom surface (skeleton layer) along the natural surface of the level ice. Each block was pulled at only one chosen velocity several times along the corresponding ice track. The values for the kinetic friction coefficient obtained in the first run for each block characterised the friction coefficient between the two natural surfaces and thus included the effect of surface smoothening.

In the second group of tests, an ice block slid along the same track many times. The velocity from run to run was changed in a cyclic order. In the first run, the ice block was pulled at the highest velocity, \(v_5\) (approximately 110 mm s\(^{-1}\)); in the second run at the slowest velocity, \(v_1\) (approximately 10 mm s\(^{-1}\)); in the third run at a velocity \(v_2 > v_1\); in the fourth run at a sliding velocity \(v_3 > v_2\), then at \(v_4 > v_3\), and finally again at the highest velocity, \(v_5\). This cycle of runs, where the velocity was changed in increasing order from \(v_1\) to \(v_5\), was repeated several times.

To study the effect of the normal load on the friction coefficient, thick steel plates with a weight of 343 N each were placed on top of the sliding block. Thus, it was possible to vary the normal load from approximately 250 N (the weight of the sliding ice block) to 2000 N when all five steel plates (dead weights) were placed on the top. The tests were performed for both the “dry” and “wet” friction conditions.

Growing in natural conditions, sea ice is a polycrystalline material with different structures, sizes and orientations of ice crystals at the top and at the bottom. The properties of sea ice depend on the size, the orientation of its crystals, its salinity, its temperature, its density and the presence of impurities (Loset et al., 2006). The top surface of the level ice is granular ice with randomly oriented crystals and ice platelets <
0.5 mm thick (Løset et al., 2006; Weeks, 2010). Below the granular layer, there is typically a fairly thin transition zone (5 to 30 cm), where crystal orientation undergoes a rapid change. The ice below the transition zone is called columnar ice, with the dominant crystals having their c-axes horizontal and showing pronounced elongation parallel to the direction of heat flow. The average crystal size in columnar (S2) ice is equal to 10 mm. On the bottom of the growing sea ice, a mushy layer, also called a skeleton layer, is formed. Figure 3.5 shows two horizontal and one vertical thin sections of the level sea ice that was used in the tests in 2011. The salinity at the top, middle and bottom of the ice block was 8.7 ppt, 7.4 ppt and 11.9 ppt, respectively.

Figure 3.5. Thin sections of the first year sea ice used in the 2011 tests: (a) horizontal thin section of the top level of sea ice with granular structure; (b) horizontal thin section of the bottom level of the sea ice with columnar structure; (c) vertical thin section of the level ice from the transition zone, when ice changes its structure from granular to columnar.

The effect of the ice block sliding direction in relation to the ice columnar grain orientation was investigated by placing the ice blocks on their various sides and pulling them along the track. Four different block orientations are shown in Figure 3.6. The sliding configuration in which the bottom surface of the ice block slid on the top surface of the level ice is denoted as bottom-top. The second sliding configuration is denoted as side(l)-top, which corresponds to the case in which the ice block was placed on its side and pulled along the ice growth direction on the top surface of the level ice. The sliding
configuration in which the ice block was placed on its side and pulled perpendicular to the ice growth direction is denoted as side(⊥)-top. In the final configuration, denoted as top-top, the top surface of the ice block (granular ice) was pulled along the ice track.

Several edge sliding tests were performed to study edge sliding effect on the friction coefficient in 2011. The ice block was placed on its edge and kept aligned by a wooden frame (Figure 3.7). The frame did not carry the horizontal load due to the pinned connection between its parts and thus did not influence the measured friction force. In the tests, the ice block was pulled both perpendicular and parallel to its edge along the “dry” level ice surface.

The effect of the stationary contact time on the static friction coefficient was studied in both the 2011 and 2012 tests. In these tests, the ice block was pulled along the track for a small distance and then stopped for a certain time (the hold time or stationary contact time ranged from 5 s to 960 s). The ice block was then pulled again and stopped again. In our tests, the first peak load was associated with the static friction force. Some authors distinguish the break-away friction coefficient from the static friction coefficient (Calabrese et al., 1980; Olsson et al., 1998). According to Olsson et al. (1998), where static friction is the friction when sticking and the break-away force is the force required to overcome the static friction and initiate motion. The break-away friction force varies significantly with the hold time (time during which the surfaces were in stationary contact) and the rate of increase of the external load. In the current paper, we do not distinguish break-away friction from the static friction.
3.4 Results

The main focus in the tests was to study friction of sea ice on sea ice. Nevertheless some tests were performed to study friction of sea ice on corroded steel. The results are given separately in subsections below.

Two distinctive sliding regimes were observed in the tests. The first regime (shown in Figure 3.8) is associated with steady sliding. The first peak load corresponds to the force needed to overcome static friction. After sliding was initiated, the pulling force had to balance the kinetic friction force. The static and kinetic friction coefficients were calculated using the well-known expression

\[ \mu = \frac{F_f}{F_n}, \]  

where \( F_f \) is the static or kinetic friction force and \( F_n \) is the normal load. The kinetic friction force was obtained by taking an average of the measured friction force over the time when the ice block was steadily sliding.

The second regime is associated with the stick-slip motion shown in Figure 3.9. The stick-slip regime was observed in some tests at a low sliding velocity. Fourier analyses indicated that load oscillations in the stick-slip regime had frequencies between 20 Hz and 25 Hz. Our acquisition system did not allow us to sample data at rates higher than 50 Hz. Therefore, we obtained very few points per stick-slip cycle. In future tests, an acquisition system with higher sampling rates should be used. In tests where stick-slip was observed, the static and kinetic friction forces were calculated in the same manner as in the tests without stick-slip. The value for the kinetic friction coefficient was obtained using the middle portion of the temporal variation of the friction force.
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Figure 3.8. Temporal variations of the frictional force (steady sliding regime). The normal force was $F_n = 276.8$ N, the apparent contact area $S_a = 0.0714$ m$^2$, the sliding velocity $v = 87.7$ mm s$^{-1}$, $T_{air} = -2^\circ$C, $T_{track} = -2.9^\circ$C, and the ice block sliding surface temperature $T_{ice\ block} = -2.3^\circ$C. The bottom-top sliding configuration was used in the tests.

Figure 3.9. Temporal variations of the friction force in the friction tests (stick-slip regime). The normal force was 242.4 N, $S_a = 0.101$ m$^2$, $v = 5.4$ mm s$^{-1}$, the air temperature $T_{air} = -10.6^\circ$C, $T_{track} = -5.5^\circ$C, and $T_{ice\ block} = -4.4^\circ$C. The bottom-top sliding configuration was used in the tests.
3.4.1 Ice-ice friction

Effect of repeated sliding on the kinetic friction coefficient

Microscopic surface topography (roughness) of the contacting surfaces influences the friction coefficient. The ice surface changes significantly during the sliding because of the improvement in the alignment of the opposing faces, deformation and breakage of the contacting asperities, surface melting, and re-freezing. In this section, we present the results from four sets of tests in which the ice blocks slid repeatedly over the same ice track. The experimental parameters are presented in Table 3.1, and the results in Figure 3.10.

The highest value for the kinetic friction coefficient was obtained in the first run, when natural ice surfaces slid against each other. The following runs with the same surfaces led to a significant decrease in the kinetic friction coefficient. In test sets Rs2 and Rs4, the friction coefficient decreased by a factor of ten (from 0.48 to 0.05). In two other sets (Rs1 and Rs4), the kinetic friction coefficient also decreased with the number of runs, but the change was not as significant as in the other tests.

Table 3.1. Experimental parameters in the tests with surface smoothening due to repeated sliding over the same ice track.

<table>
<thead>
<tr>
<th>Set no.</th>
<th>Configuration</th>
<th>Interface</th>
<th>(T_{\text{track}}) (^{{}^\circ}\text{C})</th>
<th>(T_{\text{ice block}}) (^{{}^\circ}\text{C})</th>
<th>(T_{\text{air}}) (^{{}^\circ}\text{C})</th>
<th>(F_n) (N)</th>
<th>(S_a) (m(^2))</th>
<th>(v) (mm s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rs1</td>
<td>Bottom-top</td>
<td>“Dry”</td>
<td>-5.4</td>
<td>-5.0</td>
<td>-11.6</td>
<td>260.1</td>
<td>0.112</td>
<td>101.3 ± 4.8</td>
</tr>
<tr>
<td>Rs2</td>
<td>Bottom-top</td>
<td>“Wet”</td>
<td>-1.8</td>
<td>-1.8</td>
<td>-12.4</td>
<td>207.2</td>
<td>0.101</td>
<td>92.4 ± 9.3</td>
</tr>
<tr>
<td>Rs3*</td>
<td>Bottom-top</td>
<td>“Dry”</td>
<td>-11.2</td>
<td>-6.0</td>
<td>-13.2</td>
<td>314.8</td>
<td>0.075</td>
<td>98.8 ± 3.0</td>
</tr>
<tr>
<td>Rs4</td>
<td>Top-top</td>
<td>“Dry”</td>
<td>-5.7</td>
<td>-6.1</td>
<td>-11.4</td>
<td>243.2</td>
<td>0.102</td>
<td>101.1 ± 6.0</td>
</tr>
</tbody>
</table>

*The test set was performed in the Van Mijenfjord at Spitsbergen. The rest of the tests were done in the Barents Sea.
Figure 3.10. Dependence of the kinetic friction coefficient on run number in tests with surface smoothening. The test parameters are listed in Table 3.1. Test sets Rs1, Rs2 and Rs4 were performed with ice in the Barents Sea. The test set Rs3 was performed in the Van Mijenfjord at Spitsbergen.

**Effect of the velocity on the kinetic friction coefficient**

The effect of the sliding velocity on the kinetic friction coefficient was studied in different sets of experiments. In the first set of experiments, we studied the effect of velocity when sliding occurred between natural (unsmoothed) surfaces. A total of 13 ice blocks were used for this type of test. Each ice block slid on its bottom (skeleton layer)/top surface on a corresponding ice track (snow-free, level ice surface). In total, each block had three runs along the same ice track. In the second set of tests, the ice block slid along the same ice track many times. The block was pulled at different velocities, which changed in a cyclic order, as described in Section 3.2. In these experiments, both surface smoothening and the sliding velocity affected the friction coefficient. In the third set of tests, the sliding occurred between preliminary smoothed surfaces, and the velocity changed in a random order. Three sliding configurations were tested: bottom-top, side(⊥)-top, and side(∥)-top.

A. Friction between natural (unsmoothed) sea ice surfaces

The ice blocks sawn from the level ice slid on their bottom (skeleton layer) or top surfaces on a snow-free, level ice surface. Three series of tests were performed during the field season in 2012. One test series was performed in the Van Mijenfjord at Spitsbergen (bottom-top sliding configuration), and two test sets were performed in the Barents Sea close to Edgeøya Island for the top-top (Series 1) and bottom-top (Series 2) sliding configurations. The test parameters and static and kinetic friction coefficients are listed in Table 3.2.
Table 3.2. Test parameters and static and kinetic friction coefficients. The effect of the velocity is studied when sliding occurs between natural (unsmoothed) surfaces. Each block slid on the corresponding ice track three times at a certain velocity. The average values from the three runs for the static and kinetic friction coefficients are given.

<table>
<thead>
<tr>
<th>Block</th>
<th>$v$ (mm s$^{-1}$)</th>
<th>$T_{track}$ (°C)</th>
<th>$T_{ice block}$ (°C)</th>
<th>$T_{air}$ (°C)</th>
<th>$F_n$ (N)</th>
<th>$S_a$ (m$^2$)</th>
<th>$\mu_{st}$</th>
<th>$\mu_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VM1</td>
<td>104.8 ± 0.3</td>
<td>-2.4</td>
<td>-2.4</td>
<td>-2 ± 1</td>
<td>298.8</td>
<td>0.084</td>
<td>0.63 ± 0.06</td>
<td>0.41 ± 0.03</td>
</tr>
<tr>
<td>VM2</td>
<td>6.4 ± 2.0</td>
<td>-2.9</td>
<td>-2.9</td>
<td>-2 ± 1</td>
<td>294.8</td>
<td>0.114</td>
<td>0.55 ± 0.06</td>
<td>0.43 ± 0.01</td>
</tr>
<tr>
<td>VM3</td>
<td>48.3 ± 2.8</td>
<td>-2.7</td>
<td>-2.4</td>
<td>-2 ± 1</td>
<td>312.8</td>
<td>0.082</td>
<td>0.67 ± 0.13</td>
<td>0.42 ± 0.01</td>
</tr>
<tr>
<td>VM4</td>
<td>16.6 ± 1.1</td>
<td>-2.9</td>
<td>-2.8</td>
<td>-2 ± 1</td>
<td>276.8</td>
<td>0.068</td>
<td>0.51 ± 0.12</td>
<td>0.42 ± 0.01</td>
</tr>
<tr>
<td>VM5</td>
<td>38.6 ± 0.6</td>
<td>-2.9</td>
<td>-2.3</td>
<td>-2 ± 1</td>
<td>269.8</td>
<td>0.068</td>
<td>0.77 ± 0.27</td>
<td>0.44 ± 0.03</td>
</tr>
<tr>
<td>VM6</td>
<td>87.2 ± 0.8</td>
<td>-2.9</td>
<td>-2.7</td>
<td>-2 ± 1</td>
<td>310.8</td>
<td>0.082</td>
<td>0.59 ± 0.01</td>
<td>0.41 ± 0.03</td>
</tr>
</tbody>
</table>

Tests in the Van Mijenfjord at Spitsbergen

<table>
<thead>
<tr>
<th>Block</th>
<th>$v$ (mm s$^{-1}$)</th>
<th>$T_{track}$ (°C)</th>
<th>$T_{ice block}$ (°C)</th>
<th>$T_{air}$ (°C)</th>
<th>$F_n$ (N)</th>
<th>$S_a$ (m$^2$)</th>
<th>$\mu_{st}$</th>
<th>$\mu_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1BS1</td>
<td>16.8</td>
<td>-4.7</td>
<td>-4.9</td>
<td>-8.8</td>
<td>242.4</td>
<td>0.976</td>
<td>0.8</td>
<td>0.52</td>
</tr>
<tr>
<td>S1BS2</td>
<td>60.7 ± 1.8</td>
<td>-5.7</td>
<td>-5.9</td>
<td>-10.8</td>
<td>266.2</td>
<td>0.112</td>
<td>0.86 ± 0.10</td>
<td>0.43 ± 0.01</td>
</tr>
<tr>
<td>S1BS3</td>
<td>97.8 ± 4.1</td>
<td>-5.7</td>
<td>-6.1</td>
<td>-11.4</td>
<td>243.2</td>
<td>0.102</td>
<td>0.76 ± 0.30</td>
<td>0.44 ± 0.01</td>
</tr>
</tbody>
</table>

Tests in the Barents Sea, Series 1

<table>
<thead>
<tr>
<th>Block</th>
<th>$v$ (mm s$^{-1}$)</th>
<th>$T_{track}$ (°C)</th>
<th>$T_{ice block}$ (°C)</th>
<th>$T_{air}$ (°C)</th>
<th>$F_n$ (N)</th>
<th>$S_a$ (m$^2$)</th>
<th>$\mu_{st}$</th>
<th>$\mu_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2BS1</td>
<td>12.1 ± 6.5</td>
<td>-5.5</td>
<td>-4.4</td>
<td>-10.6</td>
<td>242.4</td>
<td>0.101</td>
<td>0.86 ± 0.17</td>
<td>0.49 ± 0.05</td>
</tr>
<tr>
<td>S2BS2</td>
<td>37.1 ± 0.7</td>
<td>-4.0</td>
<td>-4.1</td>
<td>-10.5</td>
<td>251.9</td>
<td>0.111</td>
<td>0.71 ± 0.38</td>
<td>0.46 ± 0.05</td>
</tr>
<tr>
<td>S2BS3</td>
<td>58.4 ± 2.8</td>
<td>-5.1</td>
<td>-5.0</td>
<td>-12.0</td>
<td>243.3</td>
<td>0.099</td>
<td>0.74 ± 0.23</td>
<td>0.42 ± 0.03</td>
</tr>
<tr>
<td>S2BS4</td>
<td>91.2 ± 1.3</td>
<td>-5.2</td>
<td>-4.8</td>
<td>-11.9</td>
<td>266.3</td>
<td>0.112</td>
<td>0.73 ± 0.37</td>
<td>0.44 ± 0.05</td>
</tr>
</tbody>
</table>

Tests in the Barents Sea, Series 2

Figure 3.11 shows the dependence of the kinetic friction coefficient on the sliding velocity. The kinetic friction coefficient was found to be independent of the velocity when sliding occurred along unprepared, natural surfaces. Repeated runs over the same track led to a decrease in the kinetic friction coefficient in all tests.
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Figure 3.11. Kinetic friction coefficient versus sliding velocity in tests with natural ice surfaces. Three test series were performed: (1) tests in the Van Mijenfjord at Spitsbergen (VM1 - VM6), (2) tests in the Barents Sea, Series 1 (S1BS1 – S1BS3), (3) tests in the Barents Sea, Series 2 (S2BS1 – S2BS4). The test parameters are listed in Table 3.2.

The values for the static friction coefficient ranged between 0.44 and 1.15. Such scatter in the static friction coefficient values could be explained by the different hold times (the time during which the ice block was stationary before sliding and necking between asperities in the two surfaces could occur). Another reason for scatter could be the low sampling frequency (50 Hz). Therefore, the highest value for the friction force likely was not always registered.

B. Friction on gradually smoothening surfaces

When sliding surfaces become smoother, the sliding velocity becomes more important for the kinetic friction coefficient. In this set of tests, the sliding velocity changed from run to run in a cyclic order. Figure 3.12 shows how the kinetic friction coefficient depends on the velocity and run number. Together with decrease in the friction coefficient due to repeated sliding, we can clearly see the change in the friction coefficient due to change in sliding velocity.

C. Sliding on smoothed surfaces

Figure 3.13 shows the effect of velocity in “dry” friction tests for three different sliding configurations. Several first runs for each sliding configuration were removed from the plot to minimise the effect of surface smoothening and thus the significant decrease in the kinetic friction coefficient from run to run. The sliding velocity in the tests was changed in a random order. The kinetic friction coefficient was found to be independent of the sliding configuration when sliding occurred between preliminary smoothed contacting surfaces, which is in agreement with previously reported conclusions.
The entire dataset was fit with a function proportional to $v^{-1/2}$, which is in agreement with the friction models (Akkok et al., 1987; Evans et al., 1976; Oksanen and Keinonen, 1982). Similar values for the kinetic friction coefficient and its velocity dependence were observed in the “wet” friction tests.

Figure 3.12. Kinetic friction coefficient versus sliding velocity (left figure) and run number (right figure) in the same set of tests. Markers with the same colour correspond to approximately equal sliding velocities. Test parameters: $F_n = 208.5$ N, $S_a = 0.088$ m$^2$, $T_{air} = -12.7^\circ$C, $T_{track} = -3.9^\circ$C and $T_{ice block} = -5.7^\circ$C. The bottom-top sliding configuration was used in the tests.

Figure 3.13. Kinetic friction versus sliding velocity for three sliding configurations in the “dry” friction tests. The normal loads and apparent contact area are $F_n = 620$ N, $S_a = 0.0765$ m$^2$ for the bottom-top sliding configuration, respectively; $F_n = 620$ N and $S_a = 0.0822$ m$^2$ for the side(↑)–top sliding configuration; and $F_n = 560$ N and
$S_a = 0.0588 \text{ m}^2$ for the side(∥)-top sliding configuration. The tests were performed at an air temperature of $T_{air} = -22^\circ \text{C}$. The tests were performed in the Advent fjord in 2011. The velocity in the fit equation has units of mm s$^{-1}$.

**Effect of the temperature on the kinetic friction coefficient**

In field conditions, the top surface of the level ice, sliding ice block, and air normally have different temperatures, and all of these temperatures may affect the friction coefficient. The dependences of the kinetic friction coefficient on the air temperature and ice track temperature were studied in both the “dry” and “wet” friction tests. The sliding velocity in all tests was the same (40.9 ± 2.6 mm s$^{-1}$), while the normal load, apparent contact area, and surface roughness were different. The data obtained in the tests were significantly scattered and a firm trend could not be observed (Figure 3.14 and Figure 3.15). Both high (approximately 0.5) and low (approximately 0.05) values for the kinetic friction coefficient were obtained in tests at various air and ice track temperatures. The highest values for the friction coefficients were observed in tests where sliding occurred between natural surfaces (the first run). The kinetic friction obtained in the following runs decreased with run number.

![Figure 3.14](image_url)  
Figure 3.14. Kinetic friction coefficient versus air temperature in the “dry” and “wet” friction tests. The sliding velocity was 40.9 ± 2.6 mm s$^{-1}$. $S_a$ was between 0.056 m$^2$ and 0.110 m$^2$, and $F_n$ was between 214 N and 568 N.
Figure 3.15. Kinetic friction coefficient versus ice track temperature in the “dry” and “wet” friction tests. The sliding velocity was $40.9 \pm 2.6 \text{ mm s}^{-1}$. $S_a$ was between 0.056 m$^2$ and 0.110 m$^2$, and $F_n$ was between 214 N and 568 N.

It was pointed out above that the alignment of the opposing sliding faces and the decrease in ploughing component of the frictional resistance (due to ice surfaces changes) lead to significant decrease in the kinetic friction coefficient. Since we could not control the roughness of the ice surfaces, and in different tests the ice likely had different microscopic topography, it is impossible to find pure effects of the temperature on the friction coefficient in our field tests. Another aspect is that the strength and mechanical behaviour of ice are surely affected by temperature. Thus an increase of ice temperature may cause a more rapid “run in” and smoothening of the interacting surfaces.

**Normal load effect**

The effect of the normal load on the kinetic and static friction coefficients was studied in the “dry” and “wet” friction tests. The bottom-top sliding configuration was used in both sets of tests. The experimental parameters are listed in Table 3.3. Figure 3.16 shows the photos of the experimental sides in tests where effect of normal load was studied.

Table 3.3. Experimental parameters for the tests studying the effect of a normal load on the static and kinetic friction coefficients. The normal load ranged between 300 N and 2100 N. The bottom-top sliding configuration was used in these tests.

<table>
<thead>
<tr>
<th>Interface</th>
<th>$v$ (mm s$^{-1}$)</th>
<th>$T_{\text{track}}$ (°C)</th>
<th>$T_{\text{ice block}}$ (°C)</th>
<th>$T_{\text{air}}$ (°C)</th>
<th>$S_a$ (m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Dry”</td>
<td>28.2 ± 5.2</td>
<td>-6.4</td>
<td>-3.5</td>
<td>-9.7</td>
<td>0.112</td>
</tr>
<tr>
<td>“Wet”</td>
<td>30.9 ± 6.4</td>
<td>-1.8</td>
<td>-1.8</td>
<td>-11.6</td>
<td>0.097</td>
</tr>
</tbody>
</table>
Figure 3.17 shows the static and kinetic friction forces plotted versus the normal load. The data can be fit with the following linear function:

\[ F = \mu F_n + F_0, \quad (3.2) \]

where \( \mu \) and \( F_0 \) are constants and \( F_n \) is the normal load. In the literature, the constants \( \mu \) and \( F_0 \) are sometimes called the true friction coefficient and initial cohesion force, respectively (Tatinclaux, 1989). The difference between the true friction coefficient and the friction coefficient defined by Eq. (3.1) disappears when the initial cohesion force is equal to zero. The presence of sea water in the sliding interface did not have a significant effect on the static and kinetic friction forces (Figure 3.17).

Figure 3.16. Test arrangements to study effect of normal load in “dry” and “wet” friction tests.

**Sliding on the ice block edge**

Sliding on ice block edges is more likely than sliding along the flat surfaces in rafting, ridge-building and pile-up processes. Several tests were performed to study the effect of edge sliding on the friction coefficient. The same ice block was first pulled 12 times parallel to its edge, then turned 90° and pulled 12 times perpendicular to the edge. The normal load was the same in both types of tests, \( F_n = 190.4 \) N, while the apparent contact area increased during the tests mainly due to wear of the ice block edge. Apparent contact area, measured after the tests when sliding occurred parallel to the edge, was 17.4 cm². Apparent contact area increased to 23.2 cm² after 12 slides.
perpendicular to the ice block edge. The values for the friction coefficient and its
dependence on velocity in the edge sliding tests are very similar to the results obtained
in tests in which sliding occurred along the ice block side (Figure 3.18).
The results from the other edge sliding tests showed similar effects of the sliding
velocity on the friction coefficient but significant scatter in friction coefficient values.
The effect of temperature might be the main reason for these discrepancies.

Figure 3.17. Kinetic and static friction forces versus normal load in the “dry” and “wet”
friction tests. The experimental parameters are presented in Table 3.3.

Figure 3.18. Sliding on the edge of the ice block. Sliding along the ice block edge and
perpendicular to it was studied. $T_{av} = –14^\circ C$, normal load $F_n = 190.4$ N. Apparent
contact area ($S_a$) was 17.4 cm$^2$ after the tests with sliding $\parallel$ to the edge, and 23.2 cm$^2$
after the tests with sliding $\perp$ to the edge, respectively.
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**Static friction coefficient and its dependence on the hold time**

Five sets of tests (StF1-StF5, see Table 3.4) were performed to study the effect of the hold time on the static friction coefficient. The hold time ranged between 5 s and 960 s. The contacting surfaces of the ice blocks used in the tests had different surface roughnesses and structures (see Figure 3.19). Test sets StF1-StF4 were performed under “dry” conditions, whereas test set StF5 was performed under the “wet” condition. In all test sets, the static friction coefficient increased with an increase in the hold time. A slightly lower static friction coefficient was measured in the “wet” friction tests (Figure 3.19).

Table 3.4. Experimental conditions and obtained static friction coefficient in tests with hold times.

<table>
<thead>
<tr>
<th>Set no.</th>
<th>(F_n) (N)</th>
<th>(S_a) (m²)</th>
<th>(T_{air}) (°C)</th>
<th>(T_{ice block}) (°C)</th>
<th>(T_{track}) (°C)</th>
<th>(v) (mm s(^{-1}))</th>
<th>Hold time (s)</th>
<th>Data points</th>
<th>(\mu_{st})</th>
</tr>
</thead>
<tbody>
<tr>
<td>StF1</td>
<td>402</td>
<td>0.116</td>
<td>-13.6</td>
<td>-8</td>
<td>-11.8</td>
<td>40</td>
<td>5</td>
<td>2</td>
<td>0.69 ± 0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>3</td>
<td>0.86 ± 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>3</td>
<td>0.76 ± 0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>320</td>
<td>3</td>
<td>1.29 ± 0.11</td>
</tr>
<tr>
<td>StF2</td>
<td>427</td>
<td>0.088</td>
<td>-13.6</td>
<td>-11.8</td>
<td>-13.4</td>
<td>40</td>
<td>5</td>
<td>4</td>
<td>0.71 ± 0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>3</td>
<td>0.75 ± 0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>3</td>
<td>0.87 ± 0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>320</td>
<td>3</td>
<td>0.96 ± 0.19</td>
</tr>
<tr>
<td>StF3</td>
<td>332.6</td>
<td>0.095</td>
<td>-12</td>
<td>-11.5</td>
<td>-11</td>
<td>40</td>
<td>5</td>
<td>5</td>
<td>0.65 ± 0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>4</td>
<td>0.85 ± 0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>4</td>
<td>0.98 ± 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>320</td>
<td>4</td>
<td>0.89 ± 0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>960</td>
<td>5</td>
<td>1.26 ± 0.03</td>
</tr>
<tr>
<td>StF4</td>
<td>326.5</td>
<td>0.083</td>
<td>-6.9</td>
<td>-</td>
<td>-</td>
<td>36.0</td>
<td>5</td>
<td>11</td>
<td>0.82 ± 0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>9</td>
<td>0.93 ± 0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>2</td>
<td>1.06 ± 0.01</td>
</tr>
<tr>
<td>StF5</td>
<td>295.6</td>
<td>0.09</td>
<td>-18</td>
<td>-1.8</td>
<td>-1.8</td>
<td>36.3</td>
<td>5</td>
<td>6</td>
<td>0.6 ± 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>8</td>
<td>0.66 ± 0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80</td>
<td>6</td>
<td>0.82 ± 0.13</td>
</tr>
</tbody>
</table>
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3.4.2 Ice-steel friction

Friction between sea ice and corroded steel was studied using the same experimental setup as in the ice-ice friction tests. A steel plate with horizontal dimensions of 60 cm by 120 cm was attached by ice screws to the level ice. Figure 3.20 and Figure 3.21 show the test arrangements used to study the friction between sea ice and steel in “dry” and “wet” conditions, respectively. The steel surface was corroded and had a mean surface roughness $R_a = 10.7 \mu m$. In the ice-steel friction test, the effects of the normal load, the presence of sea water in the sliding interface and the sliding configuration were studied.

**Normal load effect**

Figure 3.22 and Figure 3.23 show the kinetic and static friction force versus the normal load in the ice-steel friction tests. Two sliding configurations were tested: bottom – top (steel surface) and top – top (steel surface). The experimental parameters and conditions are listed in Table 3.5. A linear relationship between both the kinetic and the static friction forces and the normal load was observed. No clear effects of the sliding configuration or the presence of sea water in the interface were detected. The values for the static and kinetic friction coefficients are presented in Table 3.6. The kinetic friction coefficient between ice and corroded steel obtained in our tests is in agreement with the results obtained by Ryvlin (1973) and Saeki et al. (1986). However, we obtained somewhat higher values for the static friction coefficient. This difference in results may be attributed to the differences in roughness of ice and steel as well as in hold time.

Figure 3.19. Static friction coefficient versus hold time. Four test sets were performed in “dry” conditions and one in “wet” conditions. To avoid overlap, the points on the time scale are displaced.
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Figure 3.20. Test arrangement used in the friction test between steel and sea ice in “dry” conditions.

Figure 3.21. Test arrangement used in the friction test between steel and sea ice in “wet” conditions.
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Figure 3.22. Kinetic friction force versus normal load in “wet” and “dry” ice-steel friction tests. The experimental parameters are listed in Table 3.5.

Figure 3.23. Static friction force versus normal load in “wet” and “dry” ice-steel friction tests. The experimental parameters are listed Table 3.5.
Table 3.5. Experimental parameters in ice-steel friction tests where the effect of the normal load on the static and kinetic friction coefficients was studied. The normal load ranged between 300 N and 2100 N.

<table>
<thead>
<tr>
<th>Set no.</th>
<th>Sliding Configuration</th>
<th>Surface condition</th>
<th>$S_a$ (m²)</th>
<th>$T_{air}$ (°C)</th>
<th>$T_{ice\ block}$ (°C)</th>
<th>$T_{track}$ (°C)</th>
<th>$v$ (mm s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nd1</td>
<td>Bottom-steel</td>
<td>Dry</td>
<td>0.094</td>
<td>-9.8</td>
<td>-7.6</td>
<td>-</td>
<td>37.7 ± 1.4</td>
</tr>
<tr>
<td>Nd2</td>
<td>Bottom-steel</td>
<td>Wet</td>
<td>0.128</td>
<td>-11.6</td>
<td>-1.8</td>
<td>-1.8</td>
<td>38.7 ± 2.0</td>
</tr>
<tr>
<td>Nd3</td>
<td>Top-steel</td>
<td>Dry</td>
<td>0.107</td>
<td>-11.3</td>
<td>-7.6</td>
<td>-</td>
<td>38.2 ± 2.2</td>
</tr>
<tr>
<td>Nd4</td>
<td>Top-steel</td>
<td>Wet</td>
<td>0.098</td>
<td>-11.3</td>
<td>-1.8</td>
<td>-1.8</td>
<td>38.3 ± 1.5</td>
</tr>
</tbody>
</table>

Table 3.6. Static and kinetic friction coefficients obtained in the ice-steel friction tests. Experimental parameters are listed in Table 3.5.

<table>
<thead>
<tr>
<th>Set no.</th>
<th>Sliding configuration</th>
<th>Surface condition</th>
<th>$\mu_{st}$</th>
<th>$\mu_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nd1</td>
<td>Bottom-steel</td>
<td>Dry</td>
<td>0.43 ± 0.09</td>
<td>0.12 ± 0.03</td>
</tr>
<tr>
<td>Nd2</td>
<td>Bottom-steel</td>
<td>Wet</td>
<td>0.36 ± 0.09</td>
<td>0.13 ± 0.04</td>
</tr>
<tr>
<td>Nd3</td>
<td>Top-steel</td>
<td>Dry</td>
<td>0.50 ± 0.12</td>
<td>0.11 ± 0.02</td>
</tr>
<tr>
<td>Nd4</td>
<td>Top-steel</td>
<td>Wet</td>
<td>0.40 ± 0.05</td>
<td>0.09 ± 0.02</td>
</tr>
</tbody>
</table>

3.5 Discussion

The decrease in the kinetic friction coefficient observed in the tests when the ice blocks repeatedly slid over the same corresponding ice tracks (see Figure 3.10) can be related to the changes in the contacting surfaces. Initially, rough natural ice block and level ice surfaces become smoother during the sliding process because of an improvement with sliding in the alignment of the opposing faces, partial fracturing of the interlocking asperities and surface melting. The biggest change in the ice surface roughness (and in the friction coefficient) occurs during several first runs. The possible explanation could be that owing to macroscopic topography natural surfaces of sea ice fit together rather poorly until they have been run in, such that the resistance to initial sliding is caused mostly by ploughing. In subsequent runs smoothing takes place and thus the kinetic friction coefficient does not change significantly and finally reaches a constant value. In our tests, the measurements of the ice surface roughness were not systematic, and therefore, we could not correlate them to the kinetic friction coefficients. In the future, field tests should be performed to study more carefully this dependence. In natural conditions during rafting, ridge build-up, and ice floe interactions, the roughness of the ice surfaces changes continuously. The effect of the roughness with different materials sliding on ice has been investigated experimentally in numerous studies (Calabrese et al., 1980; Forland and Tatinsiaux, 1985; Kietzig et al., 2009; Saeki et al., 1986; Tusima and Tabata, 1979). Generally, the kinetic friction coefficient was found to increase with an increase in the material surface roughness.
Fewer studies have investigated the effect of the surface roughness when ice is sliding on ice. In most of the laboratory experiments, the ice surfaces were polished prior to testing (Kennedy et al., 2000; Maeno and Arakawa, 2004). The role of roughness ($R_a$) on the friction coefficient was analysed by Schulson and Fortt (2012). They combined the data obtained for sufficiently smooth ice surfaces ($R_a = 0.4-10 \mu m$) with the data obtained earlier by Fortt and Schulson (2009) for sliding across Coulombic shear faults in freshwater ice ($R_a = 1.31 \pm 0.27 mm$) at a temperature of $-10^\circ C$ and a sliding velocity of $10^{-4} m s^{-1}$. The friction coefficient was found to be proportional to $R_a^{0.08}$. The authors also concluded that the roughness did not change significantly upon sliding, which contradicts our results (see Figure 3.10). One possible explanation is that in Schulson and Fortt (2012) and Fortt and Schulson (2009), sliding over a few millimetres were conducted, while in our case, the sliding distance was up to 1 m, and thus allowing for a more surface smoothening/changes. The sliding on the weak skeleton layer in the field tests might be another reason for the observed differences. Furthermore there was a difference in normal stress in our tests (which ranged between 2.0 kPa and 4.2 kPa) and tests performed by Schulson and Fortt (2012), where the normal stress ranged between 29 kPa and 40 kPa.

The changes in the kinetic friction coefficient, observed in test sets Rs1-Rs4 (see Figure 3.10 and Table 1), were different. It is hard to find any explanation for such differences because similar experimental parameters were used in all test sets (except Rs3). Consideration of the two test sets Rs1 and Rs3 reveal significant difference in the effect of run number on the friction coefficient. It should be noted that test set Rs1 was performed in the Barents Sea on relatively flat level ice, while in test set Rs3, which was done in the Van Mijenfjord, the sliding occurred on an ice track exhibiting a wavy surface (with the wave length of about 20 mm and an amplitude that ranged between 3 mm and 5 mm). The real contact area in test set Rs3 was smaller than in test set Rs1 due to waviness of the ice track. Therefore, in test set Rs3 the normal pressure in the contact spots was higher, and hence, more frictional heat was generated. The frictional heat increases the temperature of the ice and might produce melt water at the interface, and therefore, lead to quicker decrease in kinetic friction coefficient with run number. Alternative explanation is that heated ice has lower hardness, and therefore, abrasion of the surface asperities occurs faster.

**Effect of sliding velocity on the kinetic friction coefficient**

The effect of the sliding velocity on the kinetic friction coefficient depends on the velocity range and temperature. At very low sliding velocities, the ice friction is creep controlled and exhibits velocity strengthening. At high velocities, the friction exhibits velocity weakening, which is attributed to the melting in the sliding interface (Kennedy et al., 2000; Schulson and Fortt, 2012). All of our tests were performed in the velocity weakening regime (5 mm s$^{-1}$ to 110 mm s$^{-1}$) and were therefore predicted by the frictional models (Akkok et al., 1987; Evans et al., 1976; Oksanen and Keinonen, 1982). The dependence of the kinetic friction coefficient on the sliding velocity was expected. Nevertheless, we observed that when sliding occurs between natural unsmoothed ice surfaces, the kinetic friction coefficient did not depend on the velocity. As the surfaces became smoother, the friction coefficient started to depend on the velocity in the
manner predicted by the friction models, i.e., $\mu \sim v^{-0.5}$. Thus, existing models must be corrected to describe the friction between natural surfaces. Pritchard et al. (2012) found very little or no effect of the sliding velocity (up to 40 mm s$^{-1}$) on the friction coefficient in the field tests of sea ice on sea ice. Similar conclusions were made by Ryvlin (1973) and Gavrilo (1984).

**Effect of the normal load**

There are two common ways to report the effect of the normal load on the friction coefficient. The first way is to calculate the friction coefficient using Eq. (3.1) and to plot it versus the normal load. The second way is to present the dependence between the friction force (shear stress) and normal load (normal pressure), as was performed in the current work. In this case, the friction coefficient can be defined as the slope of the frictional force-normal load curve, i.e., $\mu = \Delta F / \Delta F_n$, which is sometimes called the true friction coefficient (Tatinclaux, 1989). In most of the reported tests, the frictional force is a linear function of the normal load (Fortt and Schulson, 2009; Liukkonen, 1988; Schulson and Fortt, 2012; Tatinclaux, 1989; Tatinclaux and Murdey, 1985; Tusima and Tabata, 1979), and therefore, the true friction coefficient is independent of the normal load. However, the kinetic friction coefficient calculated with Eq. (3.1) might depend on the normal load. This dependence occurs if the free term $F_c$ in the linear relationship between the frictional force and normal load, Eq. (3.2), is not zero. In this case, the friction coefficient is defined as $\mu = \mu_c + F_c / F_n$. For positive $F_c$ and low normal loads, the friction coefficient $\mu$ is higher than the real friction coefficient $\mu_c$. The difference between $\mu$ and $\mu_c$ disappears with an increase in the normal load. Tusima and Tabata (1979) studied the friction between sea ice and numerous metals, plastics, and coatings and found that in most cases, the initial cohesion force $F_c$ was equal to or almost equal to zero, and therefore, the friction coefficient did not depend on the normal load. The friction model proposed by Oksanen and Keinonen (1982) predicts $\mu \sim F_n^{-1/4}$ for partial contact and $\mu \sim F_n^{-1}$ for full contact. Nevertheless, their lab tests showed that the data fit better if the power of the normal load is in the range between -1/2 and -1/4. Akkok et al. (1987) performed a regression analysis of their data on ice-steel friction and found considerable scatter in the load dependence. Their overall results showed that $\mu \sim F_n^{-1/2}$. Tatinclaux (1989) re-analysed the data from several papers (including Oksanen and Keinonen, 1982), in which the friction coefficient was found to be proportional to the power function of the normal load, and he concluded that even in this case, the frictional force was still linearly related to the normal load. He also noted that for most of the reported ice friction tests, the free term $F_c$ (see Eq. (3.2)) is comparable with the measurement error. In our tests on the friction of sea ice on sea ice, $F_c$ was 54.6 N and -31.5 N in the “dry” and “wet” friction tests (kinetic friction dependence), respectively, which significantly exceed the sensitivity of the load cells. A negative value for the free term does not have a physical meaning. The scatter in our data might be the reason for the non-zero free term $F_c$ in Eq. (3.2).
Effect of temperature on the kinetic friction coefficient

Temperature is one of the most important parameters that affects the friction regime (Kennedy et al., 2000; Oksanen and Keinonen, 1982). The data obtained in our tests are significantly scattered, and therefore, the temperature dependence is unclear. Both very high and low friction coefficients are observed for all tested temperatures. The scatter in the data might be attributed to the different surface roughness in the different tests. The results from the laboratory tests showed that the friction coefficient increases with a decrease in the temperature (Akkok et al., 1987; Fortt and Schulson, 2011; Kennedy et al., 2000; Marmo et al., 2005; Oksanen and Keinonen, 1982; Schulson and Fortt, 2012). The friction models predict a linear dependence of the friction coefficient on the temperature difference, $\Delta T$, between the bulk temperature of the ice block and the temperature in the sliding interface (melting or softening temperature). Akkok et al. (1987) performed a regression analysis of the data obtained in laboratory tests, where ice slid on steel, glass, and nylon, and found that the experimental temperature dependence is better described when $\mu \sim \Delta T^{0.75}$. The dependence was explained by the decrease in the hardness of the ice with increasing temperature (Barnes et al., 1971; Butkovich, 1958). Calabrese et al. (1980) observed in ice-steel friction tests a slight decrease in the friction coefficient as the temperature increased from -25°C to -8°C. As the temperature continued to increase to 0°C, the friction coefficient decreased sharply.

Static friction coefficient and its dependence on the hold time

To initiate sliding of an ice block resting on a sliding track, the static friction force has to be overcome. Calabrese et al. (1980) presented their results from the ice-steel friction tests and suggested distinguishing the static and breakaway friction coefficients. The difference between these two friction coefficients is the duration of the stationary contact before the test is run. In breakaway friction tests, the specimen remained in contact with the sliding track under a normal load for a specific length of time (hold time), while static friction was obtained after “very short” stationary contact. In this paper, we did not separate these two friction coefficients and used the unified static friction term. Figure 3.19 shows that the static friction coefficient increases with the hold time. Similar behaviour was recently reported by Lishman et al. (2011) and Schulson and Fortt (2013), who performed experiments both on sea ice and freshwater ice at -10°C. Considering our data sets, we obtained the following equation for the fit curve:

$$\mu_s = 0.193 \log_{10} t + 0.565,$$

with a coefficient of determination $R^2 = 0.43$. Our tests were performed at the following experimental parameters: normal pressures were between 3.6 kPa and 4.8 kPa, the air temperature was between -6.9°C and -18°C, the actuator pulling velocity was approximately $4 \times 10^{-2} \text{ m s}^{-1}$, and the hold time ranged from 5 s to 960 s. Lishman et al. (2011) reported the results from both ice basin tests and laboratory tests. The basin test was performed at a normal load of 10 kPa, a pushing rate of $8 \times 10^{-3} \text{ m s}^{-1}$, and hold times of 10 s, 100 s, and 1,000 s and showed the following fit relation between the static friction coefficient and hold time: $\mu_s = 0.48 \log_{10} t + 0.394$, with $R^2 = 0.48$ (Lishman et
al., 2009). The tests performed in the lab at a normal load of 50 kPa and a pushing rate of $10^4$ m s$^{-1}$ showed that the static friction coefficient increased faster with time than in the ice basin tests. Schulson and Fortt (2013) performed a laboratory test with the sliding velocity ranging from $10^6$ m s$^{-1}$ to $10^4$ m s$^{-1}$ and the holding time from 1 s to $10^5$ s under a normal stress of 60 kPa. The authors found that an increase in the static friction coefficient with time can be described by the expression $\mu_s = 0.30 \log_{10} t + \mu_k$, where $\mu_k$ is the kinetic friction coefficient at the corresponding sliding velocity. Schulson and Fortt (2013) presented a model that explains the static friction behaviour observed in the tests. The authors considered the interaction of asperities that protrude from the opposing surface and attributed frictional resistance to adhesion, deformation, and the rupture of the points in contact.

A comparison of our data with the data reported by Lishman et al. (2011) and Schulson and Fortt (2013) demonstrates that the coefficient in front of the logarithm in the fit equations is the lowest in our tests (0.193) and the highest in the laboratory tests performed by Lishman et al. (2011). The difference in the dependences might be related to the difference in the experimental setups and ice surface conditions.

### 3.6 Investigations of the contact area and ice surface roughness

#### 3.6.1 Introduction

It is well known that when sliding occurs between two solids, only a small part of the apparent contact area is in contact due to surface roughness (Hatton et al., 2009; Makkonen, 2012; Persson, 2000). The contacts may occur on many different scales, from the millimetre scale to atomic dimensions. According to Makkonen (2012), in any theoretical treatment of friction, it is necessary to define precisely the term contact and its scale. Persson (2000) stated that in most practical applications, the diameters of the contact areas (junctions) are on the order of $\sim 10$ μm. Nevertheless, the development of micro- and nano-technologies formulates new challenges and problems related to friction, where nano-scale junctions should be taken into account. The physical processes underlying the formation and behaviour of nano-scale junctions are quite different from the ones underlying micro-scale junctions (Persson, 2000). In this thesis, we will not address the topic of nano-scale level processes but will refer readers to Persson (2000) and Makkonen (2012). At the micro-scale, the surface asperities of the two bodies are first brought into contact, then deform in compression until the real contact area can support the normal load, and then a shear force is applied to initiate the sliding (Hatton et al., 2009; Lishman and Sammonds, 2013).

The existing ice friction models (presented in Section 2.2.1) require that the real contact area and the amount, distribution, and size of the contact areas be known. The measurement of these parameters is problematic, as the friction process is dynamic. Very often, people do not measure the real contact area characteristics but use them as turning parameters to fit the model with experimental data.
A number of different techniques have been used to characterise the real contacts between ice and various materials (including ice) (Bäurle, 2006; Hatton et al., 2009; Kennedy et al., 2000; Schulson and Fortt, 2012). The most common way to characterise an ice surface is to produce a cast of the surface and then analyse it using an optical profilometer. Baurle et al. (2007) used electron microscopy X-ray computer tomography to investigate the contact area between polyethylene and snow. However, it is very difficult to use these techniques in field tests.

Here, we present our attempts to characterise real contact area characteristics in field conditions.

### 3.6.2 Experimental methods

To obtain an idea of the level of ice surface roughness and the size of the unit contact area, two different experimental techniques were used. The first technique was used to characterise the pressure distribution, real contact area and unit contact area. For this purpose, tactile sensors were used. An I-Scan system was used to measure the pressure distribution, real contact area and a size of unit contact between an ice block and a smooth rubber mat. The system is comprised of Microsoft Windows – based software, the associated data acquisition hardware, and a thin tactile sensor. The sensors use a resistive-based technology. The application of pressure to an active sensor results in a change in the resistance of the sensing element in inverse proportion to the pressure applied.

Two sensor models were used in the tests, 5513 and 5027. The tactile pressure sensor 5513 has a sensitive area with horizontal dimensions of 416.1 mm and 156.5 mm. The sensor has 2288 sensing elements (sensels) with horizontal dimensions of 5.6 mm and 1.8 mm. Another tactile sensor, 5027, has a smaller total sensitive area (equal horizontal sizes of 27.9 mm by 27.9 mm) and 1936 sensing elements with dimensions 0.2 mm by 0.2 mm. Before the sensors were used in the field tests, they were calibrated in the cold lab at a temperature of -5°C. The sensitivity of the sensors was adjusted to the expected normal loads.

To measure the pressure distribution and real contact between an ice block and a flat surface, the following procedure was used (see Figure 3.24). A rubber mat with a smooth surface was put on top of the flat steel plate, which was resting on the level ice. A tactile sensor was placed between an ice block and the rubber mat. The ice block had horizontal dimensions of 13 cm and 30.5 cm and thus did not exceed the sensitive area of the sensor 5513. The pressure distribution and real contact area were measured with four normal loads. The measurements were performed first under increasing normal load levels and then in decreasing order. The same type of measurement with the same ice block was made using another sensor (5027). The sensitive area of the sensor was too small to cover the whole ice block surface, but it gave a more detailed spatial resolution of the pressure and unit contact size.
The second technique was used to characterise ice surface roughness. Conventional methods of measuring surface roughness, such as stylus roughness measurements or non-contact surface roughness measurements using a laser illumination source and a multiple sensor detection system, cannot be applied to ice due to its low hardness and optical peculiarities, respectively. Therefore, a replica of the ice surface was obtained and then analysed in the lab. To prepare ice surface replicas in the field, we used a synthetic rubber replicating compound, 101RF fluid, produced by Microset. The
compound was applied to the ice surface area with a diameter of approximately 50 mm and then cured for 20 hours. The replica was then easily removed from the ice surface. The roughness of the replicas was measured by a 3D surface microscope InfiniteFocus at the SINTEF Tribology Laboratory.

Figure 3.26. Surface microscope to study steel surface and casts of the ice surfaces.

Figure 3.27. Replica of an ice surface during roughness measurements using an optical 3D surface microscope.
3.6.3 Results and discussion

Figure 3.28 shows the pressure distribution over the contact area measured using the tactile sensor 5513 (which covers the whole contact area but has quite large sensel dimensions). It was found that for the minimal normal load, 120 N (which is the weight of the ice block), the real contact covers only 14.7% of the apparent contact area. The contacts occur in many contact spots whose size is equal to or smaller than the sensel size. The pressure at the contact spots is not the same at each junction. The real contact area increases with increasing normal load and is equal to 81% of the apparent contact area when the maximum normal load is applied (1836 N). The pressure on the contact also increases, and according to our measurements, exceeds 46 kPa over significant parts of the contact. When the normal load decreases from a high value to lower one, the real contact area and pressure on the contact become lower. However, due to ice creep, the real contact areas measured in this case were slightly higher than in the tests with the same normal load before the increase. Figure 3.29 shows similar measurements performed using tactile sensor 5027 with a higher spatial resolution (sensel sizes 0.2 mm by 0.2 mm). Sensor 5027 does not cover the whole ice block contact area, and therefore the results will depend significantly on the location of the sensor. The contact spots obtained using this sensor have a smaller size (Figure 3.29). The real contact area also increases with an increasing normal load and decreases as the normal load decreases.

Figure 3.30 shows the normal load versus the real contact area related to the apparent contact area for both sensors. The same ice block was used in the tests. First, the load was gradually increased from the lowest value to the maximum value and then decreased down to the initial value (weight of the ice block). Hysteresis was observed, which is partly related to the creep of the ice contact spots. The rest of the hysteresis is related to sensor error. The black arrows in Figure 3.30 show the results of the measurements. The real pressure at the contact junctions obtained using sensor 5027 was lower than the real pressure measured in tests using sensor 5513. The difference could be explained by the difference in calibration, which is crucial for such measurements. The real contact areas related to the apparent contact area found in our tests are likely higher than the real contact area when the ice block is placed or sliding on level ice. It is related to the difference in ice and rubber hardness. The calibration of the tactile sensors also influences the values for the real contact area obtained in the tests. Therefore, more careful investigations with different underlying materials (e.g., glass, steel, wood) should be performed.

Table 3.7 presents the results of the ice roughness measurements using the replication technique and an optical 3D surface microscope. It should be noted that due to the relatively high roughness of the replicas of the ice surfaces and the relatively small area of the measurements (2.84 mm × 2.15 mm), the measurements are not very reliable. Nevertheless, it gives us certain idea regarding the range of ice surface roughnesses in natural conditions. The natural (unsmoothed) roughness of the skeleton layer (at the bottom of the level ice) was not measured in our tests, but normally has higher values than are presented in Table 3.7.
Figure 3.28. Pressure distribution in the contact between ice and flat rubber surface. The measurements were performed using tactile sensor 5513.
Figure 3.29. Pressure distribution in the contact between ice and flat rubber surface. The measurements were performed using tactile sensor 5027.
Figure 3.30. Applied normal load versus real contact area related to the apparent contact area \((A_r/A_{app})\). The tests were performed at \(T_{air} = -10^\circ C\). The bottom surface of the ice block (i.e., the surface with the skeleton layer) was a contact surface and had the temperature \(T_{ice surface} = -7.1^\circ C\). The black arrows show the sequence of the data points obtained in the tests.

Table 3.7. Ice surface roughness measurements using optical 3D microscope and casts of the different ice surfaces.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Ra (µm)</th>
<th>Rq (µm)</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice R1-1</td>
<td>202.4 ± 17.3</td>
<td>307.8 ± 20.15</td>
<td>natural top surface of the level ice</td>
</tr>
<tr>
<td>Ice 1R-2</td>
<td>179.1 ± 2.3</td>
<td>260.0 ± 2.6</td>
<td>natural top surface of the level ice</td>
</tr>
<tr>
<td>Ice 2R</td>
<td>103.3 ± 2.4</td>
<td>121.0 ± 1.5</td>
<td>ice track surface after 5 runs</td>
</tr>
<tr>
<td>Ice 4R</td>
<td>98.4 ± 2.3</td>
<td>115.3 ± 3.2</td>
<td>ice block bottom surface (skeleton layer) after 5 runs</td>
</tr>
<tr>
<td>Ice 5R</td>
<td>50.6 ± 3.7</td>
<td>65.7 ± 4.9</td>
<td>ice block bottom surface (skeleton layer) after 5 runs</td>
</tr>
<tr>
<td>Ice 6R-1</td>
<td>65.55 ± 1.7</td>
<td>79.81 ± 1.8</td>
<td>ice block bottom surface (skeleton layer) after 5 runs</td>
</tr>
<tr>
<td>Ice 6R-2</td>
<td>82.4 ± 1.5</td>
<td>95.01 ± 0.9</td>
<td>ice block bottom surface (skeleton layer) after 5 runs</td>
</tr>
<tr>
<td>Ice 7R</td>
<td>80.8 ± 14.6</td>
<td>108.3 ± 13.5</td>
<td>top surface of the ice block</td>
</tr>
</tbody>
</table>

Figure 3.31 shows image of the ice surface replica obtained using an optical 3D microscope.
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Figure 3.31. Image of the ice surface replica obtained using an optical 3D microscope.

3.7 Summary

A number of field tests on the friction of sea ice on sea ice were performed. They highlighted the effects of the sliding velocity, air and ice track temperatures, normal load, presence of sea water in the interface, and ice grain orientation with respect to the sliding direction on the friction coefficient. Measurements of the ice surface roughness, real contact area and pressure distribution in the contact were performed. The main findings can be summarised as follows:

1) Ice surface roughness is an important parameter that determines the value of the friction coefficient. Repeated sliding over the same track led to surface polishing and decreased the kinetic friction coefficient from 0.48 to 0.05 in the most extreme case.

2) The velocity dependence of the kinetic friction coefficient predicted by the existing friction models does not work when sliding occurs between natural ice surfaces. In this case, the friction coefficient was found to be independent of the sliding velocity (6 mm s\(^{-1}\) to 105 mm s\(^{-1}\)). As the contacting surfaces became smoother, the kinetic friction coefficient started to depend on the velocity, as predicted by existing ice friction models.

3) The frictional force (both static and dynamic) was linearly related to the normal load.
4) The presence of sea water in the sliding interface has very little effect on the static and kinetic friction coefficients.

5) The static friction coefficient logarithmically increases with the hold time, from approximately 0.6 at 5 s to 1.26 at 960 s.
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4 Geometrical stick-slip between ice and steel

4.1 Introduction

Ice friction is a very complex phenomenon that depends on a number of parameters: velocity, temperature, normal load, thermal properties of the sliding material, relative humidity, apparent contact area and surface roughness (Kietzig et al., 2010). Numerous studies have been performed to investigate the effect of these parameters on the friction coefficient (Evans et al., 1976; Forland and Tatinclaux, 1985; Frederking and Barker, 2002; Hatton et al., 2009; Lishman et al., 2011; Lishman et al., 2013; Maeno and Arakawa, 2004; Marmo et al., 2005; Oksanen and Keinonen, 1982; Saeki et al., 1986; Schulson and Fortt, 2012; Tabata and Tusima, 1981). If sliding occurs between materials with different hardnesses, as in the ice-steel interaction, harder surface asperities will plough out the softer material (Bowden and Tabor, 2001). The total friction force in this case can be expressed as the sum of two components: the force required to shear the junctions formed at the contact points between materials and the ploughing force. It is understood that surface roughness has a great effect on the ploughing component. The effect of material surface roughness on the ice friction coefficient has been studied by many authors. Tusima and Tabata (1979) observed that in ice friction tests with rough stainless steel, the friction coefficient was 4 - 10 times larger than that in tests with smooth surfaces. An increase in the friction coefficient with material surface roughness was also reported by Saeki et al. (1986), Forland and Tatinclaux (1985), Tatinclaux and Murdery (1985), Nakazawa et al. (1993) and Frederking and Barker (2002).

Kietzig et al. (2009) studied the effect of controlled surface roughness on the friction between ice and steel. The authors used femtosecond laser irradiation to change an initially hydrophilic stainless steel surface to a hydrophobic surface with controlled dual-scale roughness. Kietzig et al. (2009) observed that controlled roughness increases the coefficient of friction at low sliding speeds and low temperatures, whereas at temperatures close to the melting point of ice and relatively high speeds, roughness and hydrophobicity significantly reduce ice friction. The authors explained the decrease in friction by the suppression of capillary bridges between surface asperities. Kietzig et al. (2009) also observed that grooves oriented in the sliding direction also reduce friction at low velocities compared to scratches and grooves randomly distributed over a surface.

Two regimes of sliding might be observed in friction tests: steady motion and stick-slip motion, which denotes the situation in which the sliding body alternates between stick and slip. The manifestation of either regime depends on the sliding velocity and overall elastic properties of the sliding body. According to Persson (2000), one fundamental problem in sliding friction is mapping out the dynamic phase diagram (in the stiffness -
velocity plane) over which steady and stick-slip motion occur and determining the nature of the transitions between stick-slip and steady sliding. A number of authors have observed stick-slip motion in ice friction tests under certain conditions (Frederking and Barker, 2002; Lishman et al., 2011; Maeno et al., 2003; Pritchard et al., 2012; Rist, 1997; Sammonds et al., 2005; Sammonds et al., 1998; Schulson and Fortt, 2012; Tusima and Tabata, 1979). Maeno et al. (2003) performed ice-ice friction tests with very smooth contacting surfaces to eliminate the effects of ploughing and surface abrasion. The authors observed that stick-slip occurred for sliding velocities ranging between $10^{-5}$ m s$^{-1}$ and $10^{-3}$ m s$^{-1}$. Lishman et al. (2009) observed stick-slip in ice-ice friction tests performed in the Hamburg Ice Basin (HSVA) at a sliding velocity of $2.8 \times 10^{-3}$ m s$^{-1}$. Sammonds et al. (2005) observed stick-slip in coarse-grained freshwater ice and sea ice but not in fine-grained freshwater ice under the same conditions. This finding indicates that the interactions between surface asperities play an important role during stick-slip.

In this paper, we present the results obtained from small-scale laboratory tests in which the stick-slip interactions between ice and stainless steel were investigated. The origin of the stick-slip oscillations in our tests was closely related to the interaction of regular asperities produced on a steel surface with ice and was therefore different from the stick-slip observed in tests involving smooth surfaces reported previously in the literature. We use the term “geometrical” stick-slip here to emphasise the difference. In this work, we studied the effects of surface roughness, sliding rate and temperature on the ice-steel interaction. Concentrations of the local pressure at the ice-steel interface were estimated using the Hertz contact problem. The results of this work and further investigations may be useful in achieving increased understanding of ice-induced vibrations.

### 4.2 Experimental setup and test procedure

The experimental setup was initially developed by Nanetti et al. (2008) and modified by the author. Figure 4.1 shows the two types of experimental samples used in the tests. The first sample type was used for “ice slide tests” and consisted of a hollow steel (AISI303) cylinder with an inner diameter of 50 mm and a height of 95 mm, with ice frozen inside the cylinder. The sample was mounted on a cylindrical steel base with a circular hole, the diameter of which was slightly larger than the inner diameter of the hollow cylinder. In the “ice slide tests”, the ice was pushed out of the hollow cylinder toward the base. The second sample type was used for “piston slide tests” and consisted of a hollow steel cylinder, a coaxially located steel piston with a diameter of 15 mm and a height of 125 mm and ice grown in the annulus between the piston and the cylinder. The sample was mounted on a base with a hole, the diameter of which was slightly larger than the diameter of the piston. During testing, the piston head was pushed toward the base to create relative sliding between the piston and ice. Similar test configurations were used by Haehnel and Mulherin (1998) and Goldshtein and Epifanov (2012) to measure the adhesive strengths between ice and various materials and coatings.
Figure 4.1. (a) Sketch of the samples and bases used in the “ice slide tests” and “piston slide tests”; (b) piston and ice extracted from a hollow cylinder after completing the “piston slide test”.

The inner surface of the cylinder and piston surface were worked using a lathe. Five pairs of pistons and cylinders with identical dimensions and different roughnesses were produced and labelled Sr, Mr, Hr, NHr and TBr. Sample Sr had the lowest roughness, and sample TBr had the highest roughness. Figure 4.4 shows the basic characteristics of the threading, and Table 4.1 presents the surface roughness characteristics measured using a Surftest SJ301 stylus-type roughness measuring instrument (Figures 4.2-4.3). The roughnesses reported in Table 4.1 correspond to the stylus tracings along the long axes of the cylinders and pistons. The roughness profiles of the cylinders’ and pistons’ surfaces are shown in Figure 4.5, and the roughness measurements showed that the cylinder surfaces and the surfaces of the corresponding pistons in samples NHr and TBr possessed very similar roughness characteristics. Samples Mr and Hr possessed the same mean profile pitch ($S_m$) in their cylinders and corresponding pistons, whereas the surface roughness depth ($R_z$) and arithmetic mean surface roughness ($R_a$) differed and were lower for the piston surfaces. Sample Sr exhibited a similar mean arithmetic roughness in its piston and the cylinder, but the piston surface showed more randomly distributed surface asperities without clear periodicity.
Chapter 4. Geometrical stick-slip between ice and steel

Figure 4.2. Portable surface roughness tester.

Figure 4.3. Roughness measurements of stainless steel piston and inner surface of the hollow cylinder.
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Figure 4.4. Basic characteristics of the threading on the steel surfaces.

Figure 4.5. Axial profiles of the inner cylinder and piston surfaces. Note the difference in the vertical scale of the cylinder and piston roughness profiles for sample Hr.
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Table 4.1. Roughness characteristics of the piston and inner cylinder surfaces: $S_m$ is the mean profile pitch (screw pitch); $R_z$ is the surface roughness depth (corresponding to the basic threading depth); and $R_a$ is the arithmetic mean surface roughness. The roughnesses were measured along the long axes of the cylinders and pistons.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>$S_m$ (mm)</th>
<th>$R_z$ (μm)</th>
<th>$R_a$ (μm)</th>
<th>$S_m$ (mm)</th>
<th>$R_z$ (μm)</th>
<th>$R_a$ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pistons</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>Cylinders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sr</td>
<td>-</td>
<td>1.85</td>
<td>0.31</td>
<td>0.050</td>
<td>1.50</td>
<td>0.31</td>
</tr>
<tr>
<td>Mr</td>
<td>0.256</td>
<td>8.56</td>
<td>2.00</td>
<td>0.253</td>
<td>13.74</td>
<td>3.04</td>
</tr>
<tr>
<td>Hr</td>
<td>0.412</td>
<td>14.41</td>
<td>3.83</td>
<td>0.408</td>
<td>30.98</td>
<td>7.34</td>
</tr>
<tr>
<td>NHr</td>
<td>0.595</td>
<td>66.06</td>
<td>14.81</td>
<td>0.596</td>
<td>68.51</td>
<td>15.04</td>
</tr>
<tr>
<td>TBr</td>
<td>0.770</td>
<td>109.1</td>
<td>24.30</td>
<td>0.770</td>
<td>104.1</td>
<td>25.23</td>
</tr>
</tbody>
</table>

The tests were performed in a cold laboratory at the University Centre in Svalbard (UNIS). A deformation-controlled compression machine (KNEKKIS) was used to push the ice (in the “ice slide tests”) and piston (in the “piston slide tests”). The KNEKKIS is specially designed to perform uniaxial compression tests at a constant velocity (strength tests) and at a constant load (creep tests). The lower cylinder of the KNEKKIS moves upward, whereas the upper plate attached to the load cell does not move (Figure 4.6). The maximum achievable load when using the compression machine is 100 kN, and the capacity of the load cell used in the tests was 50 kN. Temporal variations in the force and displacement were measured and stored in a computer file. To perform the “ice slide tests”, an indenter with a circular cross-section and a diameter slightly smaller than the inner diameter of the hollow cylinder was attached to the upper plate of the KNEKKIS.

**Sample preparation procedure**

The following procedure was followed to prepare samples for the “piston slide tests”. The piston was placed coaxially to the hollow cylinder such that the bottoms of the piston and cylinder lay in the same plane. A holding frame was used to keep the piston in place during the ice formation process, and this frame was attached to the piston head and hollow cylinder with screws. The same frames attached to the cylinders were used to prepare samples for the ice slide tests. Each assembled sample was wrapped in a layer of polyethylene foam and then inserted into a piece of plastic pipe such that the holding frame was located outside of the pipe and foam (Figure 4.7). The distance between the bottom of the pipe and the bottom of the cylinder was 50 mm.

Samples containing freshwater ice and salty ice were used in the tests, and two different procedures were used to create the two sample types. To make freshwater ice, each sample was placed in a bucket filled with tap water (Figure 4.8(a)). The bottoms of the pipes rested at the bottom of the bucket, and the water level was approximately 5 mm below the tops of the pipes. Figure 4.8(b) shows the ice formation process for the samples containing salty ice. Each assembled sample was partially immersed in an ice tank with a depth of 1.2 m and horizontal dimensions of 0.5 m and 1 m; the ice tank was
filled with sea water with a salinity of 34 ppt that was taken from the Adventfjord. The samples were hung from wooden bars supported by the opposite walls of the tank. Three metal rings screwed to the outer surface and fishing line were used to hang the samples. The temperature in the laboratory was cooled to -20°C, at which point ice was formed.

![Figure 4.6. Uniaxial compression machine (KNEKKIS): (a) “ice slide test” and (b) “piston slide test”.

Due to the high thermal conductivity of stainless steel compared to that of ice and water, the formation of the ice began on the steel surfaces (i.e., the pistons and cylinders). During the ice formation process, the ice grew in the annulus from the piston and hollow cylinder surfaces. The freezing fronts “met” each other, and the interface between the fronts could be observed in the ice due to the presence of air bubbles in it (Figure 4.9).

When the required ice thickness was obtained, the samples were pulled out of the plastic pipes surrounded by ice. The wrapping mat was removed from each sample, and the excess ice that had formed below the bottom of the cylinder and the piston was cut off evenly with a band saw (Figure 4.10). Next, the holding frames were detached, and the samples were left in the cold laboratory for several hours at the desired test temperature to obtain a uniform temperature inside them. The sample preparation procedure for the “piston slide tests” (using freshwater ice) is summarised in Figure 4.11. Each sample was mounted on the corresponding base and placed into the KNEKKIS immediately before the test was started (Figure 4.6).
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Figure 4.7. Sample before being submerged in water.

Figure 4.8. (a) Freshwater ice and (b) salty ice formation in the annulus between the piston and ice.

Figure 4.9. Ice formation in the annulus between the hollow cylinder and a coaxially located steel piston.
Two types of tests, “Type I” and “Type II”, were performed. During the “Type I” tests, the KNEKKIS was programmed to maintain a constant piston (for the samples containing a piston) or ice (for the samples without a piston) displacement rate ranging from $1.7 \times 10^{-6}$ m s$^{-1}$ to $0.83 \times 10^{-3}$ m s$^{-1}$. During the “Type II” tests, the KNEKKIS was programmed to maintain a constant load on the piston ranging from 1.2 kN to 32.5 kN. The applied load $F_{\text{app}}$ varied in the samples with different roughnesses and was set to 25%, 50%, 75% or 90% of the first peak load $F_{\text{1st peak}}$ measured in the “Type I” tests at a constant displacement rate of $0.83 \times 10^{-4}$ m s$^{-1}$ for samples with the corresponding roughness. Summaries of the “Type I” and “Type II” tests are presented in Table 4.2 and Table 4.3, respectively.
Table 4.2. Summary of the “Type I” tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Ice type</th>
<th>Salinity (ppt)</th>
<th>Displacement rate (m s(^{-1}))</th>
<th>Temperature (°C)</th>
<th>Samples</th>
<th>No. of tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piston slide</td>
<td>Salty</td>
<td>13.7</td>
<td>1.67 × 10(^{-5}) – 6.67 × 10(^{-5})</td>
<td>-10, -15</td>
<td>Sr, Mr, Hr</td>
<td>9</td>
</tr>
<tr>
<td>Ice slide</td>
<td>Salty</td>
<td>16.1 ± 1.5</td>
<td>1.67 × 10(^{-5}) – 2.0 × 10(^{-4})</td>
<td>-10, -15</td>
<td>Sr, Mr, Hr</td>
<td>21</td>
</tr>
<tr>
<td>Piston slide</td>
<td>Freshwater</td>
<td>0</td>
<td>1.67 × 10(^{-6}) – 0.83 × 10(^{-3})</td>
<td>-5, -10, -15, -20, -25</td>
<td>Sr, Mr, Hr, NHr, TBr</td>
<td>176</td>
</tr>
<tr>
<td>Ice slide</td>
<td>Freshwater</td>
<td>0</td>
<td>1.67 × 10(^{-5}) – 0.83 × 10(^{-4})</td>
<td>-10, -15</td>
<td>Sr, Mr, Hr, NHr, TBr</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 4.3. Summary of the “Type II” tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Ice type</th>
<th>(F_{app}/F_{1st\ peak}) (%)</th>
<th>Temperature (°C)</th>
<th>Samples</th>
<th>No. of tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piston slide</td>
<td>Freshwater</td>
<td>25</td>
<td>-15</td>
<td>NHr, TBr</td>
<td>2</td>
</tr>
<tr>
<td>Piston slide</td>
<td>Freshwater</td>
<td>50</td>
<td>-15</td>
<td>NHr, TBr, Sr, Mr, Hr</td>
<td>11</td>
</tr>
<tr>
<td>Piston slide</td>
<td>Freshwater</td>
<td>75</td>
<td>-15</td>
<td>NHr, TBr, Sr, Mr, Hr</td>
<td>10</td>
</tr>
<tr>
<td>Piston slide</td>
<td>Freshwater</td>
<td>90</td>
<td>-15</td>
<td>NHr, TBr, Sr, Mr, Hr</td>
<td>15</td>
</tr>
</tbody>
</table>

* \(F_{app}\) is the applied load and \(F_{1st\ peak}\) is the first peak load obtained during the tests performed at a constant displacement rate (0.83 × 10\(^{-4}\) m s\(^{-1}\)). \(F_{app}\) and \(F_{1st\ peak}\) differ in samples with different roughnesses.

4.3 Results and analysis

4.3.1 “Type I” tests

The “Type I” tests included “ice slide tests” and “piston slide tests” performed at a constant displacement rate. The ice slid relative to the hollow cylinder in the “ice slide tests”, while the piston slid relative to the ice in the “piston slide tests” (Figure 4.1). Samples containing freshwater ice and salty ice were used in the tests.

Ice slide tests

The “ice slide tests” were performed mainly on samples Sr, Mr and Hr. The results of the two tests performed on samples NHr and TBr, filled with freshwater ice, showed that the first peak load corresponding to the initiation of relative sliding between the ice and the cylinder exceeded the capacity of the load cell (50 kN). Figure 4.12 shows examples of the dependences between the load and displacement obtained in the tests on freshwater ice and salty ice (16.1 ± 1.5 ppt) samples. The load oscillations were registered in the tests on samples Mr and Hr. No load oscillations were detected in the tests on sample Sr (the sample with the lowest roughness). The measured loads were
significantly higher in the samples filled with freshwater ice than in those filled with salty ice, and the load in the tests on sample Sr filled with salty ice did not exceed 0.1 kN, which was comparable to the measurement accuracy. This result indicated that a different load cell with more appropriate accuracy should be used in future tests. The significantly lower force levels measured in the tests with salty ice could be explained by the presence of brine that may have acted as a lubricant in the ice-steel interface.

Figure 4.12. Load versus displacement profiles obtained during the “ice slide tests” of the following samples: (a) Sr, (b) Mr and (c) Hr. The displacement rate and temperature were $1.67 \times 10^{-5}$ m s$^{-1}$ and -15°C, respectively. Samples with freshwater ice and salty ice (16.1 ± 1.5 ppt) were used in the tests.

Figure 4.13 shows the surface of the freshwater ice observed in sample Mr after testing. The ice surface was covered by asperities with similar shapes to those on the inner
cylinder surface. Similar observations were made in the tests performed on Hr samples filled with freshwater ice and salty ice. Unfortunately, the ice surface roughness could not be measured with the same roughness measuring instrument used to characterise the steel surfaces because the stylus tip, made of diamond and having a radius of 2 \( \mu m \), produced scratches on the ice surface. Therefore, another technique should be used to characterise ice surfaces after such tests. One option would be to produce a replica of the ice surface using a synthetic rubber compound and then use a laser optical roughness measurement device to determine the surface roughness.

![Figure 4.13. Ice surface after testing of sample Mr filled with freshwater ice.](image)

**Piston slide tests**

Examples of the load-displacement profiles obtained for samples Sr, Mr, Hr, NHr and TBr filled with freshwater ice are shown in Figure 4.14. Similar dependences were observed in the tests performed on samples filled with salty ice, although lower load values were observed. The shape of the load curves obtained in the tests on samples Mr and Hr, shown in Figure 4.14(b)-(c), is different from the shape obtained during the tests on samples NHr and TBr, presented in Figure 4.14(d)-(e). The load dropped to almost zero after reaching its local maximum repeatedly in the tests on samples Mr and Hr, and the amplitude of the load oscillations associated with the mean load was large in these cases. The load did not reach zero in the tests on samples NHr and TBr, and the load oscillations had relatively small amplitudes and decreased with time.

The tests, performed over a wide range of displacement rates (between \( 1.67 \times 10^{-6} \text{ m s}^{-1} \) and \( 0.83 \times 10^{-3} \text{ m s}^{-1} \)) and temperatures (between -5°C and -25°C), revealed that
periodic load oscillations could always be observed for samples Mr, Hr and NHr. Both oscillating and monotonic loads were recorded during the tests on samples TBr and Sr, and there was a tendency for the piston to slide without load oscillations at higher temperatures (-5°C) and lower displacement rates (< 0.83 × 10^{-5} m s^{-1}) in the tests on sample Sr. Both oscillating and monotonic loads were observed in the tests performed at lower temperatures and higher displacement rates. Both types of load curves were observed in the tests on sample TBr over the entire range of displacement rates and temperatures.

Figure 4.14. Load versus displacement profiles obtained during the “piston slide tests” of the following samples: (a) Sr, (b) Mr, (c) Hr, (d) NHr and (e) TBr. The displacement rate and temperature in the tests performed on freshwater ice were 0.83 × 10^{-4} m s^{-1} and -5°C, respectively, and the displacement rate and temperature in the tests performed on salty ice were 0.66 × 10^{-4} m s^{-1} and -10°C, respectively. The salinity of the salty ice was 13.7 ppt.

Figure 4.15 shows the samples after testing. Ice particles were observed on the piston surfaces after the tests on samples NHr and TBr. Furthermore, the ice in the annulus between the piston and the cylinder was significantly damaged and showed multiple cracks. Significantly fewer cracks were observed in the ice in samples Sr, Mr and Hr after testing. Visual inspection of the piston surfaces of these samples did not reveal any ice particles in the surface cavities.
Fast Fourier transformation was used to calculate the displacement of the piston corresponding to one period of load oscillations. Figure 4.16 shows the dependence of the displacement as a function of the displacement rate for samples Mr, Hr, NHr and TBr. The horizontal lines in Figure 4.16 indicate the profile pitches $S_m$ for the samples measured with the roughness profilometer (see Figure 4.3).

A similar analysis performed for the tests on sample Sr did not reveal dominant piston displacement corresponding to one load period. Figure 4.17 shows profiles of the load versus piston displacement for sample Sr at the same displacement rate of $0.83 \times 10^{-4}$ m s$^{-1}$, but at different test temperatures. Steady-state piston sliding was observed in the tests at -5°C, and load oscillations were registered at -10°C. The displacement of the piston corresponding to one load period varied with time and decreased from the initial value of 0.14 mm to 0.015 mm. In the test performed at -25°C, the observed stick-slip motion suddenly transformed into steady-state sliding beyond a displacement of 4.2 mm.
Figure 4.16. Displacement of the piston corresponding to one period of load oscillation versus the displacement rate. The horizontal lines indicate the profile pitches $S_m$ measured with the profilometer.

Figure 4.17. Load versus displacement profiles obtained from the piston slide tests. The displacement rate was $0.83 \times 10^{-4}$ m s$^{-1}$, and the tests were performed at three different temperatures: -25°C, -10°C and -5°C.
4.3.2 “Type II” tests

Only “piston slide” samples (Figure 4.1) filled with freshwater ice were used in the “Type II” tests. The applied (programmed) load ($F_{\text{app}}$) varied among the tests performed on the different samples and ranged between 25 and 90% from the mean first peak load ($F_{\text{1st peak}}$), which was measured at a constant displacement rate of $0.83 \times 10^{-4}$ m s$^{-1}$ for each corresponding sample in the “Type I” tests. Figure 4.18 shows typical temporal variations in the load and displacement observed in the “Type II” tests. Two distinctive phases were observed in each individual test. In the first phase, the actual load did not lead to a relative displacement between the ice and the piston and remained constant (Figure 4.18(a)). The duration of the first phase was named the onset time. Relative motion was observed in the second phase, and the actual load dropped below the programmed value and began to oscillate. At the beginning of the second phase, the displacement changed with time, similar to the behaviour of a step function (Figure 4.18(b)). The “steps” became smoother with time and finally disappeared, and the piston started to slide at a constant rate.

Figure 4.18. Temporal variations in the actual load and displacement during the “Type II” test on sample Hr: (a) entire data record and (b) data for the time period between 39 s and 57 s. The test temperature was -15°C, and $F_{\text{app}} / F_{\text{1st peak}} = 75\%$.

Figure 4.19 shows the temporal variation of the actual load and the displacement in the tests on NHr for different programmed loads. The onset time decreased with an increase in the programmed load. The dependence of the onset time on the programmed load for different samples is presented in Figure 4.20. Similar constant load test results were previously obtained by Nanetti et al. (2008) for Sr, Mr and Hr samples filled with salty ice (the salinity ranged between 3.0 and 8.1 ppt). However, Nanetti et al. (2008) applied significantly lower loads ranging between 0.2 kN and 0.6 kN, to the samples.
Figure 4.19. Temporal variations in the actual load and displacement observed in the tests on sample NHr at different programmed loads $F_{app}/F_{1st peak}$: (a) 25%; (b) 50%; (c) 75%; and (d) 90%. The test temperature was -15°C.
During the second phase, the piston moved relative to the ice, and the actual load ceased to be constant and dropped below the programmed value. The piston did not move at a constant speed. Rather, its motion depended on the programmed load. The speed of the piston (displacement rate) was calculated by taking the derivative of the measured displacement with respect to time. Examples of the dependences between the load and displacement rate in the tests on samples Mr and Hr are shown in Figure 4.21.

Figure 4.20. Onset time versus programmed (applied) load in tests of different samples. The tests were performed at -15°C.

Figure 4.21. Load versus displacement rate in the “Type II” tests on samples Mr and Hr. The test temperature was -15°C, and $F_{app}/F_{1st\ peak}$ was 50% and 75% in the tests on samples Mr and Hr, respectively.
Similar load–displacement rate dependences were observed in the tests performed on samples exhibiting different surface roughnesses at lower programmed loads. \( \frac{F_{\text{app}}}{F_{\text{peak}}} = 25\% \) in the tests on samples NHr and TBr. At higher applied loads, the piston started to move at a constant displacement rate almost immediately after the sliding was initiated, and such behaviour was explained by the structural features of the compression rig. When the displacement rate was high, the rig could not maintain the programmed load, so the actual load dropped, and the piston accelerated. The influence of the periodical roughness caused a gradual increase in the resistance, deceleration of the piston motion and an increase in the actual load of the rig on the piston. Figure 4.21 shows the existence of a critical displacement rate \( v_0 \approx 0.3 \text{ mm s}^{-1} \), at which the rig could not provide a load and the actual load dropped to zero.

Knowledge of the normal load would allow us to determine the effect of velocity on the friction coefficient. Ice asperities are deformed during sliding, so the normal load changes, as does the dependence on the displacement and rate. It is likely that the ice asperities are gradually smoothed out, which is the reason why a decrease in peak load was observed during the tests.

### 4.4 Mathematical model

During testing, the piston (in the “piston slide tests”) and ice (in the “ice slide tests”) were loaded in the downward direction \( x \) by the pushing force \( (F_x) \) from the rig and the gravity force \( (mg) \). The resistance force \( (R) \) due to the interaction between the ice and steel was directed upward and included friction and asperity deformation components (Figure 4.23). The momentum balance in the system can be written as follows:

\[
ma = F_x + mg - R, \quad (4.1)
\]

where \( a = \frac{d^2x}{dt^2} \) is the piston/ice acceleration and \( m \) is the piston/ice mass. The weight of the piston/ice can be neglected in Eq. (4.1) because \( mg \ll F_x \).

The dependence of the resistance on the piston/ice displacement \( x \) can be determined from the tests with a constant displacement rate (“Type I” tests). In this case, the acceleration \( a \) is equal to 0, and the measured force is therefore equal to the resistance. The resistance measured in the “Type I” tests is fit with the function

\[
R_f(x) = \frac{p_1}{x+s} \left[ \sin \left( \frac{2\pi}{S_n} x + q_1 \right) + q_2 \right] + R_0, \quad (4.2)
\]

where \( p_1, s, q_1, q_2 \) and \( R_0 \) are the fit coefficients, \( S_n \) is the profile pitch and \( x \) is the piston/ice displacement. The term \( p_1 / (x+s) \) describes the reduction of the resistance due to ice abrasion at the contact boundary with the steel surface, while the coefficient \( R_0 \) is equal to the resistance when the ice asperities are deleted due to ice abrasion. The
coefficients $q_1$ and $q_2$ are used to adjust the phase and reference level of the experimental data, respectively, to the fit.

It is assumed that the applied load in the “Type II” experiments is a linear function of the piston/ice speed $v = dx/dt$ (Figure 4.21):

$$F_{x,II} = F_0(1 - v / v_0),$$

where $F_0$ is the initial value of the programmed (applied) load and $v_0$ is the speed when the force drops to zero due to the rig’s inertial properties.

The ice creep effects in the “Type II” experiments are very different from those in the “Type I” experiments because of the varying displacement rate. We approximate the resistance in the “Type II” experiments using the formula

$$R_B(x) = kR_I(x),$$

where the coefficient $k$ accounts for the influence of ice creep effects. Because the mean actual load in the “Type I” tests was higher than that in the “Type II” tests, we expect that the coefficient $k < 1$ (see Table 4.4 and Table 4.5).

From Eqs. (4.1)-(4.3), we obtain

$$ma = F_{x,II} - R_B.$$  

Solving the ordinary differential equation (4.5), we obtain the temporal variation of the piston/ice displacement as a function of time in the “Type II” tests.

The data from the “piston slide tests” on samples Mr and Hr were used to validate the model. The resistance $R_I(x)$ was calculated from the “Type I” tests performed at a constant displacement rate of 0.167 mm s$^{-1}$. The fit parameters and mean forces $\langle F \rangle_i$ during the tests are presented in Table 4.4.

Table 4.4. Fit coefficients in the resistance formula (4.2) obtained from the “Type I” tests performed at a displacement rate of 0.167 mm s$^{-1}$. The tests were carried out at -18°C. $\langle F \rangle_i$ is the mean force during the entire test.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$p_i$</th>
<th>$s$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$R_0$</th>
<th>$\langle F \rangle_i$ (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mr</td>
<td>-5.76</td>
<td>6.7</td>
<td>5.38</td>
<td>0.66</td>
<td>1.84</td>
<td>1.62</td>
</tr>
<tr>
<td>Hr</td>
<td>-20.6</td>
<td>14.0</td>
<td>-0.44</td>
<td>-0.29</td>
<td>1.21</td>
<td>1.41</td>
</tr>
</tbody>
</table>
From the “Type II” tests, we determined $F_{x,II}$ as a linear function of the piston/ice displacement rate. The fit parameters $F_0$ and $v_0$ were obtained from the tests on samples Mr and Hr and are presented in Table 4.5. Next, we calculated the displacement, solving equation (4.5) with an adjusted coefficient $k$, and compared the simulation results with the displacements measured in the tests.

Figure 4.22 shows the displacements measured in the “Type II” tests and calculated using equation (4.5). The model was able to predict only the second phase of the tests, and the origin of the time axes corresponded to the beginning of the second phase. The coefficient $k$ was chosen as 0.75 and 0.525 for the numerical tests of samples Mr and Hr, respectively.

Table 4.5. Fit coefficients in the force – displacement rate dependence obtained in the “Type II” tests. The tests were performed at -15°C. $\langle v \rangle$ and $\langle F \rangle_{II}$ are the mean displacement rate and force during the second phase of the “Type II” tests, respectively.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$F_0$ (kN)</th>
<th>$v_0$ (mm s$^{-1}$)</th>
<th>$\langle v \rangle$ (mm s$^{-1}$)</th>
<th>$\langle F \rangle_{II}$ (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mr</td>
<td>1.95</td>
<td>0.289</td>
<td>0.158</td>
<td>0.87</td>
</tr>
<tr>
<td>Hr</td>
<td>1.8</td>
<td>0.278</td>
<td>0.138</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figure 4.22. Displacements measured in the “Type II” tests and simulated displacements versus time for samples Mr and Hr.
4.5 Discussion

The initial objective of the tests was to measure the friction coefficient between ice and steel for different surface roughnesses. The normal load at the ice-steel interface must be known to calculate the friction coefficient. Two measuring techniques were employed to measure this normal load: 1) the use of tactile sensors glued onto the inner surface of the hollow cylinder and 2) the use of an FBG sensor frozen in the ice near the interface. Neither technique allowed us to measure the normal pressure at the interface. Therefore, further work on effective methods for measuring the pressure should be pursued.

Estimates of the pressure concentration between ice and steel

The ice asperities observed on the ice surface after the ice slide tests performed on samples Mr and Hr (Figure 4.14), and the absence of ice particles on the piston surfaces after the piston slide tests performed samples Sr, Mr and Hr (Figure 4.16), indicated that the ice asperities, which were in contact with the piston/cylinder, were not fully worn by the harder steel asperities. Therefore, elastic deformations of the ice asperities could have had an influence on the formation of the load oscillations observed during the tests. The peak loads during stick-slip occurred when the steel surface roughness peaks were in contact with the ice roughness peaks. The decrease in the load amplitude and its mean value (Figure 4.12 and Figure 4.14) were likely related to the gradual decrease in ice surface roughness. The formation of a melted water film at the ice-steel interface (Bowden and Hughes, 1939) and/or shear in the softened ice asperities due to friction heating (Akkok et al., 1987) may have been responsible for the decrease in ice surface roughness.

The upper limit of the contact pressure between ice and steel can be estimated using the Hertz contact problem. A schematic of the interaction between ice and steel asperities during an “ice slide test” is shown in Figure 4.23. Let us consider the cross-section of a sample to be the plane $\text{(x,y)}$, where the x axis coincides with the axis of the cylinder and the y axis is perpendicular to the x axis (Figure 4.23). In the plane $\text{(x,y)}$, the ice and steel roughness profiles are periodic, with equal periods $S_m$ and the heights of the ice and steel asperities are $2a$ and $2A$, respectively. In this study, we assumed that the height of the ice asperities decreased from an initial value of $2A$ to $2a$ due to their abrasion on the steel surface. The local minima of the measured load $F_l$ occur when the ice surface cavities are in contact with the steel roughness peaks (solid lines in Figure 4.23). When the ice is displaced relative to the cylinder in the x direction, the ice asperities deform. The maximum deformation occurs when the ice and steel roughness peaks are in contact. In this case, the normal displacement of the ice surface (in the y direction) relative to the unstrained ice surface (dashed line in Figure 4.23) is equal to $\delta_n = 2a$. The mean pressure arising from the contact between the ice and steel asperities can be estimated as follows. Because the cylinder’s inner radius is much larger than the mean pitch profile $S_m$, the asperities of the ice and cylinder surfaces can be approximated locally as annular cylindrical surfaces, and the interaction between them can be approximated as the interaction between ice and steel cylinders with radii $R_i$ and
The running force between two parallel, infinitely long elastic cylinders with radii $R_1$ and $R_2$ compressed along their generators is determined as follows (Landau and Lifshitz, 1987):

$$F = \frac{3\pi}{8D} \delta_s,$$  \hspace{1cm} (4.6)

where $\delta_s$ is the relative displacement of the cylinders, $D = \frac{2}{4}\left[\left(1-v_1^2\right)/E_1 + \left(1-v_2^2\right)/E_2\right]$ and $v_1$, $E_1$ and $v_2$, $E_2$ are the Poisson’s ratio and Young’s modulus of steel and ice, respectively. The mean pressure between two compressed cylinders is

$$p_{\text{max}} = \frac{F_0}{2w},$$  \hspace{1cm} (4.7)
where \( w \) is the half-width of the contact. The relative cylinder displacement and contact width are related by the equation \( \delta_c = wB \), where \( B = 1/2 \left( R_1^{-1} + R_2^{-1} \right) \) and \( R_1 \) and \( R_2 \) are the cylinder radii. The running force \( f_r \) can be calculated using the pushing force \( F_x \) measured during testing as follows:

\[
f_r = \frac{F_x}{\mu L/S_m \pi d}
\]  

(4.8)

where \( \mu \) is the friction coefficient between ice and steel, \( L \) is the height of the hollow cylinder, \( S_m \) is the mean profile pitch (periodicity of roughness) and \( d \) is the inner diameter of the cylinder or piston. The displacement \( \delta_c \), and therefore the amplitude of the ice surface roughness \( a \), can be calculated using Eq. (4.6) in conjunction with Eq. (4.8). The ice and steel roughness profiles in the \( x \) direction can be approximated by sine functions with a wavenumber \( k = 2\pi/S_m \) and the amplitudes \( a \) and \( A \) (corresponding to the half-height of the steel surface asperities), respectively. Therefore, \( R_1 \) and \( R_2 \) are defined by the expressions \( R_1^{-1} = Ak^2 \) and \( R_2^{-1} = ak^2 \). To estimate the contact pressure, we use the friction coefficient between ice and steel \( \mu = 0.2 \) and the Young’s moduli and Poisson’s ratios of steel (\( E_1 = 200 \) GPa and \( \nu_1 = 0.3 \), respectively) and ice (\( E_2 = 9 \) GPa and \( \nu_2 = 0.3 \), respectively). The contact pressure \( p_{\text{max}} \) and corresponding contact areas \( S_{\text{cont}} = \pi d \cdot 2w \) in the “ice slide” and “piston slide” tests performed on samples Sr, Mr and Hr are presented in Table 4.6. The contact pressures in the “ice slide tests” were higher than those in the “piston slide tests”. This result could be attributed to the difference in the steel surface roughness depths \( R_z \) which were higher for the cylinder surfaces.

Table 4.6. Upper limits of the contact pressure (\( p_{\text{max}} \)) between the ice and steel asperities and corresponding contact areas (\( S_{\text{cont}} \)) in the “ice slide” and “piston slide” tests performed on samples Sr, Mr and Hr.

<table>
<thead>
<tr>
<th>Sample</th>
<th>“Piston slide tests”</th>
<th>“Ice slide tests”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p_{\text{max}} ) (MPa)</td>
<td>( S_{\text{cont}} ) (m²)</td>
</tr>
<tr>
<td>Sr</td>
<td>34</td>
<td>( 3.4 \times 10^8 )</td>
</tr>
<tr>
<td>Mr</td>
<td>57</td>
<td>( 2.6 \times 10^7 )</td>
</tr>
<tr>
<td>Hr</td>
<td>99</td>
<td>( 7 \times 10^7 )</td>
</tr>
</tbody>
</table>

The values obtained for the local pressure were somewhat higher than those reported in the literature during ice indentation (Gagnon, 2008; Johnston et al., 1998; Jordaan, 2001; Kim et al., 2012; Sodhi, 2001; Timco and Frederking, 1995). The main reason for the discrepancy was related to our simplifying assumptions about the pure elastic behaviour of the ice and small ice asperity deformations during their interaction with steel asperities. Nevertheless, the ice’s dominant elastic behaviour during impact was reported previously by Maeno (1988). If a piece of ice is dropped on the floor, it will be broken in many pieces (Maeno, 1988). However, under very strong impact, an ice ball
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may bounce off the floor like a tennis ball. Kuniaki and Maeno performed tests where small ice balls with a diameter of 1.5 mm were dropped on a flat ice surface at a temperature of -15°C (Maeno, 1988). The authors found that the coefficient of reflection, which is the ratio between the ice ball velocity after and before the impact, was equal to 0.8. When the ice balls had an ideal spherical shape and for impact velocities less than 1 m s\(^{-1}\), the reflectivity coefficient rose to 0.9. According to Maeno (1988), the reflection coefficient for elastic materials such as ivory and marble at similar velocities of impact is 0.8. The reflection coefficients for brass and steel are the same and equal to 0.5, and for lead, the reflection coefficient is equal to 0.3. Very high values of the reflection coefficient in the tests with ice balls indicate that ice exhibits significant elastic behaviour.

The maximum contact pressure that appears in the contact during the impact of an ice ball with a flat ice surface is estimated using the explicit solution of the contact problem between an elastic sphere of radius \( R \) and an elastic half space. In the lowest position of the ice ball, the elastic energy of the system \( (U) \) is equal to the kinetic energy of the ball before the collision \( (K) \). According to Landau and Lifshitz (1987), the elastic energy of the elastic system is defined as follows:

\[
 U = \frac{4}{15} \frac{E}{(1-\nu^2)} \frac{a^4}{R^2}, \quad (4.9)
\]

where \( E \) and \( \nu \) are the elastic modulus and Poisson’s ratio of ice; \( a \) is the radius of the contact zone; and \( R \) is the radius of the ice ball. The kinetic energy of the ball before the impact is

\[
 K = \frac{mv^2}{2}, \quad (4.10)
\]

where \( m = 4/3 \cdot \pi R^3 \rho_\text{ice} \) is the mass of the ice ball; \( R \) is the radius of the ball; \( \rho_\text{ice} \) is the density of the ice; and \( v \) is the velocity of the ball before the impact. According to energy conservation, \( U \) is equal to \( K \), and therefore the right side of Eq. (A-1) is equal to the right side of Eq. (A-2). Therefore, we can find the expression for the radius of the contact zone \( (a) \). The mean pressure \( p \) over the contact zone is estimated with the formula

\[
 p = \frac{F}{\pi a^2}, \quad (4.11)
\]

where \( F \) is the maximum contact force and is defined as follows (Landau and Lifshitz, 1987):

\[
 F = \frac{2E}{3(1-\nu^2)} \frac{a^3}{R}. \quad (4.12)
\]

For the calculations, we will use the values presented by Maeno (1988). The ice ball diameter \( 2R = 1.5 \) mm; \( E = 9 \) GPa; \( \nu = 0.3 \); and the ice density \( \rho_\text{ice} = 916 \) kg/m\(^3\). The calculations give a value for the mean contact pressure of \( p = 124 \) MPa, and the radius of the contact area \( a = 4.4 \cdot 10^{-5} \) m. The pressure distribution in the contact zone is not uniform and depends on the distance from the centre of the contact \( (r) \) as follows:
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\[ p(r) = p_0 \left(1 - \frac{r^2}{a^2}\right)^{1/2}, \quad (4.13) \]

where \( p_0 = \frac{3F}{2\pi a^2} \) is the maximum contact pressure. Therefore, the estimate of the maximum pressure in the contact is \( p_n = 186 \) MPa. This value is close to the contact pressure between the ice and steel asperities obtained in our tests.

**Shear strength of ice**

The ice asperities in samples NHr and TBr were sheared, and the cavities of the piston/cylinder surfaces were filled with ice particles (Figure 4.15). The shear strength of the ice was estimated by dividing the first peak load by the apparent ice-piston contact area. The estimate yielded an ice shear strength ranging between 3 and 11 MPa, and the obtained shear strength was somewhat higher than the value of 1100 kPa reported in the literature (Timco and Weeks, 2010). The higher values obtained from our tests could be explained by the formation of cracks inside the ice.

**Effect of roughness on ice-steel interaction**

The frictional resistance between ice and steel observed in our tests was significantly dependent on the mean height of the steel irregularities, a result that was in agreement with the conclusions made by Saeki et al. (1986), who observed no correlation between the coefficients of friction and the test specimens’ mean profile pitches. According to our test results, the profile pitch \( S_m \) governed the slip distance during stick-slip. It should be noted that Saeki et al. (1986) used steel surfaces with randomly oriented asperities, whereas the surfaces of our samples were carefully structured.

**4.6 Summary**

This study performed new small-scale laboratory tests on ice-steel sliding. Both freshwater ice and salty ice were used in the tests, and the effects of sliding rate, temperature, applied load and surface roughness on the ice-steel interaction were investigated. The main findings are summarised as follows.

- Stick-slip was always observed in samples Mr, Hr and NHr, which had intermediate roughnesses (their arithmetic roughness \( R_a \) ranged between 2 \( \mu m \) and 15 \( \mu m \)). Both steady-state sliding and stick-slip were observed in the tests performed on samples Sr and TBr, which showed the lowest (\( R_a = 0.31 \) \( \mu m \)) and highest (\( R_a = 25.2 \) \( \mu m \)) roughnesses, respectively.

- The relative piston-ice/ice-cylinder displacement, corresponding to one period of the load oscillations in the tests performed at a constant displacement rate, was found to be equal to the mean pitch profile \( S_m \) in all samples except Sr. The displacements remained the same in the tests performed at different displacement rates ranging between \( 0.83 \times 10^{-5} \) m s\(^{-1}\) and \( 0.83 \times 10^{-7} \) m s\(^{-1}\).
The ice surfaces of samples Mr and Hr after testing were covered by asperities that were similar in shape to those of the inner cylinder surfaces. These results revealed the existence of elastic deformations in the ice asperities when they moved relatively to the steel surface asperities.

The loads measured in the experiments using fresh water ice samples were significantly higher than those measured in the experiments using saline ice samples (16.1 ± 1.5 ppt).

The upper limit of ice pressure concentration on the steel surface estimated from the tests was approximately 239 MPa.
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5 Vertical action on a pile frozen in level ice due to water level changes

5.1 Introduction

In cold regions, an ice sheet floating on the water surface may adfreeze to structures (Figure 5.1(a)). If the water level changes, a vertical ice force will be exerted on a pile by the bent level ice (Figure 5.1(b)). An upward force acting on the structure due to a rise in the water level under certain conditions may partially lift the structure off the base and/or damage it structurally (Kerr, 1985).

The problem of vertical ice action on structures due to water level changes has been considered in a number of papers (Christensen, 1986; Kerr, 1975; Matskevitch and Shkhinek, 1992; Terashima et al., 2006; Tryde, 1983; Zabilansky, 1985). However, a limited number of studies were performed in field conditions with sea ice (Christensen, 1986; Terashima et al., 2006).

Figure 5.1. Vertical pile frozen in the level ice: (a) ice sheet does not exert vertical force on the pile; (b) ice bent due to changing water level uplifting the pile.

This chapter presents the results from field tests where isolated vertical piles frozen in level sea ice were pushed in a vertical direction. The first peak force, associated with the adhesion, was measured. Elastic plate theory (Timoshenko and Woinowsky-Krieger, 1959) was used to calculate the vertical force necessary to initiate ice-steel relative sliding.
5.2 Field experiments on the vertical forces exerted on metal piles frozen in level sea ice due to water level change

The goal of the tests was to measure the ice friction on a vertical pile frozen in sea ice. This experiment is a large-scale version of the tests performed in laboratory on stick-slip interaction between ice and stainless steel, as described in Chapter 4.

5.2.1 Experimental setup and procedure

Figure 5.2 shows the experimental setup. An isolated pile frozen in the level sea ice was pushed through the ice in a vertical direction by a hydraulic jack. The jack was placed between the top edge of the pile and a steel frame attached to the ice by two anchors. The pressure in the hydraulic jack was controlled by a monometer. Therefore, the load applied to the pile could be easily determined. Two sets of tests were performed with two different hydraulic jacks. The first set was performed with the hydraulic jack shown in Figure 5.2. The second set of tests was performed with the help of a borehole jack (BHJ) used as a jack, shown in Figure 5.3. By using the BHJ, we were able to measure and record the temporal evolution of the applied load (pressure in the BHJ) and the displacement.

![Figure 5.2. Experimental setup to push a vertical pile frozen in level ice.](image)

Four piles with different dimensions and made of different materials were used in the tests (Figure 5.4). Three piles were made of steel and one of aluminium. One of the steel piles was painted, while the other two were slightly corroded.
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Figure 5.3. Pile pushed using a BHJ as a jack.

Figure 5.4. Ice piles used in the tests (left photo) and measurements of their roughness.
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The fourth pile was made of aluminium. The surface roughness measurements were performed using a profilometer SurfTest SJ301 (Figure 5.4). Table 5.1 gives details of the dimensions and roughnesses ($R_a$) of the piles used in the tests.

Table 5.1. Shape, dimensions and surface roughness of the piles used in the tests.

<table>
<thead>
<tr>
<th>Pile No.</th>
<th>Material</th>
<th>Coating</th>
<th>Shape</th>
<th>Ext. diameter (mm)</th>
<th>Int. diameter (mm)</th>
<th>$R_a$ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Steel</td>
<td>No.</td>
<td></td>
<td>35</td>
<td>25</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(slightly rusted)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Steel</td>
<td>No.</td>
<td></td>
<td>33</td>
<td>27</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(slightly rusted)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Steel</td>
<td>Painted</td>
<td></td>
<td>80</td>
<td>65</td>
<td>9.55</td>
</tr>
<tr>
<td>4</td>
<td>Aluminium</td>
<td>No</td>
<td></td>
<td>60</td>
<td>53</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Test procedure

We drilled four holes in the ice with diameters slightly larger than the diameter of the largest pile (no. 3). The holes were drilled in 50 cm thick level sea ice in Van Mijenfjord at Spitsbergen. All piles were longer than the thickness of the ice. Each pile was inserted in a hole in the ice so that the lower end of the pile was lower than the bottom of the level ice and did not touch seabed. The piles were secured with ropes to prevent their sinking before they could be frozen into the ice. Two different sets of tests were performed. In the first set, ice formed between the piles and the surrounding level ice over 44 hours at low air temperature ($T_{air} < -10^\circ$C). As mentioned above, the hydraulic jack shown in Figure 5.2 was used in this set of tests. In the second set of tests, the piles were left to refreeze in the surrounding level ice for one week. No significant increase in the level ice thickness was observed. Nevertheless, it is likely that thicker ice was formed in the vicinity of the ice-pile interface. In this set of tests, the piles were pushed downwards using BHJ as a jack.
5.2.2 Results and analysis

First set
The first measured peak load (pressure in jack) corresponds to the initiation of the ice-pile relative sliding and is governed by the adhesion strength in shear. Table 5.2 presents the results from this set of tests. The pile made of aluminium went through the ice at a significantly lower applied force than the steel piles. This result could be explained by the differences in adhesion and surface roughness. In the test with pile 1, with corroded steel surfaces, the first peak load was higher than in the test with pile 4, which had a painted surface. Due to misalignment, steel pile no. 2 was bent during the test, and its ice-pile relative sliding was not observed.

Table 5.2. Peaks forces measured in the first set of experiments. In the table “Pressure” is the pressure in the jack.

<table>
<thead>
<tr>
<th>Pile No.</th>
<th>Material</th>
<th>Pressure (bar)</th>
<th>Force (kN)</th>
<th>Adhesion strength (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Steel</td>
<td>450</td>
<td>17</td>
<td>309</td>
</tr>
<tr>
<td>2</td>
<td>Steel</td>
<td>200*</td>
<td>7.6</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Steel</td>
<td>300</td>
<td>11.4</td>
<td>76</td>
</tr>
<tr>
<td>4</td>
<td>Aluminium</td>
<td>&lt; 50</td>
<td>&lt; 1.9</td>
<td>&lt; 20</td>
</tr>
</tbody>
</table>

* Due to misalignment, the pile was bent instead of sliding through the ice.

Second set
In the second set of tests, piles no. 1, 3 and 4 were used (Table 5.1). The piles were left to refreeze in the surrounding level ice during a time period of one week. In this set of tests, BHJ was used. The pressure of the BHJ was increased to push the vertical pile downwards through the ice. At first, the adhesion at the ice-pile interface resisted the vertical force. At a particular moment, the pressure of the BHJ was high enough to push the pile a small distance downwards. The slip-phase stopped when the ice resistance around the perimeter of the pile was rebuilt again, and then the pile was stuck again. During the complete test, this cycle of stick-slip behaviour repeated itself several times. Figure 5.5 shows the temporal variations of the forces and displacements in the tests with piles no. 1, 3 and 4, respectively.

In the tests with piles no. 1 and 4 (steel and aluminium piles with circular cross-sections), the vertical force applied to the piles reached a certain value necessary to initiate ice-pile relative sliding, then remained almost constant. The values of the applied forces in both tests were almost the same. Nevertheless, due to the difference in the contact area between the steel and aluminium piles, the shear stress was lower in the tests with the aluminium pile. The shear corresponding to the initiation of the ice-pile relative sliding was 348 kPa and 168 kPa for the steel and aluminium piles, respectively. In the tests with the pile with a square cross-section, the shear was 140 kPa. In the test with pile no. 3 (steel pile with square cross-section), the pressure in the BHJ (and, therefore, applied to the pile as a downward force) increased more or less
linearly as the pile was pushed downwards at a constant rate. A possible reason for the increase in the force is the presence of the adfrozen ice on the part of the pile surface that was initially slightly above the level of the ice surface.

![Graphs showing temporal variations of vertical force and pile displacement](image)

Figure 5.5. Temporal variations of vertical force and pile displacement in the second set of tests for piles no. 1, 3 and 4. Piles were pushed downwards using a BHJ.

In all three tests, the vertical displacement showed a linear trend. However, the visual observations clearly showed stick-slip behaviour during ice-pile relative sliding. Slight oscillations of the vertical force can be observed in Figure 5.5. Due to a low sampling frequency of 2 Hz, it was difficult to capture the details of the stick-slip behaviour. However, the origin of the stick-slip is closely related to the internal mechanism of the BHJ. The piston of the BHJ is extracted due to an increase in the oil pressure. As the force necessary to initiate the movement of the pile is reached, the pile slides downwards for a certain distance, accompanied by a drop in pressure. The pile stops, then slides again as soon as the necessary force (pressure in the BHJ) builds up again, and then the process repeats.
5.2.3 Discussion

The comparison of the results obtained in the two test sets is presented in Table 5.3. The shear was higher in the second set of tests for all samples. However, the increase in the tests with pile no. 1 was not as significant as in the tests with piles no. 3 and 4. The difference in the adhesion strength in shear in the two sets of tests is most likely related to the difference in the ice salinity adhered to a pile. In the 1st set of tests, the sea water between the pile and the surrounding level ice froze for a period of 44 hours, while in the 2nd set of tests, the freezing time was 173 hours. The air temperature during the whole period was stable and did not exceed -10°C. The brine drainage (which is a very slow process) in the ice adjacent to the pile made the ice fresher in the second set of tests, and therefore it had a higher adhesion strength in shear (Makkonen, 2012).

Table 5.3. Comparison of the results obtained in the two different sets of tests. The first set was performed after the piles had been exposed to freezing in the level ice during 44 hours. In the second set of tests, the freezing time was around one week (173 hours). The air temperature during this period was consistently below -10°C.

<table>
<thead>
<tr>
<th>Pile No.</th>
<th>Shape</th>
<th>Adhesion strength (kPa) 1st set</th>
<th>Adhesion strength (kPa) 2nd set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>![Shape1]</td>
<td>309</td>
<td>348</td>
</tr>
<tr>
<td>3</td>
<td>![Shape2]</td>
<td>76</td>
<td>140</td>
</tr>
<tr>
<td>4</td>
<td>![Shape3]</td>
<td>&lt; 20</td>
<td>53</td>
</tr>
</tbody>
</table>

The values for the adhesion strength in shear obtained in our tests were lower than the values reported by Haehnel and Mulherin (1998). The discrepancy could be explained by the fact that Haehnel and Mulherin (1998) used distilled water in their lab tests. Another possible reason is the difference in surface roughnesses.

5.3 Calculation of the vertical forces

**Governing equation of the elastic plate**

Let us consider an isolated pile surrounded by an infinite elastic thin ice sheet (Figure 5.1). Elastic plate theory (Timoshenko and Woinowsky-Krieger, 1959) is used to calculate the uplifting force. The problem illustrated in Figure 5.1 can be reformulated: an absolutely rigid cylindrical insert with radius $R$ is frozen in the infinitely large floating ice sheet, as shown in Figure 5.6. When a force $F$ is applied to the insert, the ice sheet may bend. The deflection of the ice sheet from its initial position $\psi(r)$ is a function of the distance from the centre of the pile. The maximum deflection at the ice-
insert interface corresponds to the water level change in the initial formulation of our problem.

\[ D \frac{1}{r} \frac{d}{dr} \left( r \frac{d}{dr} \left[ \frac{1}{r} \frac{d}{dr} \left( r \frac{dw}{dr} \right) \right] \right) + \rho gw = 0, \quad (5.1) \]

where \( D \) is the flexural stiffness of the ice plate, \( w \) is the deflection in the vertical direction; \( \rho \) is the water density; \( g \) is the acceleration due to gravity; and \( r \) is the distance from the centre of the plate. Eq. (5.1) can be written in the form:

\[ D \left( \frac{d^2 w}{dr^2} + \frac{1}{r} \frac{dw}{dr} \left( \frac{d^2 w}{dr^2} + \frac{1}{r} \frac{dw}{dr} \right) \right) + \rho gw = 0. \quad (5.2) \]

Plate stiffness is related to the Young’s modulus \( E \), Poisson’s ration \( \nu \) and the plate thickness \( h \) with the formula:

\[ D = \frac{Eh^3}{12(1-\nu^2)}. \quad (5.3) \]

The general solution of Eq. (5.2) can be written in terms of Kelvin functions (Timoshenko and Woinowsky-Krieger, 1959):
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\[ w(r) = C_1 \text{kei}\left(\frac{r}{l}\right) + C_2 \text{ker}\left(\frac{r}{l}\right) + C_3 \text{ber}\left(\frac{r}{l}\right) + C_4 \text{bei}\left(\frac{r}{l}\right), \]  

(5.4)

where \( l = (D / \rho g)^{1/4} \) is a characteristic length, and \( C_1, C_2, C_3 \) and \( C_4 \) are constants that should be determined from the boundary conditions. Kelvin functions are related to the Bessel functions of the first \( I_0 \) and second \( K_0 \) order from the complex argument by the expressions:

\[ I_0\left(x \pm i\right) = \text{ber} x \pm i \text{bei} x, \quad K_0\left(x \pm i\right) = \text{ker} x \pm i \text{kei} x, \]  

(5.5)

where \( x \) is variable.

The deflection (5.4) should have a finite value when \( r \to \infty \). Therefore, we can conclude that \( C_3 = C_4 = 0 \), as the functions \( \text{ber}(r/l) \) and \( \text{bei}(r/l) \) are going to infinity when \( r \) increases. Thus, solution (5.4) becomes:

\[ w(r) = C_1 \text{kei}\left(\frac{r}{l}\right) + C_2 \text{ker}\left(\frac{r}{l}\right). \]  

(5.6)

**Boundary conditions**

At the initial moment of time, the ice is frozen to the insert. Therefore, the normal section adjacent to the insert has zero rotation:

\[ \frac{dw}{dr} \bigg|_{r=R} = 0. \]  

(5.7)

The cutting force on the interface reads

\[ Q \bigg|_{r=R} = D \frac{d}{dr} \left[ \frac{1}{r} \frac{d}{dr} \left( r \frac{dw}{dr} \right) \right] \bigg|_{r=R} = \frac{F}{2\pi R}, \]  

(5.8)

where \( F \) is the total force acting on the insert.

**Solutions**

Substituting boundary conditions Eq. (5.7) and (5.8) into the solution Eq. (5.6), we will obtain the deflection of the ice sheet as a function of the radial coordinate \( r \) and applied to the insert force \( F \) (which corresponds to the uplifting force).

The bending moments per unit length in the ice sheet can be defined as follows:

\[ M_r = -D \left( \frac{d^2 w}{dr^2} + \frac{r \, dw}{dr} \right), \]  

\[ M_\theta = -D \left( \frac{1}{r} \frac{dw}{dr} + \nu \frac{d^2 w}{dr^2} \right), \]  

(5.9)

where \( \nu \) is the Poisson ratio of ice.

Figure 5.7 shows the distribution of the bending moments per unit length. The values for the parameters used for the calculation are presented in Table 5.4. The flexural
strength of the level sea ice and Young’s modulus were obtained by Karulina et al. (2013) for the same location where our field experiments on pushing the piles through the ice (presented in the previous section) were performed.

![Figure 5.7. Bending moments per unit length along the radial coordinate, r.](image)

Figure 5.7 shows that the maximal radial moment is in the ice-pile interface. Therefore, it is clear that the failure will occur either along the ice-pile interface or in the ice in the vicinity of the interface.

Table 5.4. Values for the parameters used to estimate bending moments.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>pile radius</td>
<td>0.05 m</td>
</tr>
<tr>
<td>$h_{ice}$</td>
<td>ice thickness</td>
<td>0.5 m</td>
</tr>
<tr>
<td>$\rho$</td>
<td>sea water density</td>
<td>1024 kg/m$^3$</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
<td>2.38 GPa</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ration</td>
<td>0.3</td>
</tr>
<tr>
<td>$\sigma_f$</td>
<td>Flexural strength of ice</td>
<td>200 kPa</td>
</tr>
</tbody>
</table>

The maximum moment is related to the maximal stress in the ice plate (equal to the tension stress on the plate surface)

$$M_{max} = \sigma_{max} \cdot h_{ice}^2 / 6,$$  

(5.10)

where $\sigma_{max}$ is the failure stress in the ice plate, which is the lowest between the flexural strength of ice $\sigma_f$ and the adhesion strength. Using solution Eq. (5.6) with boundary conditions Eqs. (5.7)-(5.8), and combining Eq. (5.9) with Eq. (5.10), we obtain the solution for the vertical force $F$. 
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Figure 5.8 shows the uplifting force acting on the pile versus the pile radius for three ice thicknesses ($h_{\text{ic}}$): 0.3 m, 0.5 m and 0.8 m. Here, we assumed that failure occurs in the ice in the vicinity of the ice-pile interface. The values obtained for the uplifting force are lower than the values measured in our field test. The possible reason for the discrepancy is the wrong choice of the values for the maximal failure stress ($\sigma_{\text{max}}$) and/or Young’s modulus ($E$).

![Figure 5.8. Uplifting force on the pile at the initial failure at the ice-pile interface versus the pile radius for three ice thicknesses ($h_{\text{ic}}$): 0.3 m, 0.5 m and 0.8 m.](image)

The corresponding deflections of the ice plate near the ice-pile interface are shown in Figure 5.9. The values obtained for the pile displacement before the relative sliding begin have a similar order of magnitude to the values measured in the field tests.

![Figure 5.9. Deflection of the ice plate at the failure initiated at the ice-pile interface versus pile radius for three ice thicknesses ($h_{\text{ic}}$): 0.3 m, 0.5 m and 0.8 m.](image)
5.4 Concluding remarks

Several field tests were performed to study the vertical forces exerted due to water level change on isolated ice piles frozen into the level ice. It was found that the adhesion strength in shear between the ice and the pile with a corroded steel surface was significantly higher than in tests with coated steel piles and aluminium piles. Elastic plate theory was used to estimate the uplifting forces acting on the pile due to changes in the water level. The calculations of the uplifting forces were somewhat simplified. We did not take into account variations of the Young’s modulus across the level ice thickness, and the viscous behaviour of the ice was neglected.

In cold regions where significant tidal variation takes place, ice accretes around the piles and on the vertical walls (Figure 5.1).

Lošet and Marchenko (2009) studied the formation of ice bustles on vertical piles and concluded that their formation relates to the difference in heat conductivity of the pile and the water and the cooling of the piles below the temperature of the surrounding water. The thickness of the ice formations accreted on the piles and vertical wall surfaces is higher than the thickness of the surrounding level ice. The diameter of the ice bustles can be significantly larger than the diameter of the pile itself, leading to higher vertical and horizontal loads. A freeze bond may form between the ice bustle and the surrounding level sea ice. If the water level is changed, the freeze bond strength determines the maximal force that acts on the pile. In the areas with very small tides or without them, the ice formed around the vertical pile also does not have homogeneous thickness. Due to differences in the thermal conductivity of the pile and the water, an ice cone will be formed around the pile (Matskevitch and Shkhinek, 1992). Therefore, if the water level changes, it is likely that the maximum force will act on the pile when the ice reaches its bending strength at a certain distance from the pile’s surface.

We believe that more data from field tests and further modelling are needed to increase our knowledge about this phenomenon.
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6 Conclusions and recommendations for further work

The thesis presents the results of ice friction studies in the field and in small-scale laboratory tests. In addition, the field tests were performed to study the vertical ice forces exerted on isolated piles frozen in the level sea ice. Therefore, the work can be divided into three parts.

The first part presents new data and analysis of the coefficient of friction of first year sea ice sliding against itself and against corroded steel under field conditions in the Barents Sea and the fjords of Spitsbergen.

The second part is devoted to a small-scale laboratory study on the ‘geometrical’ stick-slip interaction between ice and stainless steel. The main focus here was to study the effect of the steel surface roughness on the ice-steel interaction.

The third part presents the results and analysis of the field experiments of the vertical ice forces exerted on isolated vertical piles frozen in the level sea ice due to water level changes. Elastic plate theory is used for the theoretical calculation of the maximum vertical force exerted on the piles.

The major conclusions and recommendations for further work are given below for each part separately.

6.1 Field tests on the friction of sea ice against sea ice and steel

Conclusions

A number of field tests were performed on the friction of sea ice against sea ice. The effects of the sliding velocity, air and ice track temperatures, normal load, presence of sea water in the interface, and ice grain orientation with respect to the sliding direction on the friction coefficient are highlighted. The findings can be summarised as follows:

1) Ice surface roughness is an important parameter that determines the value of the friction coefficient. Repeated sliding over the same track led to surface polishing and consequently reduced roughness, thus decreasing the kinetic friction coefficient from 0.48 to 0.05 in the most extreme case.

2) The velocity dependence of the kinetic friction coefficient predicted by the existing friction models does not work when sliding occurs between natural ice surfaces. In this case, the friction coefficient was found to be independent of the sliding velocity (6 mm s\(^{-1}\) to 105 mm s\(^{-1}\)). As the contacting surfaces became smoother, the kinetic friction coefficient started to depend on the velocity, as predicted by existing ice friction models.
3) The frictional force (both static and dynamic) was linearly related to the normal load.
4) The presence of sea water in the sliding interface has very little effect on the static and kinetic friction coefficients.
5) The static friction coefficient increases logarithmically with the hold time, from approximately 0.6 at 5 s to 1.26 at 960 s.

The possible implications of this work are as follows:

- The data can be used to calculate ice loads on offshore structures and to model ridge build-up and rafting processes.
- The field and full-scale data should be of value for the calibration and validation of friction models necessary for engineering applications.

**Recommendations for further work**

One of the main directions for improving current work is the development of a friction model that adequately describes the dependences observed in field conditions. Such a model will be of use to engineers and scientists in modelling ice-ice and ice-structure interaction.

More careful study should be performed on the dependence of the friction coefficient on the run number. The surface roughnesses of the sliding block and ice track should be measured after each run, and the correlation between the friction coefficient values and the surface roughness should be checked.

The real contact area and contact spot distribution should be measured. Tactile sensors may be used for this purpose.

There are a number of potential improvements in the setup that will lead to improvements in the field data quality. Some of these are listed below:

- To study stick-slip during field tests and for more precise measurements of the static friction coefficient, an acquisition system with a sampling frequency up to 1 kHz should be used.
- The acceleration and instantaneous velocity of the ice block should be measured during the initiation of the sliding and its stopping. It could be performed using an accelerometer installed on the top of the sliding ice block.
- A new setup should be designed to study the ice friction on very rough natural surfaces of first-year and multi-year sea ice.
- Tests on an inclined plane can be used to study static and kinetic friction first in the laboratory and then in the field.
6.2 Geometrical stick-slip between ice and steel

Conclusions

New small-scale laboratory tests on ice-steel sliding were performed. Both freshwater ice and salty ice were used in the tests. The main results can be summarised as follows.

- Stick-slip was always observed in samples Mr, Hr and NHr, which had intermediate roughnesses (their arithmetic roughness $R_a$ ranged between 2 $\mu$m and 15 $\mu$m). Both steady-state sliding and stick-slip were observed in the tests performed on samples Sr and TBr, which showed the lowest ($R_a = 0.31 \mu$m) and highest ($R_a = 25.2 \mu$m) roughnesses, respectively.

- The relative piston-ice/ice-cylinder displacement, corresponding to one period of the load oscillations in the tests performed at a constant displacement rate, was found to be equal to the mean pitch profile $S_m$ in all samples except Sr. The displacements remained the same in the tests performed at different displacement rates ranging between $0.83 \times 10^{-5}$ m s$^{-1}$ and $0.83 \times 10^{-3}$ m s$^{-1}$.

- The ice surfaces of samples Mr and Hr after testing were covered by asperities that were similar in shape to those of the inner cylinder surfaces. These results revealed the existence of elastic deformations in the ice asperities when they moved relatively to the steel surface asperities.

- The loads measured in the experiments using fresh water ice samples were significantly higher than those measured in the experiments using saline ice samples ($16.1 \pm 1.5$ ppt).

- The upper limit of ice pressure concentration on the steel surface estimated from the tests was approximately 239 MPa.

The results of this work and further investigations may be useful in achieving increased understanding of ice-induced vibrations.

Recommendations for further work

The current work can be greatly extended and improved to better understand the processes occurring during ice-steel interaction. The main proposals for future work on this topic are listed below:

- One of the results from this work is that freshwater ice and saline ice interact with steel in a similar qualitative manner. Therefore, it is recommended to use only fresh water ice in future tests to exclude the more complex effects of salt;

- An ice surface having surface asperities similar to the asperities on the inner cylinder surface should be characterised in terms of roughness. The replica of the ice surface will give necessary information.
Measurements of the normal load in the ice-steel interface would make it possible to calculate the friction coefficient.

Measurements of the temperature in the ice-steel interface during sliding will be beneficial for better understanding of the processes occurring during the interaction.

Samples made of other construction materials, coatings, roughness, dimensions and geometries may be of interest to study.

6.3 Vertical action on a pile frozen in the level sea ice due to water level changes

**Conclusions**

The work performed in this part can be extended to increase our knowledge of the studied phenomenon. The major results from this study are listed below:

- The maximal vertical force exerted on the pile frozen in the ice due to water level change is limited either by the adhesion strength between the ice and the pile or by the flexural strength of ice in the vicinity of the ice-pile interface. In the tests we observed, that the failure occurred on the ice-pile interface.

- The adhesion strength between the ice and the pile with a corroded steel surface was higher than between the ice and coated steel or between the ice and the aluminium pile.

- The time the pile was allowed to freeze in the level ice affected the maximum vertical load. We believe that this difference is related to the brine drainage in the ice formed from the sea ice in the space between the pile and the surrounding level ice.

- The vertical ice force calculated using elastic plate theory predicts a lower value than the one obtained in the tests. The reason for the discrepancy might be the simplifications made in the calculations (constant Young’s modulus across the ice thickness) and the choice of value for the maximal stress that leads to the ice-pile bond failure.

**Recommendations for further work**

There are many opportunities and for future work and further questions that could and should be studied. The main points are listed below:

- More detailed experimental field and laboratory studies should be performed. The effect of the radius, material and shape of the pile surface should be studied.

- Artificial surface roughness with a helical shape, similar to the roughnesses produced on the piston and cylinder surfaces in our lab tests (Chapter 4), could be created on the pile surface. The effect of the surface roughness on the
maximal vertical force should be studied. It will be interesting to compare the results of such experiments with the results obtained in the laboratory.

- In the field tests, the pile can be pushed downwards at a constant rate, and the effect of the rate can be studied.
- Tests with a constant pushing normal load will be of benefit.
- Similar tests can be performed with piles surrounded by ice bustles.
- For the theoretical calculation of the ice forces acting on a pile, the viscous properties of ice and the variation of the Young’s modulus across the ice thickness should be taken into account.
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