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Abstract

Within the framework of Keynesian economic theory it is widely taken for granted that short term output fluctuations are mirrored in corresponding fluctuations in prices. By examining data on prices and output for a small open raw material based economy, in this case Norway, 1830-2006, this paper concludes that there isn’t a clear positive correlation between prices and output. Contrary, there is more evidence of a counter-cyclical relationship, indicating that business cycles are more frequently caused by supply-side shocks than demand side shocks. However, negative demand shocks normally seem to cause lagged negative price responses.

1 Theoretical background

According to conventional Keynesian views an economy is in principle demand-side led in the short run, when most economists will agree that it is normally supply-side led in the long run.¹ It is theorized that in the longer span the output from an economy will basically depend on the production possibilities or production barriers within the economy and the possibility of exchange of goods and services with other economies, i.e. international trade. Using a supply side approach, output can be described by the production function

\[ Y = F(C, L, N) + \varepsilon. \]  

This means that output, \( Y \), from an economy in the long run is a function, \( F \), of input of capital, \( C \), labor, \( L \), and natural resources, \( N \). Empirical studies
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revealed that quantitative changes in these parameters cannot fully explain economic growth. Hence, a residual factor, $\varepsilon$, has to be added in order to account for all factors of growth.\(^2\) This residual is often considered as total factor productivity (TFP), which is the qualitative changes in growth variables and in the organization of these, e.g. new technology, infrastructure and institutional factors.

In the short run output fluctuations are by Keynesians assumed to move within the limits of the production barriers of the economy. In other words, short-term output fluctuations reflect the degree of production possibility utilization. This utilization will according to conventional Keynesian theory depend on the demand side of the economy, where the power of demand decides the level of value creation within the production barriers. Thus, in the short run output is a function of demand,

$$Y = F(D).$$  \hspace{1cm} (2)

Since the output barriers are stable in the short run, it is assumed that a short term positive shift in the demand curve causes prices to increase. Thus, the price level, $P$, is a function of demand when supply is held constant, as is reasonably to assume in the short term.

$$P = F(D)$$  \hspace{1cm} (3)

As seen from equation (2) and (3) both prices and output are seen as functions of demand. They are also believed to move in the same directions versus demand, i.e. upwards in response of positive demand shifts and downwards in response of negative demand shifts. Hence, price movements should in general reflect short-term output cycles, which are normally believed to be demand-side led.

According to Keynesian theory the total demand side in an economy is made up by private consumption, $C$, public expenditures, $G$, investments, $I$, and export surplus $X - M$. Total demand can in other words be quantified as the expenditure side of the gross domestic product.\(^3\)

$$D = Y = C + G + I + (X - M).$$  \hspace{1cm} (4)

Operationally this means that price movements, $dP$, can be estimated as a function of GDP-movements, $dY$:

$$dP = F(dY)$$  \hspace{1cm} (5)

We do not suggest that output is the only decisive short run factor for prices. The picture is far more complicated. However, prices and output should be correlated.

\(^2\)Abramowitz 1956, 5–23.
\(^3\)Peden 1987, 82–96.
2 Research

Surprisingly little has been done in order to examine the empirical relationship between output and prices. Admittedly, it can easily be illustrated e.g. that prices fell during the long depression from the mid 1870s till the late 1880s, during the post-war depression in the 1920s and during the great depression in the 1930s.\textsuperscript{4} In fact these examples of falling output and prices have given name to the term depression.

Nevertheless, it is not at all difficult to point out opposite. Prices tended to fall also during years of significant economic growth from the mid 1870s to the mid 1890s, and even in many countries during the booming 1920s. One may also find several examples of prices rising rapidly, despite output downturns, e.g. during the 1970s, when the combination of increasing inflation and stagnating output was named stagflation.

However, some work is done, basically on contemporary data, on the relationship between business cycles and prices. This new research indicates that there was no clear correlation between price movements and business cycles in Norway from 1970 onwards.\textsuperscript{5} This can probably, at least partly, be explained by Norwegian dependency on petroleum and petroleum prices, which can act counter-cyclical to international business cycles. Petroleum prices constitute a significant cost for the Western economies. Thus, demand will shift from output produced in the Western economies over to a necessary input to the economy. In consequence, prices increase and outputs decrease. However, the same pattern of lacking correspondence between prices and business cycles during the last decades is also discovered for the US, which in nature is a quite different kind of economy.\textsuperscript{6} On the other hand it is also found evidence of comovement between prices and output in the US economy since World War II.\textsuperscript{7}

In this paper we try to examine if there has been any empirical correspondence between short-term price movements and output volumes in the small, open raw-material based economy of Norway. Both annual movements and business cycles are investigated.

3 A small open raw material based economy

Ever since the first steps towards an international Norwegian economy, when the Hanseatic League established itself in the foremost Norwegian city, Bergen, in the 1350s, Norway’s export sector relied upon raw materials. Fisheries and forestry made up the two most important export industries until the nineteenth century. Thereafter, the merchant fleet showed a rapid
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\textsuperscript{7}Haan 2000, 3–30.
growth in the mid-decades of the 1800s and became the predominant export industry together with fisheries and forestry. The growth of the Norwegian merchant fleet was heavily dependent on worldwide transport of raw materials.

Since the 1970s the petroleum industry has become the predominant Norwegian export industry. However, still fish and fish products and wooden based products, like pulp and paper are important Norwegian export products. Due to its dependence on foreign markets both regarding exports and imports, Norway has in the large with a few exceptions been in favor of free international trade. Thus, one can definitely claim that Norway always has been a small, open, raw material based economy. This would apply that the Norwegian business cycle should very much depend on the business cycles within our most important trading partners. Huge demand of raw materials should normally give both high prices and a boom in the economic activity. On the other side the abundance of raw materials would be decisive for the level of supply and thereby both the price levels and economic activity in the economy. E.g. small fish catches would normally cause fish prices to increase, when output volumes decrease. In such a case the business cycle is caused by a supply side shock, and prices and output should be negatively correlated.

It is a complicated task to decide whether business cycles are demand or supply led. In this paper we focus on the statistical correlation between prices and business cycles. On the basis of these results, we can draw some conclusions on the likeliness of the business cycles to have been demand side led in the small open raw material dependent economy of Norway 1830–2006. Further, in order to conclude on the possible correspondence between short-term output and price movements in Norway 1830–2006 one should look at different sub-periods of time. This paper deals with three such sub-periods.

1830–1913 The first sub-period stretches from 1830 till 1913, and represents the pioneer period of modern economic growth within a liberal economic order in Norway. For most of this period the monetary system was fairly stable with a real silver standard 1842-1873 and a real gold standard 1874-1913. During the first years of the sub-period, i.e. 1830-1842 the central bank monitored a nominal silver standard, with a careful deflationary monetary policy in order to obtain the par silver value of the speciedaler.

1913–1952 The second sub-period starts in 1913 and ends in 1952. This was a very volatile period for both the international and the domestic economy, characterized by two world wars and their corresponding post-war

---

8 Brautaset 2002, 197–205.
periods, crises and growth, and inflation and deflation.\footnote{Hanisch 1996, 141–156.} During this period several years can be characterized as turbulent regarding the monetary situation.

**1952–2006** Our final sub-period covers the years 1952-2006 and is characterized by a significant and growing public sector and a social-democratic economic planning regime. Domestically these features were inspired by John Maynard Keynes and Ragnar Frisch.\footnote{Søilen 1998, 417–446.} Admittedly, Norway gradually returned to a more neo-liberalistic economic world order since 1979. Nevertheless, economic planning in a mixed economy is still a dominant economic regime. The monetary policy was fairly stable with the exception of some turbulence in particular in the 1970s and 1980s.

### 4 Data

As indicator for the general price level we use a newly published combined cost of living index (CLI) and consumer price index (CPI) for Norway, hereafter denoted as a historical CPI.\footnote{Grytten 2004a, 47–98.} As for business cycles, we use newly published historical gross domestic product (GDP) figures, reflecting total output in the economy.\footnote{Grytten 2004b, 241–288.} The available data sets allow us to compare annual figures for all years 1830 till 2006.

#### 4.1 Prices

The combined historical CLI-CPI stretching back to 1516 is constructed by a traditional Laspeyres approach, which is common for historical price indices.\footnote{Grytten 2004a, 47–98.} In fact it is a mixture of a cost of living index and a consumer price index till 1959, meaning it does not only reflect market prices, but also the costs of providing necessities for working class families. From 1959 onwards, it stands as a pure consumer price index.

The series for the period in question in this paper is in fact spliced together of six different indices. The first, constructed by Ola H Grytten, covers the period 1819-1871 and it includes 29 commodities within eight consumption groups 1819-1830 and 47 commodities within nine consumption groups 1830-1871, and includes most kinds of consumption less services. Almost all observations are monthly or quarterly retail or market place prices reported all over the country by governmental decree.\footnote{Sircular, 4th Royal Norwegian Ministry, January 20th 1816 and Wedervang Archive, file 272.} The key

---

source for these data is the Professor Dr. Ingvar B. Wedervang’s Archive on Historical wages and Prices, kept at the Norwegian School of Economics and Business Administration in Bergen, Norway.

The second and third cost of living indices are basically compiled from data on prices and consumption patterns in the Oslo area. The first of these, covering the years from 1871 till 1901, was constructed by Jan Ramstad. It was made up of price data on 55 representative commodities, recorded in the Wedervang Archive. Thereafter, we use the cost of living index from the Statistical Office of Kristiania (Oslo) for the period 1901-1916, including about 70 items. Again all major consumption groups are included in these monthly figures, except for services, which are lacking till 1900, and thereafter are underrepresented.

The fourth index series was constructed by the Ministry of Social Affairs during a short period stretching from 1916 till 1919. It covers 16 of the major urban areas of Norway at the time and includes 60 retail commodities, fuel inclusive. The observations were taken on a monthly basis.

From 1919 Statistics Norway took over as the major provider of cost of living indices. They conducted several consumption surveys, covering up to 31 urban areas and collected retail price data on some hundred consumption items, i.e. from 120 in 1920 to 700 in 1959. Data were compiled all over the country in order to construct this index. Finally, in 1959/1960 the cost of living index for working class households was fully replaced by a consumer price index (CPI) representing all kinds of households and products, which can be bought in retail shops at market prices. The range of data compilation has been increased gradually. Today Statistics Norway collects retail prices of a set of about 1000 representative commodities from all over the country. During the last years they have monitored a CPI constructed as a geometrical series. However, in our historical series we still use an arithmetic approach.

### 4.2 GDP

In order to map the business cycles we use gross domestic product per capita in fixed prices, which expresses the total volumes of output or value added in the economy. The historical national accounts for Norway stretch back to 1830, and are calculated in several steps.

In 1965 Statistics Norway published GDP per capita for the years 1865-1960. These have newly been revised back to 1970. Thereafter, new

---
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calculations were made of GDP back to 1830 by a group of scholars from the Norwegian School of Economics and Business Administration in Bergen.\textsuperscript{23} Again, an important source, both of volumes and prices, is the Wedervang Archive. The calculations are made both from the production and the expenditure side, and to reach at estimates in fixed prices we have in principle used a double deflation technique. Thirdly, we use the newly revised contemporary GDP-figures for 1970-2006 calculated and maintained by Statistics Norway.

Finally, the historical GDP-calculations for 1830-1865, 1865-1950 and the revised contemporary figures 1970-2006 are spliced together. These series were first published by the central bank of Norway as part of a project on historical monetary statistics.\textsuperscript{24} Together with the price data they constitute valid and reliable sources for examination of the correspondence between price movements and business cycles in Norway 1830-2006.

\section*{4.3 Statistical properties: unit root and cointegration}

Before we carry out any statistical analysis of the relationship, we investigate the time series properties. Figure 1 shows ln CPI (henceforth CPI) and Figure 2 shows ln real GDP per capita (henceforth GDP) 1830–2006. By a visual inspection of the two series (top panel in the Figures), it seems that the series are not stationary. This is highly common for macroeconomic time series. A nonstationary time series \( \{y_t\} \) do not have the properties of time invariant first and second moments, i.e., the mean \( E(y_t) \) and variance \( \text{Var}(y_t) \) is not constant. Another important property with a stationary time series is that the covariance \( \text{Cov}(y_t, y_{t+s}) \) between two time periods \( t \) and \( s \) depends on the time period between them \( s \) and not on the actual time \( t \) that the covariance is computed. Investigating possible relationships between two nonstationary time series may lead to results that are spurious.

To formally test for a unit root we employ the Augmented Dicky-Fuller (ADF) test.\textsuperscript{25} The number of lags is chosen as the highest significant lag out of a maximum of five lags. The test statistics for the CPI and GDP are reported in Table 1. From the table it is clear that neither the CPI nor the GDP series is stationary regardless of whether we include only a constant or a constant and a trend component. In all cases the test statistic is larger than the critical values.

The lower panel of Figures 1 and 2 shows the first difference series of the CPI and GDP. Both series seems to fluctuate around zero with no drift or trend. Hence, we suspect that both the first difference series are stationary.

\textsuperscript{23} Grytten 2004b, 272–289.
\textsuperscript{24} Eitrheim 2004, Eitrheim 2007.
\textsuperscript{25} Most estimations is this paper is computed using the statistical package \textit{gretl} \textsuperscript{1.7.5} (Gnu Regression, Econometrics and Time-series Library). In addition we use Stata 10.1 (mainly for the Zivot and Andrews test) and for graphics we use \textit{gnuplot} \textsuperscript{4.2}. 
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Figure 1: ln CPI in levels and first difference.

Figure 2: ln real GDP per capita in levels and first difference.
Table 1: Unit root tests CPI and GDP for Norway 1830–2006.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF</th>
<th>Critical values</th>
<th>Asymptotic p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>5%</td>
</tr>
<tr>
<td>CPI (c)</td>
<td>1.4153 (1)</td>
<td>-3.485</td>
<td>-2.885</td>
</tr>
<tr>
<td>GDP (c)</td>
<td>2.7388 (5)</td>
<td>-3.486</td>
<td>-2.885</td>
</tr>
<tr>
<td>CPI (c/t)</td>
<td>-1.66658 (1)</td>
<td>-4.015</td>
<td>-3.440</td>
</tr>
<tr>
<td>GDP (c/t)</td>
<td>-1.09154 (5)</td>
<td>-4.016</td>
<td>-3.441</td>
</tr>
<tr>
<td>D.CPI</td>
<td>-6.75531 (0)</td>
<td>-2.590</td>
<td>-1.950</td>
</tr>
<tr>
<td>D.GDP</td>
<td>-3.96998 (3)</td>
<td>-2.590</td>
<td>-1.950</td>
</tr>
</tbody>
</table>

Notes: ADF = Augmented Dicky-Fuller test. Number of lags in parenthesis is chosen as the highest significant lag out of a maximum of 5 lags. c = constant and c/t = constant and trend included. In first differences there are no constant and no trend included.

This is formally confirmed by the ADF test. The results are reported in the lower part of Table 1 where the letter D denote the difference operator. Both the differenced CPI and GDP are stationary at the 1% significance level. Hence, we conclude that both series are integrated of order one, i.e., \( \text{CPI} \sim I(1) \) and \( \text{GDP} \sim I(1) \).

A weakness with the ADF test is that it does not allow for any structural break in the series. To allow for this we apply the Zivot and Andrews test procedure\(^{26}\) as implemented in the \texttt{zandrews} command for Stata by Christopher F. Baum.\(^{27}\) The Zivot and Andrews test allow for one structural break in the time series. The break can be in the intercept, the trend or both. We test for all three types of breaks, and the results are reported in Table 2. The test results give the same conclusion as the ADF.

Since both the CPI and GDP series are integrated of order 1, \( I(1) \), it is natural to see if there exist any long term equilibrium relationship between the two series. Or is there only a spurious relationship? To answer this we look at whether the two time series are cointegrated, i.e., if the series share a common stochastic trend. To formally test for this we apply the Engle-Granger Augmented Dickey-Fuller test for cointegration, the EG-ADF test. Table 3 shows the test results. Using a model with only a constant the test statistic is larger than the critical values. Hence, the series are not cointegrated, i.e., the residuals from the linear combination of the CPI and the GDP is nonstationary. Using a model including both a constant and a trend the EG-ADF test concludes that the series are cointegrated. The test statistic is smaller than the critical value for the 1% significance level.


\(^{27}\)For a description of the \texttt{zandrews}, see e.g. Baum 2001, 9–10.
Table 2: Zivot and Andrews unit root test for CPI and GDP for Norway 1830–2006.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Break</th>
<th>t-statistic</th>
<th>Break year</th>
<th>Critical values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>CPI</td>
<td>intercept</td>
<td>-3.168 (1)</td>
<td>1970</td>
<td>-5.43</td>
</tr>
<tr>
<td>GDP</td>
<td>intercept</td>
<td>-3.159 (2)</td>
<td>1945</td>
<td>-5.43</td>
</tr>
<tr>
<td>CPI</td>
<td>trend</td>
<td>-3.537 (1)</td>
<td>1932</td>
<td>-4.93</td>
</tr>
<tr>
<td>GDP</td>
<td>trend</td>
<td>-4.173 (2)</td>
<td>1922</td>
<td>-4.93</td>
</tr>
<tr>
<td>CPI</td>
<td>both</td>
<td>-3.734 (1)</td>
<td>1926</td>
<td>-5.57</td>
</tr>
<tr>
<td>GDP</td>
<td>both</td>
<td>-4.325 (2)</td>
<td>1917</td>
<td>-5.57</td>
</tr>
</tbody>
</table>

Notes: Number of lags in parenthesis is chosen as the highest significant lag out of a maximum of 5 lags.

Table 3: Cointegration test between CPI and GDP for Norway 1830–2006.

<table>
<thead>
<tr>
<th>Type</th>
<th>test statistic</th>
<th>Critical values</th>
<th>Asymptotic p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>5%</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.38499 (3)</td>
<td>-3.90</td>
<td>-3.34</td>
</tr>
<tr>
<td>Constant and trend</td>
<td>-4.36493 (3)</td>
<td>-4.32</td>
<td>-3.78</td>
</tr>
</tbody>
</table>

Notes: Number of lags in parenthesis is chosen as the highest significant lag out of a maximum of 5 lags. Critical values taken from Davidson and MacKinnon 1993, 722.

We also perform the unit root and cointegration test for the sub-periods. The results are reported in Table 4. In the first sub-period, 1830–1913, the CPI is stationary in both models, i.e., the model with a constant and the model with a constant and a trend. The GDP series is not stationary. Both tests conclude that the series are cointegrated. For the sub-period 1913–1952 the CPI and GDP are not stationary and not cointegrated. The same also apply for the last sub-period, 1952–2006, except for the CPI when testing for a unit root including a constant and a trend.

To summarize the statistical properties, there is evidence that both the CPI and GDP series are not stationary in levels and stationary in first differences. Although there is evidence of cointegrated CPI and GDP for the whole sample period 1830–2006, this is not the case when breaking the sample into three sub-periods. In the rest of the paper we correct for the
Table 4: Cointegration test between CPI and GDP for sub-periods for Norway 1830–2006.

<table>
<thead>
<tr>
<th>Type</th>
<th>test statistic</th>
<th>Critical values</th>
<th>Asymptotic p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
<td>5%</td>
</tr>
<tr>
<td>Sub-period 1830–1913</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit root CPI (c)</td>
<td>-2.95537 (1)</td>
<td>-3.535</td>
<td>-2.904</td>
</tr>
<tr>
<td>Unit root GDP (c)</td>
<td>0.723166 (3)</td>
<td>-3.538</td>
<td>-2.906</td>
</tr>
<tr>
<td>Cointegration</td>
<td>-3.39817 (1)</td>
<td>-3.90</td>
<td>-3.34</td>
</tr>
<tr>
<td>Unit root CPI (c/t)</td>
<td>-3.22632 (1)</td>
<td>-4.080</td>
<td>-3.468</td>
</tr>
<tr>
<td>Unit root GDP (c/t)</td>
<td>-2.17283 (3)</td>
<td>-4.084</td>
<td>-3.470</td>
</tr>
<tr>
<td>Cointegration</td>
<td>-4.2055 (1)</td>
<td>-4.32</td>
<td>-3.78</td>
</tr>
<tr>
<td>Sub-period 1913–1952</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit root CPI (c)</td>
<td>-1.97258 (1)</td>
<td>-3.648</td>
<td>-2.958</td>
</tr>
<tr>
<td>Unit root GDP (c)</td>
<td>-0.0393117 (0)</td>
<td>-3.648</td>
<td>-2.958</td>
</tr>
<tr>
<td>Cointegration</td>
<td>-2.82403 (3)</td>
<td>-3.90</td>
<td>-3.34</td>
</tr>
<tr>
<td>Unit root CPI (c/t)</td>
<td>-2.41571 (1)</td>
<td>-4.242</td>
<td>-3.540</td>
</tr>
<tr>
<td>Unit root GDP (c/t)</td>
<td>-2.8967 (3)</td>
<td>-4.242</td>
<td>-3.540</td>
</tr>
<tr>
<td>Cointegration</td>
<td>-2.09457 (4)</td>
<td>-4.32</td>
<td>-3.78</td>
</tr>
<tr>
<td>Sub-period 1952–2006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit root CPI (c)</td>
<td>-0.853369 (5)</td>
<td>-3.573</td>
<td>-2.926</td>
</tr>
<tr>
<td>Unit root GDP (c)</td>
<td>-1.19575 (1)</td>
<td>-3.573</td>
<td>-2.926</td>
</tr>
<tr>
<td>Cointegration</td>
<td>-1.81143 (4)</td>
<td>-3.90</td>
<td>-3.34</td>
</tr>
<tr>
<td>Unit root CPI (c/t)</td>
<td>-3.26942 (5)</td>
<td>-4.139</td>
<td>-3.495</td>
</tr>
<tr>
<td>Unit root GDP (c/t)</td>
<td>-1.1178 (1)</td>
<td>-4.139</td>
<td>-3.495</td>
</tr>
<tr>
<td>Cointegration</td>
<td>-1.81114 (4)</td>
<td>-4.32</td>
<td>-3.78</td>
</tr>
</tbody>
</table>

Notes: Critical values for the cointegration test taken from Davidson and MacKinnon 1993, 722. Number of lags in parenthesis is chosen as the highest significant lag out of a maximum of 5 lags. c = constant and c/t = constant and trend included.
nonstationarity in the time series with the help of a Hodrick-Prescott (HP) filter.

The HP-filter is an algorithm for finding smoothed values, i.e., trends of a time series. The filter separates an observed time series, \( \{y_t\}_{t=1}^T \), into a smoothed or a trend component, \( g_t \), and a cyclical component, \( c_t \). That is,

\[
y_t = g_t + c_t.
\]  

(6)

In the filtering (detrending) of \( y_t \), the trend component \( g_t \) is determined by

\[
\min_{g_t} \sum_{t=1}^{T} (y_t - g_t)^2 + \lambda \sum_{t=2}^{T-1} [(g_{t+1} - g_t) - (g_t - g_{t-1})]^2.
\]  

(7)

Here \( T \) is the sample size and \( \lambda \) is the smoothing parameter, specifying the smoothness of the trend. A normal value for \( \lambda \) is 100 for annual data. Thus, we apply \( \lambda = 100 \) in our analysis.

5 Correspondence of annual fluctuations

In order to carry out the present historical analysis, 1830-2006, we look at the correspondence between movements in prices and GDP down to an annual basis.

Annual changes in GDP are not measurements of business cycles, due to their different time span. A business cycle is always of some time, which is more than one year, more often six to nine years. We will first examine the correspondence of annual changes.

The new data for the GDP and CPI series enable us to look at the correspondence between annual changes in output volumes prices, as plotted in Figure 3. It is surprisingly difficult to spot any significant persistent correlation between the two, in particular not a positive relationship. Thus, we cannot trace any clear tendency by just looking at these graphs.

A problem with the series used in Figure 3 is that they may be influenced by polynomial trends within the time data sets. Another problem is persistence of the data through autocorrelation of the series. This is particularly the case after World War II, when both prices and GDP increased persistently. In order to arrive at more stationary numbers we need to adjust for these biases of the data, and we do this, as explained earlier, by applying the HP-filter.

In Figure 4 we plot the estimated cycles of the time series. These series indicate cyclical movements within trend series made stationary. Hence, they reflect annual output gaps and price gaps quite well. Still it is very difficult to trace any consistent pattern of correlation between the two variables GDP and the historical CPI. This could be explained by time lags or by the fact that business cycles last for several years. Thus, there is not
necessarily strong annual correlation between the two variables, but there may nevertheless be correlation within the typical cycle periods.

6 Correspondence of business cycles

It can be a too narrow approach to just look at annual changes in GDP and prices. With the exception of seasonal variations, fluctuations in output activity do not follow the calendar. One may experience that the direction of output volume turns during the year, and movements normally last for more than one year. Thus, there can be lags and leads between the two sets of variables.

This section of the paper takes account for this and focus on the correspondence between business cycles and prices. According to the business cycle theory pioneer Joseph Kitchin the economy moves in inventory cycles of three to five years.\textsuperscript{28} According to another pioneer in the field, Clement Juglar, investment cycles of seven to eleven years are quite common.\textsuperscript{29} These seem basically to be demand driven. Business cycles have tended to become shorter during the modernization of the economy. In connection with the work presented in this paper we have examined cycles of different time spans,

\textsuperscript{28}Kitchin 1923.  
\textsuperscript{29}Juglar 1916.
Figure 4: CPI and GDP cycles from trend estimated by HP-filter.

i.e. five, seven, nine and eleven years. These different lengths do not change our conclusions, as they give very similar results. Hence, we have basically chosen a seven year business cycle approach here, which arguably can be seen as a “normal” time for a business cycle, making up the average time of Kitchin and Juglar cycles. To adjust for auto correlation and make the series more stationary we apply the HP-filter and look at the cyclical component of the time series as seven-year moving averages. This is probably the most relevant measure we offer of business cycles fluctuations around an estimated stationary trend and the corresponding price cycles in this paper.

The series are presented in Figure 5. By just looking at the graphs we can still not conclude with any different conclusions than from that drawn above. It is indeed very difficult to spot any clear and systematic short-term correlation between business cycles and price movements in Norway 1830–2006. Also, if there is any correspondence it seems more often to be negative than positive. Admittedly, there seem to be some kind of a procyclical pattern between the two parameters for some periods, in particular for the years from the late 1860s to the 1890s. For the rest of the period the negative pattern seems to be stronger than the positive.
7 Statistical testing: correlations

In this section we compute the cross correlations between the cyclical components of the GDP and the CPI in order to look at the strength and direction of their (linear) relationship. That is, whether, the CPI is procyclical or countercyclical. We do this for both the annual cyclical component and the business cyclical component, i.e., the moving average. Although we have looked at different sets of moving averages (five, seven, nine and eleven years) we only present the seven-year symmetric moving averages since the differences between them are insignificant. In addition we compute the correlation between the two when we allow that the CPI is a leading or lagging variable of the GDP by one and two time periods. The calculations are done for all sub-periods plus for the entire time series.

According to the results presented in Table 5 most of the estimated correlations (30 out of 40) are negative. There is a significant contemporaneous negative correlation. In other words, CPI tends to be countercyclical. We also see that there is a significant strong negative correlation between current GDP and lagged values of the CPI. But, there is no significant correlation between the cyclical components of GDP and leading CPI. This comes as no surprise since prices are more likely to reflect than decide fluctuations in output. Hence, the results with simultaneous data or price-lags are more relevant in this analysis.
Table 5: Correlation coefficients between GDP and CPI leads (-) and lags for Norway 1830–2006.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Annual HP cycles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.3114***</td>
<td>-0.1240</td>
<td>0.1823</td>
<td>-0.0050</td>
</tr>
<tr>
<td>-1</td>
<td>0.3276***</td>
<td>-0.2502</td>
<td>-0.0632</td>
<td>-0.1105</td>
</tr>
<tr>
<td>0</td>
<td>0.0515</td>
<td>-0.3507**</td>
<td>-0.3270**</td>
<td>-0.2709***</td>
</tr>
<tr>
<td>1</td>
<td>-0.0560</td>
<td>-0.3120**</td>
<td>-0.3019**</td>
<td>-0.2810***</td>
</tr>
<tr>
<td>2</td>
<td>-0.0813</td>
<td>-0.2415</td>
<td>-0.0621</td>
<td>-0.2372***</td>
</tr>
</tbody>
</table>

|      | Business cycles defined as 7-year MA of HP cycles |          |           |           |
| -2   | 0.5193*** | -0.1353   | 0.1825    | -0.0499   |
| -1   | 0.5149*** | -0.3257*  | 0.0411    | -0.2358***|
| 0    | 0.3431*** | -0.5020***| -0.1182   | -0.4044***|
| 1    | 0.1225    | -0.6129***| -0.2546*  | -0.5205***|
| 2    | -0.0464   | -0.6275***| -0.3432** | -0.5594***|

*, **, and *** denotes significance at 10%, 5%, and 1% significance level.

7.1 Sub-periods

During the first sub-period 1830–1913, we in fact have none significant negative coefficients. The correlations with one and two year price leads are significantly positive on the annual data and even more so for the seven-year moving averages. Thus, our calculations for 1830-1913 indicate positive correlations between prices and output both on an annual and a business cycle level, where prices moves ahead of output. This positive relationship on the aggregated national level is found despite a clear negative relationship between output and prices from agriculture, as shown in Figure 6. The negative correlation coefficient (−.4034) for agriculture, clearly indicates that supply side shocks were decisive for the annual development of output and prices in this important industry, when the opposite seems to have been the case for the economy in general.

For the second sub-period, 1913–1952, we find negative correlations only. Six out of ten are significant at least at a ten per cent level. The estimated coefficients are also relatively high. Again, they are highest for business cycles versus prices contra annual output versus prices.

This was a period of several shocks to the economy. In the first place two world wars took place during these years. Inflation grew rapidly during

---

Grytten 2004c, 47–76 and Grytten 2004a, 47–98.

the war years, when output contracted. Secondly, two huge international depressions hit the economy devastatingly. Thirdly, Norway ran a strong deflationary monetary policy for most of the 1920s, causing a sharp and long period of deflation in the 1920s in additional to the international deflation in the 1930s. Fourthly, during the post World War II period till 1952, the government widely subsidized and directed the economy in order to prevent high inflation and thereafter a postwar depression.\footnote{Hodne and Grytten 2002, 77–196.} Between these years of crises and abnormal economic policy, a significant growth took place. From 1913 till 1952 the recorded per capita GDP growth rate was impressively 2.24 per cent.\footnote{NOS 1965, 348–351.}

This implies that the years 1913-1952 constitute a period of substantial economic growth both when compared to Norwegian historical growth rates and growth rates of other countries during the same period. However, due to the two great wars, their aftermaths and the long period of deflationary monetary policy, one can easily see that the economy in many years must have been influenced by heavy supply side shocks and that prices could not necessarily have mirrored the business cycles.

For the third sub-period, 1952–2006, we basically find negative correlations. They are still negative when we apply one and two year price lags to

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{HP cycle for prices and volumes in agriculture in Norway 1830–1910. ($\lambda = 100$).}
\end{figure}
output, and they are significant except for two year price lag when looking at annual changes. Price leads are for most part positive, but they are not significant. Despite the dominant Keynesian paradigm in this period, we chiefly find negative relationships between prices and output.\textsuperscript{34}

There was not any significant primary sector to impose huge supply side shocks to the Norwegian economy after 1952. Still prices and business cycles were negatively correlated. This could partly be explained by the adoption of technology from the US, causing productivity and prices to increase and the economy to boom. During the 1970s, the economies of the OECD-countries were heavily influenced by the considerable jumps of petroleum prices caused by OPEC I, in 1973 (petroleum embargo), and OPEC II, in 1979 (Iraqi-Iranian war). Oil prices per barrel stepped up from three to 40 dollars during the 1970s. In consequence, the OECD-area experienced high inflation and fall in demand for domestically produced goods. Thus, changes in prices and output moved in opposite directions.

As for the entire period, 1830-2006, our calculations give negative correlations. Seven out of ten are significant at a one per cent level. Also, the calculations reveal that the negative correlations are stronger for business cycles than for annual movements and that the correlations are stronger for computations done with price-lags than for those done with price leads.

All in all, on the basis of the computations reported in Table 5 we can conclude that for the historical period 1830–2006 it is more common with negative correspondence between prices and output than positive. The exception for this phenomenon is the sub-period 1830–1913, when the tendency is pro-cyclical. The strongest counter-cyclical period exists for the very turbulent years 1913–1952.

### 7.2 Impulse response analysis

In this section we estimate a simple VAR model (reduced form) in order to perform an impulse response analysis. We measure the response of a one-standard error shock in the CPI and GDP. The number of lags included is found by minimizing the Akaike Information Criterion (AIC) conditional on maximum of five lags. For the whole sample we include five lags while for each sub-sample we include one lag.

A Vector Autoregression model with $k$ variables and $p$ lags, $\text{VAR}(p)$, can be written as\textsuperscript{35}

$$y_t = \nu + A_1 y_{t-1} + \ldots + A_p y_{t-p} + u_t. \quad (8)$$

The random vector $y_t = (y_{1t}, \ldots, y_{kt})'$ has dimension $(k \times 1)$. The $A_i$ are fixed $(k \times k)$ coefficient matrices and $\nu = (\nu_1, \ldots, \nu_k)'$ is a fixed $(k \times 1)$ vector

\textsuperscript{34}Hanisch 1999, 17–28.
\textsuperscript{35}Lütkepohl 2006, 13.
of intercept terms. The innovation process is given by the \((k \times 1)\) vector 
\(u_t = (u_{1t}, \ldots, u_{kt})'\). Hence, each variable is a linear combination of its own 
lags and the lagged values of the other variables in the system.

In our case, \(k = 2\) (CPI and GDP), i.e., a bivariate model. It should be 
noted that we do not put any restrictions on the model, hence, our approach 
is atheoretical. The model is estimated using the first differences and since 
the differenced series are stationary (cfr. the unit root tests in Section 4) 
it is possible to use Ordinary Least Squares on each of the equations to 
get efficient estimations. However, we are not interested in the estimations 
\textit{per se}, but our interest lies in the ability to estimate Impulse Response 
Functions (IRF). IRFs show how the variables in the system reacts to a one-
standard-deviation innovation in one equation at time \(t\), while there are no 
innovations in the other variables at time \(t\). However, the assumption stating 
no contemporaneous innovation is not realistic.\(^{36}\) One way to deal with this 
is to transform the innovations into orthogonal innovations, i.e., innovations 
that are not correlated. This transformation procedure is known as Choleski 
factorization. But, such a transformation implies that the ordering of the 
variables in the system is important. In general, if we have \(k\) variables, 
\(y_1, \ldots, y_k\), a variable \(y_i\) can only have a contemporaneous effect on the last 
\(k - i\) variables. In our case we have only two variables and the ordering of 
the variables have only a very small impact on the IRFs. In the Figures 
presenting the orthogonalized IRFs, we use the cumulative orthogonalized 
IRFs. That is, the cumulative response after \(s\) steps (years) of an impulse 
that occured at time \(t\) \((s = 1, \ldots, 10)\).

Looking at Figure 7 we find that for the entire 1830-2006 period there 
is a substantial positive short term price response to shocks in prices. After 
a one-standard error shock inflation normally stays high for four periods 
(periods 0-3), and thereafter it returns to normal. Meaning that inflation 
shocks causes the price levels to move in steps. The response of GDP to 
CPI-shocks seems close to zero, when GDP shocks causes prices to increase 
marginally in periods 0-4 and more substantially, but still moderately, in pe-
riods 5 and 6. The GDP response is positive in period 0 only and thereafter 
there seems to be no particular output response to GDP shocks. What does 
this apply? It does apply that price shocks have no influence on GDP, when 
output has a limited influence on prices. The latter also applies for price re-
sponses to price shocks. According to Equation (3) in the paper prices in an 
economy may be seen as a function of aggregated demand in the economy, 
measured as GDP. This implies that demand shocks, recorded in GDP leads 
to moderate price changes after some time, however, not simultaneously.

For the sub-periods we find shorter effects of a CPI shock to CPIs and 
a GDP shock to CPI, 1830-1913 (Figure 8). When the price shock effect 
on prices seem similar to the overall trend 1913-1950, we find no output to

\(^{36}\)Lütkepohl 2006, 56.
Figure 7: Cumulative orthogonalized impulse response function 1830–2006. Response to a one-standard error shock: impulse—response. Shaded area is 95% confidence interval.

Figure 8: Cumulative orthogonalized impulse response function 1830–1913. Response to a one-standard error shock: impulse—response. Shaded area is 95% confidence interval.
Figure 9: Cumulative orthogonalized impulse response function 1913–1952. Response to a one-standard error shock: impulse—response. Shaded area is 95% confidence interval.

Figure 10: Cumulative orthogonalized impulse response function 1952–2006. Response to a one-standard error shock: impulse—response. Shaded area is 95% confidence interval.
price effect for this sub-period (Figure 9). The response of prices to GDP and prices to prices seems more evenly distributed during the periods after shocks in 1952-2006 (Figure 10). All in all this impulse respond analysis indicates that GDP shocks may cause moderate reactions in the CPI, suggesting a limited positive relationship between output shocks and prices, normally with a 1-4 years price lag.

These results are confirmed when one goes into historical happenings. Negative output shocks took place in Norway in the late 1840s (revolutionary wave over Europe), the second part of the 1850s (Crimean Crisis), the second half of the 1870s and the 1880s (Long Depression), the first five years of the 1900s (Christiania crisis), 1917-1918 (last years of World War I), the early 1920s (Postwar Depression), the early 1930s (Great Depression), the first half of the 1940s (World War II) and around 1990 (Great Banking Crisis). In all of these cases, except for the war years, we find that inflation contracted after what most writers on economic history would define as negative demand shocks to the Norwegian economy. Thus it seems as negative demand shocks constitute an exception from the counter-cyclical short-term trend between output and prices.

8 The foreign sector

In order to get a better understanding of the observed phenomena in the small open raw material based economy of Norway it is of interest to see if the development has been influenced by the foreign sector. Thus, in this section of the paper we take a closer look at the correspondence between export and import prices versus output from the economy. The export and import prices used are taken from the historical national accounts. We use the implicit price indices. Sources for the export and import price series in the historical national accounts are public records and the Wedervang Archive.\(^{37}\)

An important aspect of this examination is to find out how external shocks have influenced Norwegian output through import or export prices. Additionally, this examination can inform us on how other supply side shocks, e.g. low or high fish catches, output from forestry or oil and gas relative to demand has influenced the relationship between prices and output.

We conduct this examination with further calculations of correlation coefficients. When simultaneous and price-lagged series are the most relevant when examining a possible Keynesian relationship between output and prices, simultaneous and price-led series would be the most relevant in this analysis. The idea is to examine if external supply side shocks can explain fluctuations in output.

\(^{37}\)Wedervang Archive, files W272, W276 and W383.
Table 6: Correlation coefficients between GDP and implicit price deflator leads (-) and lags for Norwegian exports 1830–2006.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annual HP cycles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.0935</td>
<td>-0.1469</td>
<td>-0.0342</td>
<td>-0.0392</td>
</tr>
<tr>
<td>-1</td>
<td>0.2056*</td>
<td>-0.1372</td>
<td>-0.1596</td>
<td>-0.0615</td>
</tr>
<tr>
<td>0</td>
<td>0.1819*</td>
<td>-0.2044</td>
<td>-0.1242</td>
<td>-0.1292*</td>
</tr>
<tr>
<td>1</td>
<td>0.1821*</td>
<td>-0.3594**</td>
<td>-0.0998</td>
<td>-0.2384***</td>
</tr>
<tr>
<td>2</td>
<td>0.0733</td>
<td>-0.2771*</td>
<td>-0.0848</td>
<td>-0.2176***</td>
</tr>
<tr>
<td><strong>Business cycles defined as 7-year MA of HP cycles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.4548***</td>
<td>-0.1822</td>
<td>0.2806**</td>
<td>0.0644</td>
</tr>
<tr>
<td>-1</td>
<td>0.4445***</td>
<td>-0.3195*</td>
<td>0.1735</td>
<td>-0.0847</td>
</tr>
<tr>
<td>0</td>
<td>0.3573***</td>
<td>-0.4406**</td>
<td>0.1157</td>
<td>-0.2230***</td>
</tr>
<tr>
<td>1</td>
<td>0.2106*</td>
<td>-0.5317***</td>
<td>0.0736</td>
<td>-0.3414***</td>
</tr>
<tr>
<td>2</td>
<td>0.0189</td>
<td>-0.5496***</td>
<td>0.0162</td>
<td>-0.4116***</td>
</tr>
</tbody>
</table>

*, **, and *** denotes significance at 10%, 5%, and 1% significance level.

8.1 Exports

First we present correlation calculations for export prices versus GDP per capita in Table 6. The estimates are done on series made stationary with the help of the HP-filter, and we look at the cyclical components. Our output data are taken from the historical GDP-series for Norway, where the price series is the implicit deflator for exports.\(^{38}\)

According to estimates reported in Table 6 there was a positive correlation between export prices and output, both for annual movements and business cycles, 1830-1913. The correlation is significant at 10% level when we look at both simultaneous and one-year price lead and lag annual series. They are also significant at a 1% level when we look at output and price leads in the corresponding business cycle series. In the same series, output and one price lag is significant at 10% significance level. This indicates that positive shifts in export prices were mirrored in positive shifts in output during this sub-period. Thus, the export sector of the supply side contributes to explain the positive co-movements of output and prices in this period. This is fairly understandable for a small open raw material based economy.

As for the turbulent sub-period 1913-1952 we find negative correlations only. Six out of ten of these are significant at a 10% or lower significance level. The estimates carried out on the basis of price lag calculations give the

\(^{38}\)Grytten 2004b, 281–283.
strongest results. Additionally, the correlation is stronger for business cycles than for annual movements. These results are in line with those reported in Table 5, suggesting considerable negative counter-cyclical movements for general prices versus output 1913-1952. Also for the third sub-period we find negative correlations when looking at annual changes and positive correlations when looking at the business cycle. However, these correlations are statistically insignificant except for the coefficient between output at two year price lead for the business cycle.

For the entire time span, 1830–2006, we find negative correlations only except for the coefficient between output at two year price lead for the business cycle. All the coefficients for contemporaneous and lag cross correlations are significant at 10% or lower significance level. The correlations between output and price leads are not significant. Hence, looking at the period as a whole there is a clear negative co-movement between export prices and output from the economy. This is very much in line with the pattern for the total economy. And again, the evidence is strongest for the business cycles, and stronger for the price lag series than the simultaneous series. Thus, supply side shocks from the export industries seem to have had an effect on the economy. Supply side shifts from the export sector which have made production costs fall have caused input volumes increase.

8.2 Imports

The estimated co-movements of import prices and output are reported in Table 7. Again, we find significantly positive correlations for the first sub-period. The significance pattern is exactly as for the export prices (cfr. Table 6). The positive correlations indicate that negative supply side shifts from the import side had a negative effect on output. This can in a broader perspective be explained by international price movements, i.e. when international prices fell Norwegian output fell. In this way Norwegian output in the nineteenth century may mirror the international business cycles. This again confirms our findings that prices and output basically moved in the same direction 1830-1913.

For the next period, 1913–1952, we find significant negative correlations for all but three correlations (price leads). The tendency is strongest on the one-year price lag series, and stronger for business cycles than annual movements. This indicates that negative price shocks on imported goods gave fuel to domestic output.

As for the years 1952–2006 we again observe negative co-movements for all estimates except one when looking at annual changes, and positive co-movements for the business cycle. However, none of these are significant. Thus the relationship between import prices and output from the Norwegian
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Table 7: Correlation coefficients between GDP and implicit price deflator leads (-) and lags for Norwegain imports 1830–2006.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annual HP cycles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.1023</td>
<td>−0.0558</td>
<td>0.1008</td>
<td>0.0083</td>
</tr>
<tr>
<td>-1</td>
<td>0.2686**</td>
<td>−0.1168</td>
<td>−0.0381</td>
<td>−0.0266</td>
</tr>
<tr>
<td>0</td>
<td>0.4144***</td>
<td>−0.4623***</td>
<td>−0.0731</td>
<td>−0.2280***</td>
</tr>
<tr>
<td>1</td>
<td>0.3267***</td>
<td>−0.5591***</td>
<td>−0.1095</td>
<td>−0.3234***</td>
</tr>
<tr>
<td>2</td>
<td>0.0346</td>
<td>−0.3303***</td>
<td>−0.0668</td>
<td>−0.2553***</td>
</tr>
<tr>
<td><strong>Business cycles defined as 7-year MA of HP cycles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>0.3504***</td>
<td>−0.2069</td>
<td>0.1662</td>
<td>−0.0259</td>
</tr>
<tr>
<td>-1</td>
<td>0.4083***</td>
<td>−0.4217**</td>
<td>0.1339</td>
<td>−0.2044***</td>
</tr>
<tr>
<td>0</td>
<td>0.3880***</td>
<td>−0.6183***</td>
<td>0.1119</td>
<td>−0.3708***</td>
</tr>
<tr>
<td>1</td>
<td>0.2375**</td>
<td>−0.7124***</td>
<td>0.0752</td>
<td>−0.4880***</td>
</tr>
<tr>
<td>2</td>
<td>0.0085</td>
<td>−0.6681***</td>
<td>0.0152</td>
<td>−0.5237***</td>
</tr>
</tbody>
</table>

*, **, and *** denotes significance at 10%, 5%, and 1% significance level.

economy in this period is unclear.

Finally, looking at the full time span 1830–2006, we find mostly negative correlations, and most of them are significant at a 1% significance level. Thus, the common pattern is that import prices and output from the Norwegian economy move in different directions. The lagged cross-correlations are stronger than the contemporaneous correlations. The correlations are also stronger for business cycles than for annual developments. Arguable, external supply side shocks seem to have influenced the economic output.

To sum up, both export and import prices indicate that supply side shocks are decisive in order to explain the counter-cyclical movements between prices and output in Norway from World War I until present. During the years prior to the war, i.e. 1830-1913, we do not find this counter-cyclical tendency and the effect on external supply shocks on short term output is not clear for this period.

9 Conclusions

The present paper investigates the short-term correspondence for Norwegian output versus prices 1830-2006. The examination is done both with an annual and a business-cycle approach. Except for the times before World War I, where there is a weak, but basically significant correlation between the two sets of variables, we find chiefly significant negative correlations.
Thus, prices do not seem to reflect short-term movements in the economy. This is contrary to the typical Keynesian view, i.e. demand is decisive for the short-term economic performance. In consequence, prices should mirror short-term swings in the economy.

On the basis of the chiefly counter-cyclical movements between general output and prices and similar results for export and import prices versus output, we conclude that both external supply side shocks offer important information in order to understand historical short-term movements of output for a small, open, raw-material based economy, in this case the Norwegian. One important exception from this is negative demand shocks, which in most cases seem to have caused lagged negative price responses
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