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Abstract

Automatic adult video detection is a problem of interest for many organizations around the globe aiming to restrict the availability of potentially harmful material for young audiences. Being most of the existing techniques a mere extension of the image categorization problem. In the present work we employ video genre classification techniques applied specifically for adult content detection by considering cinematic principles. Shot structure and camera motion in the temporal domain are used as the main features while skin detection and color histograms representation in the spatial domain are utilized as complementary features. Using a data set of more than 7 hours of video, our experiments comparing two different SVM algorithms achieve a high accuracy of 94.44%.
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1 Introduction

In the last few decades the use of Internet has grown exponentially posing a series of problems that demand new methods to be effectively tackled. One of the undesirable effects is the proliferation of media that can be potentially harmful and the ease of its distribution and access by virtually anyone. The traditional methods of site blocking based on the so called black lists are losing effectiveness and the scientific community has centered efforts in developing new techniques that classify the huge data collections available in the network based on the content of the file itself rather than the meta data (such as filenames). Pornography is quite spread all over the network and can be easily found and accessed even by novel users. There is a number of concerned organizations all over the world working on preventing children to access this potentially damaging media such as the Medietilsynet: The Norwegian Media Authority and the European Commission hosting the Safer Internet Programme. In parallel, the computer vision field has made enormous progress to provide many applications such as automatic video surveillance, action detection, robot guidance, or video genre classification. All of these share the common task of interpret the semantic meaning of the scenes in a certain degree. The prime goal of multimedia content analysis is then considered to be bridging the so called semantic gap, which is the conceptual space between the raw properties within the media content, known as low-level features, and the actual meaningful interpretation of a scene [1]. By means of these techniques it is possible to identify and block adult content before it reaches the wrong audiences. A number of solutions exist for adult image detection [2, 3, 4, 5, 6], and fewer have been proposed to deal with video mainly extending the image-based methods [7, 8, 9] or using a more sophisticated set of features exploiting the temporal cues in video [10, 11, 12]. Taking into account that adult content detection is a video classification problem, a number of interesting and promising methods to be specifically applied for the mentioned purpose are reviewed [13, 14, 15, 16, 17, 18].

The goal of the present work is to demonstrate that is possible to achieve high accuracy rates for adult content discrimination by using temporal features, particularly shot structure and camera motion, together with image-based features, specifically skin detection and color histograms representation, by means of machine learning techniques, explicitly Support Vector Machines (SVM) broadly used in the field [19, 20, 17, 10]. We experimentally compare different combinations of features with the SVM algorithms using a challenging data set containing more than 7 hours of video. The results in our experiments indicate that our hypothesis are correct.

1 http://www.medietilsynet.no/en-GB/
2 http://ec.europa.eu/information_society/activities/sip/index_en.htm
2 Literature review

Adult-content identification in images has been extensively explored \[2, 3, 4, 5\]. The most typical means of identifying pornography are strongly based in skin detection \[21, 5, 22\]. In the case of videos, the most common approach is basically an extension of the image detection techniques \[7, 8, 9\] applied for a set of selected frames representative of the clip known as key frames. More novel techniques utilize the temporal cues as well to extract information such as motion patterns \[10, 11, 12\]. Based on that data that is representing such characteristics of the video, a number of classification techniques are used to identify whether or not the clip is regarded as adult content. One of the most vanguardist classifiers applied to this and some other visual recognition tasks are the so called Support Vector Machines (SVMs) \[19, 20, 17, 10\]. Some other works have posed a more general problem in which there are multiple categories in the video files such as films, news, commercials, music videos, etc. The research in this area has been more extensive and a different set of features of those used for the adult content identification are utilized, e.g. the structure of the scene based in shots \[13, 14\] or the type of camera motion \[15, 16, 17, 18\]. We will organize the present literature survey by exploring six topics, first the shot detection techniques used to recover the scene structure of the clips extensively used for video categorization problem, then the key frame extraction required for the image-based classification, followed by the camera motion identification whose application for video classification purposes will be discussed later, next the typical skin detection techniques applied for adult images, then motion analysis for video categorization (not to be confused with camera motion identification), and finally video classification techniques. The most interesting works in each of the six topics will be discussed in more details as cases of study.

2.1 Shot detection techniques

Disregarding the audio, a video is merely a coded sequence of images, each of which receives the name of frame within the video. This images can be analyzed separately from the perspective of image categorization problem. However the selection of such frames is not arbitrary. The first step is to segment the video in shots. A shot corresponds to a temporal portion of the sequence containing an action happening at a continuous time with no interruptions. These units are generally identified by detecting abrupt changes or degraded transitions, known as shot boundaries. The general idea is to compare the features between two consecutive frames to detect a significant difference corresponding to the signature of a shot boundary. Lu \[23\] proposes a refinement method that uses color histogram based features from every frame in each of the already detected shots and applies later post-refining to eliminate both false positives and negatives. Baber \[24\] on the other hand uses a more simple approach by means of entropic comparisons in the first pass and false positives in the second pass by comparing similitude between SURF descriptors extracted from the candidate boundaries.
2.1.1 Shot detection — Cases of study

Entropic and SURF-based detector
As done by [24], both the abrupt and dissolved transitions can be located by comparing the entropy between consecutive frames. For the abrupt changes the difference in entropy between frames will be high, while the fade-out or fade-in transitions will show either a continuous decrease or increase in the entropy respectively. To recognize such gradual transitions, the concept of a fade signature is introduced to characterize the entropic changes typical of fades that are recognized by employing Run Length Encoding (RLE). Since some sudden changes in illumination, extreme motion, or gradual disappearance of an object within a scene can also trigger a big change in the entropy, Baber [24] uses a pair of thresholds to decide. If the entropic change is not big enough to be considered a shot boundary straight away, a point matching correspondence is done using SURF descriptor. For the scenarios described before, there will be certain correspondence between points even if the entropy is very different, so when the euclidean distance between the extracted SURF features of two correspondent frame pairs is big enough, then the shot boundary detection can be confirmed, otherwise the false alarm is just ignored.

Color histogram post-refinement
One of the problems of shot boundary detection algorithms are the recall and precision values. While some methods have an acceptable performance it is also true that they include some false alarms in the final segmentation while failing to detect some shot boundaries, particularly those with degrading transitions. The main focus of the work by Lu [25] is to apply a three-phased post refinement process to a set of shot-based segments within a video by means of Color Histograms computed from the HSV color space (with 12 hue, 4 value and 4 saturation bins). A single feature is extracted by shot, and it’s basically the probability density function (PDF) of the normalized distance between the color histograms of each of the frames to the characteristic color histogram of the whole shot (bin-wise median histogram of every frame in the segment). Such PDF is represented using a truncated exponential function, this final representation will be used for comparison and it is called log-likelihood. In phase 1 all the adjacent small shots are merged since, just as pointed out by [24], we can expect a reasonable minimum duration of every shot within a video structure so the audience can be able to understand it. In the second phase the PDF of the color histograms corresponding to each pair of presumed adjacent shots are compared, if the feature distribution is similar then the shot boundaries are genuine, otherwise the segments must be merged. The third and final pass is for detecting transitions that were not properly identified within the presumed shots (fade-in, fade-out, and the scene dissolving transition, which consists of the first shot becoming progressively more transparent while the opacity of the second increases). When such dissolving scenes occurs, it is possible to notice an abrupt change in the log-likelihood ratios right in the moment the vanishing effect is over. This would correspond either to a valley or a peak in the log-likelihood variation plot. To detect

---

1. Entropy is a measure of average information or variability contained in an image.
2. Fade-out refers to the common editing effect in which the scene is gradually dissolved into a black image by progressively decreasing the illumination.
3. An introductory transition done by gradually increasing the illumination from a black image to the scene.
such point the first $\Delta J(i)$ and second-order finite-difference, $\Delta^2 J(i)$, of the log-likelihood are computed while sequentially scanning the shot. $\Delta^2 J(i)$ will then reach a peak when the abrupt change is happening, meaning the two adjacent frames being at each side are shot-boundaries. The shot is then divided, and the same process is executed in the second split shot to look for further transitions. \textit{Phase 1} and \textit{3} are used to eliminate the false positives while \textit{Phase 2} is for correcting the false positives, and each of them can be independently executed according to the post-processing requirements. The result is a robust algorithm with a nearly real-time performance, but still depending on the quality of the previously executed segmentation.

### 2.2 Key frame extraction

As mentioned earlier, a video sequence is composed of a series of successive frames shown one after another to create the illusion of movement. This means that each of the frames can be analyzed separately as an image, so features can be extracted from each of them to, for instance, provide clues about the category of the whole video sequence. Nevertheless, before actually proceeding to applying image analysis techniques, it is necessary to extract a set of representatives frames that accurately capture the essence of the scene (an arbitrary set of related frames that could be a single shot). This is because analyzing every frame would be very computationally expensive, in the first place, and also will imply a great amount of redundancy since the visual variation among some subsets of frames is very low. To visualize this property in the context of adult content detection, consider the fact that some pornographic scenes might start with an undressing sequence followed immediately by sexual activity without any shot transition. The keyframe extraction techniques are closely related to the shot boundary problem mainly because a very effective way to detect them both is to measure the degree of variation within the visual information among successive frames. Truong [25] published a review of different methods for video summarizations. According to this classification, the number of key frames to be extracted to abstract a given sequence can be fixed \textit{a priori} when constraints such as bandwidth or storage capacity are present in the requirements, or they could be determined \textit{a posteriori} by the degree of visual change in the shot, a task that is basically done by measuring the similarity between the current keyframe and the next candidate sequentially until a threshold in the euclidean distance between them is exceeded. There exists a wide variety of similarity functions used for such purpose. The \textit{a priori} methods are clearly the most simple solutions, both in terms of implementation and computational complexity, and for some applications these are perfectly acceptable. For instance [7] just extracts frames at a fixed interval to save up processing time. In Yinzi's approach [26] the number of key frames to be extracted is defined by the information given by the user. The \textit{a posteriori} methods such the ones used by [27], on the other hand, select the first frame within a shot as a keyframe and use color histograms and global motion feature extraction as the similarity measure. In [28] a single representative frame based on average color histogram is selected. In the following lines we will further describe the two most interesting approaches.
2.2.1 Key frame extraction — Cases of study

Cumulative color histograms
The color histogram based approach presented by Ferman [28] computes first a cumulative color histogram for a group of frames in a sequence (that might be a whole shot) and normalizes it so an average histogram is obtained. Since this representation is vulnerable to outlier frames, a median histogram can be used instead implying the selection of a sole keyframe in all the group having the closest color histogram to the average histogram. More sophisticated refinements for this basic method are proposed within the same work however they won’t be further discussed.

Color and displacement
Within the content-based retrieval system proposed by [27], a keyframe extractor module working with a three modality criterion is proposed. These are shot, color, and motion modalities. The shot modality is simply to select as keyframe the first frame of every shot. If any subsequent selection is to be done, it will be based on comparisons between this first frame and the following ones within the same shot unit. The color modality of the criterion consists of a simple frame to frame comparison (last keyframe against each of the candidates) based on a color histograms descriptor using euclidean distance and a threshold to detect significant differences and decide whether or not to add a new keyframe. When a new keyframe is detected the same process is repeated until no more candidates are available. The motion modality first estimates global motion to detect camera movements. These are categorized as either panning-like, which includes the panning in every direction as well as the tilting, or as zooming-like, which incorporates the dollying and every other motion perpendicular the image’s plane. Every time the camera makes a zooming-like movement, the first and last frame of such sequence will be selected as key frames. For the panning-like movements, the number of frames will depend directly on the displacement detected, a new keyframe will be captured every time the scene displacement is equal or exceeds 30%. Note that global motion information can be also used as either a simple heuristic as done by [9], where the frames are extracted just when the camera is static (global motion below a given threshold), or as a feature for content classification as in [14]. A deeper discussion about camera motion identification is carried out in the next section.

2.3 Camera motion identification
When every pixel present in the scene is moving following a pattern, the scene is considered as having global motion. This kind of movement implies, in most of the cases, that the camera is performing an operation (panning, translation, zoom). To identify the motion pattern yields to recognize the kind of operation the cameraman is performing. This provides many clues about the intention of the director, or whoever is in charge of recording, providing semantic clues. For instance zooming-in a particular object would show the intention of emphasizing its importance. Also the presence of certain patterns of camera operations are quite distinctive of very specific video genres. A cinematographic film for instance would have a wider variety of camera movement while a news segment will not have motion most of the time (when the anchorman is speaking). Pornographic films are not famous for being particularly rich in either editing ef-
Adult video content detection using Machine Learning Techniques

Effects or artistic camera movements. Therefore camera motion is a very promising discriminative feature for adult-content detection. To identify these operations from the sequences of images implies first to compute the motion vectors representing the movement for every pair of successive frames in the sequence and the later analysis by means of different techniques. Some methods will be described in this section as a stand-alone problem except for the last point in which some details about the use of such features for scene categorization problem are mentioned referring to the work of [14]. The characterization and use of such features for a machine learning classifier will be discussed in section 2.6. The global motion is identified by using the motion vectors extracted from a pair of sequential frames in the video stream. This paragraph will summarize an overview of the existing approaches for camera motion identification. Zhang [27] detects the global motion in the scene and extracts key frames based on the displacement or zooming of the camera. However this information is not used for characterization purposes but rater as a similarity measure criteria in the keyframe extraction process described in section 2.2. Camera motion can also be used as heuristic guidance to detect the frames which are most likely to contain pornographic material, Chang [9], for instance, points out the tendency of obscene scenes to have virtually not global motion and extracts key frames only from them. However that characteristic does not universally hold for adult content. In the work by [29] the camera motion is estimated by dividing the image in 7 blocks and computing mean and standard deviation of the motion vectors magnitudes in each of them. Different combinations among these blocks identify the camera operation as shown by table 1. Lee [30] achieves real-time motion classification by means of templates that are matched against the denoised motion vectors. Liu [31] extracts motion vectors from 100 video frames previously identified as containing either panning, rotation, tilt or zoom camera motion and trains 4 binary SVM classifiers to identify the motion. The works discussed here focus exclusively in the problem of camera operation identification. Some other methods [14] [17] [15] [16] [32] incorporate global motion information as well as statistical information for video categorization.

2.3.1 Camera motion identification — Cases of study

Camera motion annotation
The method proposed by [29] aims to identify the kind of camera motion occurring in the scene by calculating mean values and standard deviation in the optical flow for certain sub-regions in the video canvas. The problem can be seen as a camera parameter estimation consisting of 9 unknown parameters associated with the three coordinates of translation, given by the vector \( T = (T_X T_Y T_Z)^t \), the three rotation axis \( \Omega_X \) (tilt), \( \Omega_Y \) (pan), \( \Omega_Z \) (Z-wise rotation), the distance \( Z \) to the image plane, the focal length \( f \) of the camera, and finally the zoom factor \( r_{zoom} \), all of which are independent from the image's pixels, except for distance \( Z \) [29]. The camera model is shown by Figure 1. First the optical flow between two frames is computed using Lucas and Kanade’s algorithm [33] having the lowest error rate among the approaches studied in Barron’s work [34]. The next reasonable step is indeed to discern whether or not global motion is present in a given sequence, which can be done by simply computing the overall mean value of the optical flow vectors. If there's indeed some camera motion, then the algorithm further proceeds
to identify it. To discriminate the camera operation, the precise calculation of the vertical and horizontal components of the vectors, \( u = (x, y) \) and \( v = (x, y) \) respectively, is not required. Furthermore, it is possible to identify most of the camera operations by just computing the mean value and standard deviation for some specific sub-regions in the canvas of the video. The total area is divided into 7 non-overlapping sub-regions consisting of a central one, 2 axis-like stripes forming a cross, and four block-like sub-regions for each of the corners. Canvas sub-regions are shown in *Figure 2*. If the mean value of the motion vectors within a given sub-region is below a certain threshold, it can be considered as having no motion, and using the standard deviation, it is possible to find out if a constant velocity motion is occurring in the block. The camera operation can be identified depending on \( u = (x, y) \) and \( v = (x, y) \) being either constant or zero in a particular combination of sub-regions. Table 1 shows the rules used to identify camera operation based on \( u \) and \( v \). From this table, it is evident that \( c) \) \( r_{zoom} \) and \( T_Z \) are indistinct by just applying this set of rules, so further analysis is required. The use of just the mean values of \( u \) and \( v \) will be sufficient to identify in which of the three planes the motion is occurring. The standard deviation values (which help to identify if the velocity is constant or not) are needed to discern between \( a) \) horizontal translation against panning, and \( b) \) vertical translation versus tilt. These pairs of operations are easily confused due to optical flow calculation inaccuracies. The \( x \) for case \( a) \) or \( y \) for case \( b) \) are very small, in either tilting or panning movements respectively, and therefore easily confused with 0. To overcome this problem a simple criteria considering that \( u_{pan} = (x, y) \) exhibits a considerably greater variation than \( u_{horizontal, translation} = (x, y) \) is applied. Something similar is done for the case \( b) \) and for \( c) \) where, given that \( r_{zoom} \) is independent of \( Z \), it can be assumed it will have smaller variance than \( T_Z \) under ordinary circumstances. This method will be still applicable for complex camera movements consisting of a combination of two or more camera operation for it will detect the dominant motion in the segment. Still [29] tests its algorithm just in very particular segments of 11 frames containing such movements. The success of the method then would depend not just in the video segmentation (also proposed by the author within the same article), but also in the optical flow computation, provided a sparse flow would yield to failure.

<table>
<thead>
<tr>
<th>Camera operation</th>
<th>( u(x,y) ) value</th>
<th>( u(x,y) ) value in region</th>
<th>( v(x,y) ) value</th>
<th>( v(x,y) ) value in region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation (Tilt)</td>
<td>0</td>
<td>at X0 and Y0</td>
<td>Constant</td>
<td>Y0</td>
</tr>
<tr>
<td>Rotation Pan</td>
<td>Constant</td>
<td>X0</td>
<td>0</td>
<td>at X0 and Y0</td>
</tr>
<tr>
<td>Rotation (Z-wise)</td>
<td>0</td>
<td>Y0</td>
<td>0</td>
<td>X0</td>
</tr>
<tr>
<td>Translation (Horizontal)</td>
<td>Constant</td>
<td>everywhere</td>
<td>Constant</td>
<td>everywhere</td>
</tr>
<tr>
<td>Translation (Vertical)</td>
<td>0</td>
<td>X0</td>
<td>0</td>
<td>Y0</td>
</tr>
<tr>
<td>Zoom</td>
<td>0</td>
<td>X0</td>
<td>0</td>
<td>Y0</td>
</tr>
</tbody>
</table>

Table 1: Camera movement pattern identification rules. The \( u \) and \( v \) values (constant or zero) in certain sub-regions of the image can be used to detect every type of camera operation. Note how the conditions for \( Z \)-translation and \( zoom \) are the same, making them indistinguishable from each other within without further analysis.
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Figure 1: Camera model. Courtesy of [29].

Figure 2: Image subregions. Courtesy of [29].
Scene-related motion features
The interesting part regarding the work presented by [35] are the holistic features extracted from the sequence, aiming to represent the content of the scene globally. This methodology focuses strongly on structural information contained as a whole within both spatial domain (extracted frame-wise) and temporal information (derived from a group of frames). To create such features two different aspects are modeled, 1) Intra-frame information, corresponding to spatial structure and 2) Inter-frame content, which are motion patterns. For the inter-frame information, a sound distinction between foreground and background is not made, which implies the absence of recognition for individual objects or local movements. The optical flow between pairs of consecutive frames is calculated to estimate vertical and horizontal velocities in the motion vectors. The velocities are analyzed in the grounds that they will be distributed around zero for scenes with no global motion or will exhibit shifted magnitudes (for every vector) in scenes with camera motion. This representation is inspired in the functionality of the Medial Superior Temporal Cortex that allows the human brain to quickly interpret whether or not the scene contains movements. In the same stage of visual processing a quick distinction between moving objects or self movement based on spatial and structural information (and with directional selectivity) is made. The so called scene related features are, in summary, a way to model the human perception of movement and structural information within a scene.

Template matching motion discrimination
As previously discussed in section 2.1, a video sequence can be segmented in the temporal domain into units called shots by identifying scene transitions consisting on either abrupt or gradual changes. Such units might consist of multiple camera operations sequentially executed. Lee [30] parts from the idea that it is possible to further divide each shot by identifying the operations of the camera within the scene. Computing the optical flow results in high computational expenses and inaccuracy in the motion vectors. This makes necessary deeper analysis as pointed out by [29]. To overcome such constraints, [30] makes use of motion vectors that are part of the MPEG coding scheme. The approach pursues three basic properties, a) capacity to work with noisy motion vectors, b) robustness against big object movements, and c) reasonable speed to classify camera operations present in real video sequences. The algorithm 1) First preprocesses the motion vectors from the bitstream to create the so called motion vector fields (MVF), then 2) divides them into non overlapping regions (sub-MVF) and finally 3) matches the background and the object’s sub-MVF against a set of predefined templates. In the MPEG standard, the so called P-frames are predicted for the reference I-frames (which contains the richest amount of information and the lowest compression) by using the motion vectors and the error computed from the difference between the prediction and the actual frame. This encoding scheme focuses on decreasing the prediction errors rater than in accurately modeling the optical flow and causes homogeneous regions to be encoded as random noisy patterns. Step 1) Preprocesing motion vectors, is done by applying median filters for the suspected noisy regions in both horizontal and vertical component of the motion vectors. Similarly to the work carried out by [29], the image’s area is divided in blocks following the same philosophy, a vertical and horizontal cross-like axis in the middle of the field, a central block, and four corner blocks. Refer to Figure 3 The set of all
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Figure 3: Motion Vectors Field block division. a) The so called MVF sub-regions consist of basically 9 blocks, and those are done separately for b)background and c) objects. Courtesy of [30].

the motion vectors after noise subtraction receives the name of Motion Vector Field (MVF), and each subdivision block is called sub-MVF. Then Step 2) MVFs magnitude computation, for each sub-MVF, represented as $s$, and frame $n$, the average magnitude of the motion vectors, $M[s, n]$ and the so called argument $\beta[s, n]$, are computed to determine whether or not the frame contains sufficient global motion to be classified. Step 3) Detect global motion $D_{bg}[n]$ is computed by basically averaging how many of the background sub-MVFs contain significant motion. Then if conditions are met, Step 4) Template matching will be performed using a series of templates. In order to do it, a measure $A_\theta[i]$ based in phase histograms is extracted from the motion vectors of the frame, and then each of the 16 bins of the histogram are compared with the corresponding ones in the histogram of each of the templates. If the similitude is above a given threshold $T_{temp}$ then the frame will be labeled as having the motion represented by the template. In order to declare that a camera operation is occurring, the identified movement needs to persist for at least 10 frames. Although this approach just identifies six basic camera operations, it can be extended to include panning-like and camera rotation as well.

Global motion based classification

Roach [14] addresses the classification problem by solely use of motion features without taking into account the structure of the shots. The lowest error rate reported by this approach is of 6%. The so called video dynamics, are basically the background camera and foreground object motion. Rather that using the motion vectors of a particular format, the camera motion is based in template matching optical flow computation. Rather than detecting the precise camera operation as some other approaches, the movements are simply categorized into X (including horizontal translation and pan), Y (vertical translation and tilt) and Z (Z translation, focal length changes and zooms). According to the author, this 3-movement based abstraction have been predicted to contain enough information for discriminatory purposes. To obtain the background motion vectors, a mask is extracted from the current frame to be compared against the previous frame. A search neighborhood, shown by Figure[2] is defined based in the premise that the expected translation is relatively small. When the highest correlation in the search area is found, the correlation coefficient must be greater than a first threshold to make sure the blocks are similar enough. Then the number of matching blocks is checked against a second threshold, if they are too many, it means
there is an homogeneous area and therefore the computed vector is discarded. To calculate the foreground motion, the camera motion is subtracted from the optical flow corresponding to two consecutive frames in a pixel-wise fashion and then is processed using morphological opening. The process is illustrated by Figure 5. After this is completed, then a second order motion signal $\delta_1$ is computed.

![Figure 4: Neighborhood search used to compute optical flow. a) Shows the previous frame and b) the current frame. Block k from in b) will be searched in the area shown in a) to compute the motion vector k. Courtesy of [14].](image)

![Figure 5: Scene motion. a) Frame i-1, b) frame i, c) Motion map, d) Camera motion compensation, e) After applying opening morphological operation. Each black pixel represents the pixel-wise motion detected over the threshold. As shown by e), the motion is mostly concentrated in players’ arms and legs. Courtesy of [14].](image)

### 2.4 Skin detection

As mentioned early before, one of the more recurred strategies is to extract a set of key frames (topic reviewed in section 2.2) representative of a video sequence and apply to each of them image classification techniques. Such approaches are currently the most exploited in the domain
of adult content classification. When properly combined, the individual scores of the images can contribute in an important degree to the final video score. Evidently the spatial features are the basis for this kind of approaches. Skin detection is probably the most simplistic way to characterize adult image since they commonly exhibit a high rate of human skin exposure. Even among different ethnicities the range of skin colors is well defined mainly because of melanin concentrations present in the dermis affecting just the intensity of the skin color but not its hue. Human skin tends to present yellowish/reddish tinctures, considered as warm colors. When there is sexual activity involved such tinctures, especially the red ones, tend to get accentuated, making this color-based detection specially suitable for treating adult video. Fair approximations can be quickly computed by just considering the values within a particular range for a given channel in a defined color space as skin regions (being HSV, and CIELAB common choices) and building-up a binary image to represent a skin map. More sophisticated approaches are based in calculating the skin pixel likelihood by formulating the problem in a probabilistic framework rather than assuming every color within a sub-space will belong to a skin region. Skin detection has the disadvantage of introducing false positives that occur mainly when: a) Some objects in the scene can have the same characteristic colors as human skin introducing false positives, b) The scene shows a close up to a given part of the body exposed, which occurs very frequently in faces close-ups. These cases are the motivation behind implementing object recognition approaches for adult video recognition, e.g. detect faces to recognize close-ups. Marcial presents one of the most simple approaches. An image will be considered as pornographic when at least 50% of the image's pixels are identified as skin. Jones proposes an image classification framework in which a set of sample pictures where the skin regions are segmented by hand in order to construct skin color histogram model. The histograms' counts are transformed into a discrete probability distribution by dividing the histogram count associated with an RGB triplet by the total count for every bin all over the whole histogram. When a new image sample comes every pixel is classified by calculating the ratio of probabilities of it as either belonging or not to the skin class. The resulting skin map is used to compute a set of features that are finally classified using a Neural Network classifier. The attributes include percentage of skin regions in the image, average probability of skin pixels, size in pixels of the largest connected skin patch, percentage of unclassified pixels (with 0 probability being part of both skin and no-skin class). In the work by first a skin map is generated by using a bayesian probability estimation in the HSV color space. For every pixel, the probability of it being a skin pixel given the observed color is calculated. If this value surpasses a certain threshold then the pixel will be considered as skin region. The resulting binary mask is refined by applying some morphological operators to reduce the noise and finally is evaluated by fitting ellipses on the skin regions to distinguish between adult images and portraits images. Since the criteria defining pornographic often involves the exposure of certain body parts in the scene, there is a family of approaches that aims to automatically detect them in the image domain rather than relying on skin detections. Face position is an auxiliary feature combined with skin layout, or nipple detection. Face detection is often used together with skin detection in order to eliminate false positive generated by face close-ups. Stottinger uses multiple face detectors to track all the faces in the image. In parallel a skin map is created. The color space selected is YCbCr, because it separates chromaticity from
luminance and it is quickly converted from RGB. The $C_b$ and $C_r$ ranges for the area belonging to the detected face will be extracted and used to generate an adapted skin detection model. This procedure can be extended for multiple faces and all of the generated models are kept rather than discarded, all over the whole sequence. The results are good for short online clips but this fails for longer clips such as movies that have more persons on scene and more varied ranges of colors. The measure used to differentiate between adult and legit content is the relation between skin enclosed inside faces and the skin present in the whole image. This measure is averaged for a fixed number of frames. Adult material exhibits a small amount of face skin coverage when compared to the total skin present in the frame. This intuitive criteria is converted into rule based model which is used for classification. When the $\text{face/total.detected.skin}$ is under a fixed threshold, and the total skin exposure above a second threshold, the video is flagged as adult content.

Nipple detection
Fuangkhon [38] aims to detect nipples in images to judge the adult content. This is done by using a sliding window of a fixed size to search over the previously detected skin regions in an image. Since providing negative examples is not practical in this case, a class/non class classification scheme is used. Then a neural network using Kohonen’s self organizing maps is used for classification. The probability of correct classification of harmless images is 99.78%, however when the image is obscene just the 65.39% of the nipples present in the picture will be identified. Another problem with this method is the high sensitivity to the size of the window which might significantly vary in real world images. A more sophisticated approach is presented by Wang [6] which extracts the skin regions and discards false positives using texture as an auxiliary feature. Instead of directly analyzing the resulting skin regions, a subset of candidate areas is generated on the basis that the nipples present a more reddish coloration and that this areas differ considerably in color from the surrounding pixels. The feature extraction phase is done just for candidate regions identified in the previous step, the attributes are modeled in terms of a) spatial and b) morphological notions. The main notion behind a) is that the localization of the nipples in the upper part of the human body, while the intuitions about b) is that a positive detection must fit an elliptical shape. The feature training and classification is done by using a Forward Propagation Neural Network. Nipple detection as an acceptable method for detecting adult content suffers from two reasoning flaws. One is the fact that the detection might correspond to a male which is not considered offensive in many cultures. Also it is important to keep in mind that the female breast does not represent the most strict criteria to judge an image as pornographic. Moreover it is even widely acceptable in many cultures and contexts, such as medical magazines or breast feeding videos in public sites such as youtube.

Detecting erogenous parts
Shen [2] uses a sequential detection scheme locating, in the following order, face, trunk, skin area, and finally the genitals. Face detection is achieved by applying the classic and famous Viola and Jones face detection algorithm [39] which was selected because of its robustness in the basis that the rest of the algorithm depends on this first tracking. In a similar fashion as in [21], the
trunk is found by searching colors with similar ranges of those of the face just detected (assuming
a highest probability of the trunk being under the face). An ellipse proportional to the size of the
head is fitted to characterize the envelope of the trunk and its position. The color space $YC_b C_r$
is used because of its high cohesiveness in the skin color for different ethnics. The skin model
is then re-adjusted by incorporating information of the skin color present in the trunk. The first
object to detect are nipples, the same set of distinctive characteristics used by [6] are utilized
in addition to the fact that more edges are found in the inner nipple area compared with the
external one. The last and more characteristic step of this approach is the pubes tracking. The first
obvious criteria having located the head and trunk is the pubes position with respect of them. A
modified filtering window analogous to that used by the Adaboost detection implemented in the
classic solution by [39] is applied in the area of interest. Finally a set of rules considering which
visual features to find and in which parts of the window are applied to confirm or dismiss the
presence of a pubes. The scheme of progressive object detection in this approach is interesting
in the sense that it can be used to measure the degree of erotic content similarly as in [3].
The performance is significantly higher when compared to the traditional skin based methods.
However the extension of this methodology for video categorization is not straight forward and it
would be interesting to explore and evaluate such capabilities. A clear limitation of this method
is the schematic functionality that aims to detect levels of nudity but not scenes with sexual
activity. Such scenes would naturally be found much more offensive than the nudity itself, and
the possible layouts and combination of objects that might appear on them makes this approach
not suitable for them.

Bag of Visual Words (BoVW), an alternative to skin detection
As stated before, video classification tasks are firstly anchored in image classification techniques
and secondly in skin detection which is the base of most of the early works on adult content
detection. However the simplest kind of such features are insufficient for having robust re-
sults [3]. The bag of visual words model is a more sophisticated technique that has increased
its popularity among the research community, particularly for the object recognition and im-
age categorization problem. The model applies different algorithms to extract a set of features
from a collection of images. While image categorization, generally speaking, focuses on more
complex images, object recognition works with datasets containing pictures in which a single
object appears such as the flower data set\footnote{The flower data set was created by Maria-Elena Nilsback and Andrew Zisserman for object recognition purposes. Available at http://www.robots.ox.ac.uk/ vgg/data/flowers/}. Deselaers [3] extracts specific patches in the im-
age around interest points defined by difference-of-Gaussian within the BoVW framework. Such
features have the advantage to include straightforward color information as opposed to some
shape descriptors such as SIFT [40]. In the training phase, a Gaussian Mixture model algo-
rithm is employed to generate the visual vocabulary. In the classification phase, log-linear mod-
els (LLM) and SVMs are compared using as an input a visual-word histogram. SVMs yield to
a slight improvement. For the SVMs, a one-against-the-rest multi class scheme is followed as
well as a 5 folds cross validation. The four categories ordered in the degree of erotic content are
\{inoffensive, lightly—dressed, semi—nude, nude and pornographic\}. A minor improvement
can be seen when skin features are integrated into the model.

2.5 Motion analysis for video categorization

Motion is a typical inter-frame or temporal feature and could be regarded as the main additional cue provided by video-content with respect to static images. The motion patterns that can be detected by using the so called motion vectors of a scene are a very important feature to discriminate the category of video. For instance, news segments where the anchor man is speaking will contain practically no motion except in the face, while action movies in the contrary will have a lot of it. The kind of motion can be mainly classified into two categories, 1) Local motion, corresponding to objects moving independently from the camera, and 2) Global motion, which correlates to self-movement in the context of human perception. Since we are dealing with video, the center of the perception is related to the position and movement of the camera instead. Regarding global motion in particular we can say that a) Is a very promising categorization feature because it takes into account the cinematic principles and rules that define the genre of video productions and b) The means of extracting global motion to identify the camera operation is a very complex problem by itself. For these two reasons a whole section has been devoted to the discussion of this issue. For these reasons the global motion is practically left out of this section which will mainly discuss the topic of local motion analysis.

2.5.1 Motion analysis for video categorization − Cases of study

Holistic structural representation

Wang [35] uses a biologically inspired approach that constructs a holistic scene representation by modeling 1) Intra-frame or spatial information and 2) Inter-frame content (motion patterns). This feature aims to model edges and textures by means of Gabor filters as proposed by [41] without making a sound distinction between background and foreground. This characteristic is inspired in the function of human receptive fields, particularly in the center-on/surround-off antagonic mechanism responsible for the lateral inhibition phenomena. This behavior takes place inside area V1 in the Primary Visual Cortex. A set of Gabor sub band images are created by convolving amplitude of images by Gabor filters to capture spatial structure (including texture information). Using them the descriptor called gist is created. This feature encompasses texture and edges and, in theory, images belonging to the same category are expected to have similar patterns.

Motion periodicity

Jansohn [10] points out the tendency of pornographic sequences to contain repetitive motions patterns typical from the sexual intercourse and uses them as one of the features to detect adult content. In this work three different methods for detecting motion periodicity are experimentally evaluated. The first of them is based in an autocorrelation function inspired on the works by [11] and [42]. The second one is an slightly modified version of the first one that uses sliding temporal windows of three seconds. The last method is called motion histograms and it is based on the work by Ulges [43]. Within [43] the motion vectors are extracted directly from the MPEG compressed domain by the XViD encoder. After that the area of the motion vectors is divided in 12 blocks and inside each of them an histogram of the 2D components for every vector within
is generated. Each histogram will be of size 7 by 7. This descriptor is useful to have track of the particular motion present as well as the area in which it occurs. The most effective periodic motion descriptor is proven to be motion histograms in the experiments conducted by [10] together with the BoVW approach yielding to an error of 6%. Nevertheless motion periodicity as the sole characterization mean (feature), as Jansohn himself highlights, will produce some false positives because the same kind of patterns can be found in not-harmful content such as dancing clips. This fact makes clear that adult content detection is not the only application for cyclic movement analysis. The first example of this is provided by Fujiyoshi [44]. The idea is to construct an star-like skeleton that models the silhouette of the foreground objects. The position of the segments related to each other can be, at least potentially, used for gait recognition while the cyclic motion of them provide a mean for action detection (walking, running) which is particularly useful for surveillance applications. The method proposed is computationally efficient and does not require big resolution in the masks of the target objects. Cluther [45] bases this analysis in a self similarity measure whose behavior will be also periodic. By applying time frequency analysis it is possible to characterize the periodic motion.

**Camera motion features applied to video categorization**

Yuan [17] combines shot information with camera motion. The mining is obviously performed in the spatial and temporal domain. For the temporal domain, 3 statistical 1D features and a single 4D camera movement feature are used. The statistical features are: 1) **Average shot-length** is computed by simply using the mean of the duration of every shot after boundary detection, 2) **Cut percentage**, calculated as the ratio of cut transitions to the total of every type of transition, and finally 3) **Average color difference** which is just a mean of the color difference within the whole video sequence. Each of the 4 dimensions of the camera motion feature consist of the average motion extraction ratio of a particular kind of camera movement to the totality of motion present in the sequence. The four kinds of motion identified are still (no motion), pan (vertical translation), zoom (z-axis translation) and others. The three statistical 1D features are quite useful to discriminate between music clips (which are characterized by larger color differences and shorter shot length) and sports (which have less color differences and larger shot duration in average). The camera motion is very useful to identify the sub-genres within sports, for instance still motion is predominant in soccer, and pan is very common in volleyball. Please note that for the camera motion features the raw motion vectors are not used as input for the classifier but rather the ratios of each of the 4 operations against the rest of them.

### 2.6 Video classification techniques

As a side note, please recall that pornographic content detection is a binary classification problem when the only aim is to differentiate such media from any other possible genres. The so called semantic gap is the conceptual space between the raw properties within the media content, such as color, edges, motion or scene structure, to mention just a few, and the actual meaningful interpretation of a scene. This is the moment when the use of machine learning techniques come into play. The so called classifiers are computational tools that make use of statistical techniques to redistribute the data and estimate boundaries that properly separate each set of data belonging
to several classes. Without going into further details, a classifier within the supervised learning paradigm, is first fed with a number of positive examples previously identified as belonging to a given class (this is where the name of supervised comes from) in the process called learning or training. After this, the classifier can recognize and label automatically any new sample as belonging or not to a given class. This process is based on similarity comparison between the received sample’s and the expected data distribution. This data is originated from a set of features that represents certain aspects of the media content. This aspects or cues, more formally referred to as features have to be carefully chosen to maximize the discrimination between genres. This is a general overview of the mechanics involved in a media content categorization system.

**Bayesian classifiers**

The Bayesian formulation presents the big advantage that some a priori knowledge can be included in the inference process of the classifier [13]. Therefore, shot duration and structure can be part of the statistical model as a prior to judge whether a video belongs or not to a given category. Based just on this previously available heuristic information, we could know that a sequence composed by many short shots would be more likely a musical video rather than a film, for instance. Lin [46] takes advantage of transcripts to categorize news video sequences by combining image and text features employing a separate SVM for the classification of each of the feature. Two different combination strategies are then compared, the first one consisting of a simple feature vector concatenation (also known as late fusion) and the second one by using another SVM classifier to take the final decision (meta-classifier).

**Support Vector Machines**

In late years Support Vector Machines have gained quite a lot of popularity as classifiers, particularly in computer vision tasks [20]. Support vector machines basically execute a mapping process to transform the input space into a higher dimensional space called feature space where a hyperplane will be created to separate the data according to their classes [19]. This is done by means of a kernel function which is utilized to avoid the explicit computation of the mapping by defining a dot product in the feature space using the kernel. This is informally known as the kernel trick [19]. Even though SVMs are just employable for n-binary classification, they have high accuracy ratios and have the interesting property of being insensitive to the relative number of positive and negative examples in the training set [18]. Therefore they are widely used for image and video categorization problems [10, 7, 8]. Among the different kernels functions that can be used to draw the boundary between classes, the Gaussian (RBF) kernel is preferred for content based video genre classification [47] and adult content detection [18] having just the inconvenience of being sensible to the \( \gamma \) parameter. LibSVM tool is referenced by many visual content-based applications [48, 46, 8, 49, 31]. In an experiment conducted by [18], where a specific framework to extract a discriminative feature based on skin detection is also proposed, different SVM kernels are compared. Among Polynomial, Sigmoid, linear, and Gaussian (RFB) kernels, the last one is proved to have a superior performance, yielding to an accuracy 97%, and linear kernel being the worse with just 76% accuracy.
2.6.1 Video classification techniques – Cases of study

Structural features
The holistic representation of structural elements in a scene as described by [35] computes spatial and temporal features which have been discussed in previous sections. Here we will focus on the experimental setup, results and usage for those descriptors in a classification problem. The experiment is done using two different data bases, the first one contains 4 classes {Tennis, Talking heads, Highway, Outdoor} from videos downloaded from youtube, and the second one, with 7 classes {city streets, hallway, industrial & parking lots, inside mall, library, talking heads, and woods}, was obtained using a mobile device. Every clip has the same number of frames: 200. The experiments are carried out using two classifiers, SVMs and Multi-Layered Perceptron (MLP). The training is done by selecting two random clips from each class and using the rest as testing set. For the first database the overall accuracy was 95.88% while for the secong 84.14%. The greater success in the first database is attributed to the considerably high dissimilarity between the classes. In the second database some difficulties to properly separate classes among human-made scenery (such cities versus libraries) are observed given than 51% of the library frames were misclassified as street. When the structural components of two different classes are expected to be similar this method is bounded to report low success. This suggest the sole usage of these two structural features for porn detection is unsuitable.

Image based features
While temporal features can be straightforward used to characterize a video sequence as a whole, the spatial attributes (also called image-based) have to be properly combined so the resulting representation is meaningful for properly judging the category of the clip as a unit. Let’s think of a simplistic scenario. A movie containing a single erotic shot exhibiting genitals or any other potentially offensive content. To categorize the movie as pornographic could be wrong (many art cinema movies contain erotic scenes and are clearly not pornography) in one hand while in the other in some strict environments it might be desirable to flag it as containing an inappropriate scene. While this example is trivial it shows the need of having a robust methodology to integrate the results of classifying each of the frames composing a video clip. Lee [7] analyzes frames extracted at regular intervals and utilizes SVM with Radial Basis Function Kernel (also known as Gaussian) to generate two sets of intermediate features. First the skin probability is computed for each of the frames using a Gaussian mixture modeling. A training set of images is selected manually from the frames extracted. Then an SVM is employed to classify each of the images to compose the first group of features $X_f$. The second group of features, $Y_f$, is created using a group of frames, extracting from each of them an HSV color histogram based features and then applying another SVM classifier. The results of both classifiers, regarded as a new set features $X_f$ and $Y_f$, as explained before, are used by a third classifier based in linear discriminant analysis. One of the main disadvantages of this approach is the fact that the frames are extracted in fixed intervals which may lead to either redundant information (as the frames might be highly similar) or bypassing representative frames. Another one is that requires human intervention to manually select the adult images for the training. This might imply a gargantuan job when using.
a large corpora. Jansohn [10] applies SVMs classifiers as well and calculates a score for each of
the processed frames that are combined following a vote-based scheme to create a global score
for the entire clip. This choice is based on the work of [50], proving the reliability and robust-
ness of the vote-based rule for combining the classifiers decisions. The consensus or final class is
simply the one receiving more votes from the different classifiers.

**Shot-based features**

Following the same ideas as [13] Roach [14] classifies video sequences in three categories (car-
toons, sports and news) by analyzing the foreground (objects) and background (camera) motion.
Rasheed uses similar set of features as well as audio analysis taking also into account cinematic
principles such as typical illumination and characteristic camera operations present in movies
trailers in accordance to its genre [15] [16]. Nam [32] on the other hand aims to detect violent
content by entropic bursts measures associated with explosions and gun fire, as well as color
profiles present in scenes with blood or fire.
3 Methodology and implementation

The present work starts from the idea that temporal-based features used for content-based indexing and retrieval, particularly shot structure and camera motion, can be successfully applied for identifying adult content. In addition to these, spatial-based features, specifically skin detection and color histogram representation, are used as auxiliary data to cover the cases in which the temporal ones are not sufficient. The objective of our approach is to demonstrate that it is possible to achieve a high accuracy in adult content discrimination when combining this set of features altogether with machine learning techniques, explicitly Support Vector Machines, rather than finding or implementing the optimal classifier.

Shot structure [51, 15, 16], camera motion [14, 29] or the combination of both [17] have been successfully applied as features for automatic video categorization and content-based indexing and retrieval, but not for the specific purpose of detecting adult video content. On the other hand, Support Vector Machines (SVMs) have been widely utilized for adult content detection [10, 52, 7, 53] using different set of features, mostly in the image domain. We aim to combine SVMs with the mentioned temporal features plus a set of auxiliary spatial features to add robustness to the application. The spatial features are computed in a very simple way, to be used as complementary information, and are based on c) skin detection and d) color histogram. Using them we intend to capture information about the content that is ignored by the temporal features. These features are extracted from a set of representative frames called key frames, each of which corresponds to a single shot. The extracted information is combined by averaging the corresponding numeric values within the feature vector, following a feature fusion scheme [54], and is concatenated with the temporal features to be processed by a single SVM classifier. The details about how and why this features are used for discrimination are discussed in section 3.1 while the extraction process of every feature is treated in section 3.2. More details about the fusion method are given in section 3.3.1. For the experimental evaluation of the methodology, fully discussed in chapter 4, specialized software with machine learning algorithms already implemented will be used. The implementation, development, or improvement of machine learning techniques is out of the scope of the project. A diagram summarizing all the steps involved in our approach is shown by figure 6.

3.1 Selecting features for video content description

This section describes in details the criteria used to select the set of features describing the content of the video sequences. To read about specific details about the implementation of the extraction please review section 3.2. The main set of features are related to the temporal domain while a secondary set of complementary features belonging to the spatial domain are used to em-
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Figure 6: Proposed framework general diagram. This figure summarizes all the steps involved in our proposed methodology. There are 4 main phases. The first one is the feature extraction process for each of the four feature groups. Global motion analysis and Key frame extraction are related to the temporal domain, while skin detection and Color Histogram computation to the spatial domain. In the second phase, a vector containing condensed information regarding the feature data previously extracted is characterized separately for each of the feature groups. In the third phase, a set of experiments are carried out to compare different combinations of features, SVM algorithms and Kernels. To do so, different feature selection techniques and parameter optimization methods are applied aided by already implemented tools prior to the classification step where the combinations of elements previously mentioned will be tested. The fourth and last phase is the evaluation of the results, which implies to go back to the classification phase and repeat the experiment varying any of the mentioned components.
power the distinction of some particular cases in which the temporal features are not descriptive enough. The goals of utilizing this set of temporal and spatial features are:

a) Keep the feature extraction process as well as the classification stage as simple as possible, to decrease the computational complexity.

b) Avoid the dilution of classification accuracy when combining decisions made by multiple classifiers. Further details are discussed in section 3.3.1.

c) Evaluate the discriminative power of each of the feature groups separately and also combined.

d) To explore the degree of improvement the spatial features offer to the main temporal features.

Point a) will be assessed in the methodology while b), c) and d) will be evaluated experimentally. Four groups of features will be used to describe the content of the sequences. For each group, a vector of defined size will be used to store the representation of the video clip content as numeric data. Each of the four vectors corresponds to a group of features, and each element in a vector is a single feature within a group as shown by table 3.1. The features are structured as it follows.

**Temporal features.** Extracted from the video sequence as a whole, taking into account the relationship between frames.

a) **Shot Structure.** Representing the scene structure of the sequence which is intrinsically related with the video genre, like music video (many short shots) to adult films (assumed to be composed of medium to large shots).

b) **Camera basic movements.** The appearance ratio of each type of camera motion is closely related to the genre of the video. For instance, some sports have a considerably high percentage of horizontal translation while news segments have a lot of static camera scenes.

**Spatial features.** Extracted separately from a set of representative frames known as key frames. Are based in the relation between pixels within a single frame.

c) **Skin detection.** Typical adult content detection feature. Based in the idea that adult films have a great ratio of skin exposure.

d) **Color histograms.** The range of colors present in a video give clues about the intention of the film. Horror films have dark color schemes restricted in range, while comedy films

---

2For instance, to combine two decisions made by different classifiers, one being positive and the other one being negative, the resulting score would be 50% when no weights are assigned. If rather than using two intermediates classifiers the features are concatenated, the result might be more solid that a random guess depending on the complementary properties of the features
have bright color schemes with wider range of variation \cite{15, 16}. Generally speaking, adult films do not use colors to express emotions.

As it can be seen from the previous list, all of these features are closely related to cinematic principles (being skin detection the sole exception). This principles are well known in the film literature and derive to rules known as Film Grammar that are extensively used by directors \cite{15}. Although we expect adult films to present a characteristic feature signature, the precise structure of such is not clearly elucidated. Here is when machine learning algorithms come into play, for they are well known to be good to deal with problems having a subjective evaluation, where the differences in the categories is not completely clear, or the goals are ill-defined \cite{55}. By applying these machine learning techniques to the mentioned set of features it is possible to provide a high discrimination ratio for adult content video.

<table>
<thead>
<tr>
<th>Feature category</th>
<th>Temporal (main) features</th>
<th>Spatial (auxiliary) features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature group</td>
<td>Shot structure</td>
<td>Camera basic operations</td>
</tr>
<tr>
<td></td>
<td>Average shot length (frames)</td>
<td>Static camera percentage</td>
</tr>
<tr>
<td></td>
<td>Shot length standard Deviation</td>
<td>Horizontal camera movement percentage</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vector size</td>
<td>2 elements</td>
<td>5 elements</td>
</tr>
</tbody>
</table>

Table 2: Group of features used in the framework. They can be basically categorized as either temporal or spatial. In the terminology used in this work, a group of features is corresponding to a visual attribute of the video content and it's represented by a vector. Within each group of features there are single features, which correspond to an element in the vector destined to represent specific information using a numeric value.

### 3.1.1 Shot structure

A shot is the basic unit inside a video sequence \cite{56}, and we define it as a temporal portion of the sequence containing an action happening at a continuous time with no interruptions, similarly as \cite{57, 16}. Shot structure is inherently connected with the genre of the video \cite{13, 24}. For instance, music videos are composed of many short shots, while dramatic movies have fewer and longer shots \cite{17}. Our first hypothesis is that adult videos have medium-sized to large shots mainly because the follow-up of sexual activity does not require a frequent change of scenes. The type of shot transitions, also known as editing effects \cite{3}, are also expected to be characteristic of adult videos. Shot transitions are editing effects used to mark the end of a shot and the start of the next one. The simplest one is known as cut, in which the scene changes abruptly when moving to one frame to the next one. The ones known as fades are gradual transitions done by a progressive illumination changes. When the illumination starts from being completely dark and increases until the scene is displayed, there is a fade-in, when the opposite happens, is known as fade-out.
content, since very few abrupt transitions are used while progressive ones are more common. To accurately detect and label shot transitions is a complex problem and it is out of the scope of this work. However this and some other interesting approaches to extend this project will be discussed in Chapter 6: Future work. An algorithm detecting the shot boundaries and extracting the first frame as a representative frame (key frame) of the whole shot is used to retrieve the shot structural information. A vector with two elements is created to store two pieces of data to represent this structure. The first one is the average shot length in frames and the second is the corresponding standard deviation. The details about the shot detector implementation can be found in section 3.2.1.

3.1.2 Camera basic motion operations

When dealing with high quality cinematographic films, it is reasonable to expect many camera basic operations clearly performed, such as zoom, horizontal translation, or tilt. On other hand for sports segments a dominance in panning (which is the technical name for horizontal camera rotation) will be clearly observed since this movement is often required to follow the action of a match. In such sequences also a fewZooms in the critic moments are expected. Following this idea, our second hypothesis is that adult films are low-budget productions in which the professional equipment to perform professional camera movements, such as camera dollies is expendable. In addition to that, zoom operations are expected to be common in opposition to vertical and horizontal translation. Many of the scenes are expected to present a nearly static camera as well. Some others will be close-ups where objects move independently, leading to a mixed motion scheme. Again, the structure of this characteristic combination of camera motion is not clearly defined. Still adult films are assumed to contain a particular motion signature which can be used for discrimination by a machine learning algorithm despite its ill definition. For every frame in the sequence, the algorithm to identify camera operations will assign a label corresponding to a particular motion category. The term motion category comes from the fact that some similar types of motion are grouped together under the same label. For instance, pan and horizontal translation are both labeled as horizontal camera movement without making a distinction among them. There are five possible values of such labels: \{static, horizontal, vertical, zoom, or mixed\} being mixed the category of a not identified pattern, assumed to be caused by a great presence of local movement. The vector characterizing the camera motion feature group will have five elements represented using numeric values. Each of these elements is regarded as a feature. The numeric values correspond to the ratio of frames labeled as a particular motion category over the total number of frames. There will be then five ratios for each of the motion categories in the same order as listed in the lines above. Although these features allow to identify a high number of true positives for most of the cases, additional features will be required to distinguish between some challenging samples, particularly home videos, which are also poor in professional camera movement as well.

Dissolve is when two scenes are mixed together by making the ending shot progressively more transparent while the starting shot decreases in transparency, creating the effect of the first scene dissolving into the second one.

4A dolly is a mobile platform on top of which a camera lies. Is used to move a camera in a given direction avoiding shakes and creating an effect of purity and smoothness in the translation.

5For a full discussion of the implementation please refer to section 3.2.2.
3.1.3 Skin detection

The first of the two groups of auxiliary features is based in skin detection. The aim of adding this group of features is to remove false positives classified as adult content because of the poor professional camera movements, i.e. home video. Most of adult films show undressed people during most of the sequence and therefore can be differentiated from home made videos by recognizing the skin regions in a representative set of frames. Skin’s hue is in essence the same for every ethnicity and the variations in color are due concentrations in melanin and hemoglobin [36]. Therefore a detection method robust enough to handle differences in skin color can be implemented. The so called skin detection have been extensively applied from very simple methods recognizing a fixed range of colors as skin. Some estimate a likelihood of every pixel being a skin region [18], and more complex ones involve face [21] erotogenic parts [38, 6, 22, 2] detection as well as morphological operations and adaptive skin models. These methods are discussed in details in chapter 2. The same set of key frames derived from the shot structure extractor is used as input on the basis that each of them corresponds to a shot. Three very simple features will be computed from the information extracted by the skin detector. The first one is an average score based on votes. This is computed by dividing the number of key frames having more than 50% of pixels detected as skin, by the total number of key frames. The second one is the ratio of skin pixels over the totality of pixels per image, which is later averaged for every key frame. The third one is the standard deviation corresponding to the second feature. For a discussion of the technical details used to implement the skin detector please refer to section 3.2.3.

3.1.4 Color histograms

The color range of a sequence provides important clues about its genre. For instance, in movies, a brighter color scheme is likely to correspond to a comedy while darker and dimmed tones are used in horror movies [15, 16]. In addition to this, there exist theories in art literature pointing out the properties of certain color schemes to induce an emotional state in the spectator and to create an aesthetic look in the scene [58]. Another example are violent films where there is a high incidence of red tonalities in blood and explosions [32]. Adult films are expected to ignore such theories since they do not aim to communicate any emotion, and also to have a rather natural color appearance. Again we assume adult films have a characteristic color signature that is not clearly defined. To represent this information, a color histogram in the HSV color space is created for each key frame. This color space is selected given its properties to represent human visual perception [58] and isolate the luminance component (value) since luminance is not interesting for the color characterization. Since we are focusing in the hue, 16 bins are used for the H channel, while the S and V channels are represented by only 4 bins each. Each of the bins is averaged for all the key frames and stored in a 24 element vector. A second 24-element vector is created to store the corresponding standard deviations for each bin and is concatenated with the previous one. The final feature vector is a 48 element in length. Details about the implementation of the color histogram computation can be found in section 3.2.4.
3.2 Feature extraction process

The extraction method for each of the four feature groups is quite complex per se and it is done separately (however, the spatial feature computation depends on the shot detector). While the temporal features can be extracted directly from a video sequence as a whole, the spatial features are extracted individually from a set of representative key frames, each of which corresponds to a shot in the sequence. Rather than classifying each of the key frames as an image and combining the decisions using a voted-based score as done by [10], we will fuse the feature information to create a single vector for each sequence. This avoids a lot of computations and it is expected to be robust enough to improve the discrimination provided by the temporal features. The full details about the fusion method for temporal and spatial features can be found in section 3.3.1.

3.2.1 Shot structure extraction

Figure 7: Shot detection false positives due to camera jerks. From the test sequence Western, a) Frame 2868 previous to the false detection, b) Frame 2883 where false positive is detected. The movements occurs in an interval of 15 frames (0.0625 seconds). The sudden movement in such a small period of time is the main cause of the erroneous detection.

Figure 8: Shot detection false positives due to sudden movements. The false detection is caused by the quick movement of many objects simultaneously, causing a sudden change in the distribution of the color features. Most of the greenish regions in the left image are gone in the right image, including the yellow subtitles. a) Frame 386 and b) Frame 394 from the test sequence Troll. There is a distance of 8 frames between them (0.33 seconds).
Figure 9: [Shot detection false positives due to illumination changes. a) Shows frame 389 and b) frame 402 (where the change is detected) from the test sequence Humus. The shadow cast over the cookware on the table causes a sudden color change. The HSV color histograms in this case will greatly differ triggering the false detection.

An algorithm implemented by Mears based on the works by [59] is used to retrieve the shot structure. The basic idea is to compute a color histogram in the HSV color space and use it to measure the degree of change along time in the frames. The algorithm builds a time-varying feature matrix representing the current $N$ and previous $N-1$ frames by computing the color histograms in the HSV color space and then applies singular value decomposition to factorize it. Then a rank value is calculated for a frame by analyzing the number of singular values exceeding a certain threshold. When the color features in a pair of frames changes significantly a shot transition is declared. This is also applicable for gradual transition such as fades and dissolves in which changes occur progressively, by detecting the peak of such variations. The shot detector functions well although some false positives are detected due to quick movements in the scene and sudden changes of illumination. Figures 7 and 8 show shot boundary detection false positives, Figure 9 shows false positives.

### 3.2.2 Identifying camera operation

An implementation was carried on in Matlab based in the motion vectors mean value analysis in sub regions as done by [29], taking a set of square sub-regions which structure is similar to [30], and grouping the camera operations into categories based on the motion direction as in [14]. Figure 10 shows a diagram of the camera basic operation feature extraction process. First the optical flow is computed using an implementation of the work presented by [60]. Rather than taking each pair of successive frames, the motion vectors are obtained for each 12th frame in the sequence, taking the idea of motion persistence as in [30] on the basis that any kind of identified motion must be consistent for at least 12 frames before being declared. This also will decrease significantly the calculations required which are critical considering the high
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computational expenses of the optical flow estimation. Next, the area of the frames is divided in 7 non-overlapping regions consisting of a central area, a horizontal and a vertical central axis forming a cross in the middle of the image, and four quadrants in each of the corners as shown in figure 11. The mean values of the horizontal and vertical component of the motion vectors, $u$ and $v$ respectively, are computed for each region in a similar way as done by [29]. Such values are examined in a sequential fashion as described below:

1. First the mean values are examined for every quadrant to determine if they are big enough to consider that the camera is not static. If most of them have a significant magnitude the verification continues. Otherwise the corresponding frames are labeled as static.

2. Next, the central axes are examined. For zoom and z-translation movements, the magnitudes of the motion vectors are expected to fairly cancel each other during the computation of the mean along the vertical and horizontal central axis and therefore be smaller than a threshold. To better comprehend this notion, please refer to figure 12. Note that each of the central axes are divided in two blocks containing vectors pointing to opposite directions having similar magnitude. This property is responsible for the fair cancellation of the mean values. If the motion pattern does not match, the next point is evaluated. Otherwise the frames are labeled as $z$-motion and the verification process stops.

3. Next the regions I, II, III and IV, that we will call simply the quadrants, will be examined. Since in real world sequences a translation is rarely pure, a dominance ratio between horizontal and vertical components is calculated over the four quadrants to determine if there exists vertical or horizontal movement. The ratio is simply calculated by dividing the absolute values of $u$ by $v$ and vice versa. Given the fact that horizontal translation and panning are more common than vertical translation and tilt, the horizontal dominance is evaluated first. When at least 2
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**Figure 10**: Camera basic operation identification diagram. This diagram summarizes the feature extraction process for this particular feature. At the end of the process (box "label frames"), a list containing a label for each group of 12 frames is generated. This list is used to compute statistical information to characterize a vector representing the camera operation group of features as described in section 3.1.2.
Figure 11: Image sub-regions. As the figure shows, the area of each frame is divided into 7 non-overlapping regions to identify camera basic operations using the mean values of the motion vectors. The central axes called X0 and Y0, are used to identify z-translation and zooms. The four quadrants, namely I, II, III and IV, are used to identify either horizontal or vertical movement. When the mean values in the four quadrants are below a threshold, the frames are labeled as static. If a clear pattern is not identified, the motion is declared as mixed. If no pattern is found then the motion is assumed to be heterogeneous due to local motion caused by specific objects. The label then is mixed. If the current group of frames has the same label as the previous one, then both entries are merged into a single one in the data structure.

This simple yet effective algorithm to classify the camera operation according to the plane of occurrence is reasonably fast, being optical flow computation the main limitation in terms of computational complexity. Modeling the motion using just three axis-based parameters is accurate enough for discriminative purposes in high-level classification according to [14]. Additionally to these three directions we add the static and mixed motion states. A visual representation of the typical motion vectors patterns found for the horizontal, vertical and z-motion categories is shown by figure 12. Finally, the data structure containing the relation between frames and the labels of the motion identified on them is used to compute the number of frames having each of the 5 motion category states. Each of these values is normalized by the total number of frames in the sequence and is stored in a vector of five elements that will be used as input for an SVM classifier. Please note that when summing up all the values in the characterized vector a perfect 1 will result.

3.2.3 Skin detection algorithm
The skin detection algorithm\footnote{Implementation by Faizan. Code available at http://www.mathworks.com/matlabcentral/fileexchange/26849} is a quite simple one. Rather than pursuing a very high precision on the detection, we aim to get complementary information in the space domain to be added to the data extracted from the temporal domain (a diagram of the algorithm is shown in figure
Figure 12: Camera motion typical patterns. The top row shows a schematic representation of the typical motion vectors pattern for horizontal (left) and vertical (right) camera movement. In these examples, there is a perfect motion to the right and up respectively. Bottom row shows the schematic patterns for zoom-in (left) and zoom-out (right).

Figure 13: Skin detection algorithm diagram. This diagram summarizes the skin detection algorithm. The so-called skin map is a binary mask where all the skin pixels are labeled as 1’s while the non-skin regions are 0’s. All the masks for every keyframe are then used to compute statistical information about the skin regions that will be utilized to characterize a vector as described in section 3.1.3.
Therefore the extraction process for this auxiliary feature must be as simple as possible to avoid computational expenses. In the shot structure extraction process described in section 3.2.1 a set of key frames, one per each shot, is generated to compute statistical information about the structure of the scenes. The same set of key frames will be used as inputs for the skin detector. Rather than classifying each image separately as done in the traditional approaches, we aim to simplify the process by avoiding the training and testing of an image-based classifier. The discriminative power will be evaluated for these features by themselves and when combined with the temporal features. In other words, instead of combining the outputs of the classifier in a vote-based score, which is known as decision fusion [54], we integrate the information of the extracted features by averaging the data in a scheme known in the literature as feature-level fusion [54]. Each of the key frames is first converted to the CIE L a* b* color space because of its correlation with visual perception and the property of separating the luminance channel from the chromatic ones. It is well known that human skin color is enclosed into a well defined range. An intuitive way to look at this property is to highlight the tendency of skin to present more reddish tonalities as opposite to greenish (represented by a* channel), and more yellowish tonalities opposing to blueish (b* channel). Therefore a fair discrimination can be achieved by thresholding the gray level images corresponding to each chromatic channel. The pixels with greater intensity will in theory correspond to red and yellow colors (the expected dominant colors for human skin) for the a* and b* channels respectively. An optimal threshold is automatically selected by maximizing the separability of the two classes (skin and non-skin) for both of the gray level
Figure 15: Skin map unsatisfactory results. On the left the original images, on the right the binary skin maps. The skin detector is based on the assumption than skin colors are reddish and yellowish. Since an automatic threshold is selected in terms of the separability of the gray level images for each channel, when red or yellow regions having high chroma appear in the image, the threshold will be determined taking those regions as the maxima and will wrongly assume those correspond to skin. In the top row, the highly intense red colors in the blouse and sheets are incorrectly assumed to be skin. This will affect the automatic thresholding process causing to miss the actual skin regions. This can be solved by dimming colors with high chroma in the upper range. The bottom row shows a table that has a very similar color to the skin of the subject in the image. To solve this problem adaptive color skin models and face detection can be used. However the complexity of the algorithm will increase substantially when handling such issues. The gain in accuracy of skin detection might not compensate for the increase in processing time.
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Then both masks are intersected, selecting only those areas detected as skin in both. The resulting binary image is a representation of the skin regions present in the image, this is known as skin map. Figure 14 shows an example of skin maps. The resulting map is straightforward used to compute the skin statistical information that will be used to characterize the vector as described in section 3.1.3. No morphological operations are applied to the map. This method is very fast and reasonably accurate but presents some inconveniences. Those are shown in figure 15.

3.2.4 HSV Color histograms computation

A diagram for the algorithm is shown in figure 16. This very simple algorithm just converts the image to the HSV color space, which is a very common choice for color histograms computation since it separates the brightness from the saturation and the hue. The hue in this case is considered as more important since we expect adult films to have a characteristic print of color schemes. So a histogram is created using 16 bins for Hue while the saturation and value (brightness) are represented only using 4 bin per each as in [23]. Each of the bins is averaged to produce the characteristic vector. This feature group is the simplest of all and is very quickly computed. The goal of using it is merely to add auxiliary discriminative information for the main features extracted in the temporal domain. The use of more sophisticated techniques for color characterization and the different methods to fuse these features to maximize discrimination are subjects of future work. This and some other interesting research directions are discussed in chapter 6.

3.3 Classification

As mentioned before, the objective of the current approach is to demonstrate that a high accuracy in discrimination of adult-content can be achieved by applying SVM classifiers altogether with
the set of features mentioned in section 3.1. To achieve this, we will apply and evaluate the performance of the more successful classifiers for visual recognition task and, in particular, for adult content identification reported by the literature. However, since our approach uses features that have not been utilized for this particular purpose so far, we expect the performance to be quite different as the reported by the related work. Moreover, rather than following the decision fusion normally applied in image classification, we follow the feature fusion scheme by extracting the spatial features from each of the key frames and averaging the corresponding numerical values. This way we use a joint feature representation for the whole set of key frames that will be processed by a single classifier in the final decision. Rather than implementing, improving or proposing new machine learning techniques or algorithms, we simply make use of tools that have those algorithms already implemented. These tools will be used to evaluate the performance of the different group of features by themselves and in different combinations as well as the existing machine learning algorithms. Different settings of three main elements impact significantly the the performance of the classifier \[62\], these are tested in the third phase of our approach. 1) The selected set of features, 2) the SVM algorithm, and 3) Kernel functions. Prior to the tests, some feature selection heuristics will be applied as well as a tool for feature selection. Also a parameter optimization process aided by tools will be performed to determine the best parametric configuration of the SVM algorithm and Kernel. This section will discuss just the methodology and tools used. For a discussion about both the specific parameters and configurations used, as well as the obtained results, please refer to chapter 4.

Classification criteria
Of course what is considered offensive for a certain audience is quite subjective and depends on many factors, mainly on cultural background. For instance, in some countries such as Sweden, access to pornography is not restricted to any ages, while in some other cultures nudity is considered offensive. Rather than determining the degree of erotic content as done by \[3\], a simple criteria will be established. Any scene containing exposure of erotogenic parts, that is mainly female nipples and genitals of both genders, will be regarded as adult material. Needless to say that any other sequences containing the elements just mentioned plus sexual activity will fall into the same category.

3.3.1 Fusion method
As mentioned before, a single vector representing shot structure and camera basic operations can be extracted from the video sequence as a whole. For the spatial features this is not possible since there is a set of many key frames associated with a single sequence as the source of the information. The usual way to deal with this issue is to classify each keyframe as an image and compute a vote-based score based on the decisions as done by \[10\]. This is known as decision fusion \[54, 63\] and requires an image-based classifier, a specific image training set, individual classification per keyframe, and a method to combine the decisions. We avoid this scheme because of the obvious negative impact in computational complexity both in terms of memory and time. Instead we combine the data in a feature fusion scheme \[54, 63\] by averaging the numeric values representing the features extracted for every keyframe in a given sequence. At this point the feature vectors of both temporal and spatial information are of the same order. They can be
either used individually, or combined with each other by simple concatenation to be used as the inputs for a single SVM classifier that will take a unique and final decision. The advantages of this approach are 1) **Reduce the computation complexity**, and 2) **evaluate**, or track down, the **most discriminative features** rather than diluting the decision of the classifiers. This will lead to a more robust mechanism in which it is possible to explore the complementarity properties of different combinations of features to improve their correlation with the class information. To clarify the last point, imagine there is an adult sequence with body painting where the skin detection feature will be fooled. The camera motion information however will detect it as an adult film. If we were to combine the scores of two classifiers, one utilizing the skin features and another one the camera motion, the final conclusion would be that the sequence has 50% of probabilities of being pornographic. This score would either need to be passed to another classifier to make a final decision, or processed by a rule based model, requiring additional processing time. This would almost equal to a random guess. In this toy example, the feature with the greatest contribution will be 'diluted' in the one that does not contribute. In addition to the previous example, the temporal features are expected to generate the most abundant amount of discriminative information while the spatial ones are aimed to help to decrease the false positive ratio by adding new information bypassed by the main features. As mentioned before, the poorly professional camera movements in home videos are already considered as a challenge and therefore the spatial features are added to deal with those. The methodology used for selecting a subset of all the extracted features will be discussed in section 3.3.3

### 3.3.2 Classifiers

As extensively mentioned before, the implementation or improvement of machine learning algorithms is out of the scope of this project. For this reason, we selected a software package based in Java that has many algorithms and tools conveniently implemented. Weka makes possible to call the functions from Java code or use them directly with the included graphic user interface. Support Vector Machines have been widely used in recent years research for pattern classification. SVMs are considered a vanguardist tool for visual recognition tasks and are known for being suitable for problems with relatively few samples but having large feature vectors. We are particularly interested in the derived applications for recognition tasks, particularly those involving visual aspects such as video genre classification, and more specifically for adult content detection in video. In our approach we will compare two different SVM algorithms, the first one, LibSVM, is referenced for applications such as content-based filtering, spam identification, video categorization, and adult content detection. A special LibSVM wrapper for integrating LibSVM to Weka is utilized. The second algorithm is known as Sequential Minimal Optimization for training an SVM, which will be referred to as SMO in the future lines, based in John Platt’s algorithm and implementing the improvements proposed by Keerthi. The main contribution of SMO algorithm is to deal
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with the optimization problem that arises when an SVM is trained. This impacts in reducing the training time and the memory required which is the main drawback of SVMs in general [68]. As done by some other SVM training algorithms, SMO breaks the quadratic programming optimization problem into smaller problems, but unlike the rest of the algorithms, it chooses the smallest possible set of problems. This makes possible for the algorithm to handle very large training sets with an optimal use of both memory and processing time [66]. This algorithm is included in the default Weka’s library and is widely referenced for more broad classification tasks such as content-based spam filtering [69], Internet traffic classification [70], gene micro array categorization for cancer diagnosis [71], text classification [68], and art painting categorization by artistic genre [72], to mention a few. For libSVM, we will compare the linear, polynomial, radial basis function (RBF), and sigmoid kernels. For SMO, the RBF, Pearson Universal, Polynomial and Normalized Polynomial kernels will be used.

3.3.3 Feature subset selection methods

As mentioned early, one of the objectives of the present work is to evaluate the discriminative properties of each of the feature groups by themselves or when combined with others. To select and evaluate a subset of features we make use of three approaches. 1) Selection based on feature groups combinations, 2) Manual selection based on estimated complementarity, and 3) attributeSelection tool. The first two are manual, while the third one is quasi-automatic. The first heuristic aims to compare the contribution for each set of features and evidently consists on testing each group separately first. Then different combinations of features groups are used in pairs and triplets, and finally the four groups (a single set containing all the features). The second one, manual selection, is done by following the same reasonings of expected discriminatory properties of each of the features plus complementarity between them as discussed in section 3.1 In addition to this, a series of plots produced by Weka are examined to aid the decision. The plots for all the features with the experimental data are available as an appendix in chapter 7. The third one, attributeSelection, is a flexible supervised feature filter with two parameters, the first one is an evaluator, that basically determines the criteria a set will be assessed with, and the second one is search method, which basically means the order in which the combinations will be explored. The results of all the experiments are discussed in chapter 4.

3.3.4 Parameter optimization methods and tools

Both the SVM algorithms and the Kernel functions are formulated with some parameters that need to be tuned-up in order to maximize the performance. This is usually a tedious process because the simplest way to do it is by brute force. Luckily Weka provides two useful functions that allows to make this brute-force process quasi-automatic. The first tool is called CVParameterSelection. This tool optimizes a set of parameters by trying different values specified as a range. The parameter producing the best accuracy is returned. GridSearch functions in a similar fashion for each individual feature, a plot of the distribution of the numeric values and their relation with both of the class labels is generated. These plots give an idea on the influence the numeric value of the feature has over the class label. The intuition would be, the more variable the distribution is, the more valuable the feature is. Also it is possible to generate an scatter plot combining each of the features against each other in a grid scheme to visualize the separability of classes such pairs would offer. The most separable the classes are for two given features, the more complementary they are. However, from the scatter plot is very hard to predict the complementarity of multiple features.
except that it tests the combination of two parameters at a time. The first inconvenience regarding this two tools is that they are not completely reliable, meaning that the predicted outputs for a set of parameters does not always match with the actual ones. However these tools can be useful as a starting point. The given parameters will have to be tried in a real classification and some manual brute force exploring will be required.

The next chapter describes the experimental setup and the results.
4 Experiments and results

4.1 Experimental setup

A data set consisting 90 clips, 48 adult videos and 42 harmless clips, is used to validate our methodology. For each sequence in the dataset, four group of features are extracted separately: 1) Shot structure, 2) Camera basic operations, 3) Skin exposure and 4) Color histograms. The last two group of features are extracted using the key frame set derived from 1). A full discussion about the features properties can be found in section 3.1, while the extraction methodologies in section 3.2. Being camera motion feature group the most demanding in computational complexity, the feature extraction process was done using two types of computers within a lab. Type A with an Intel Core i7 processor, 870 @ 2.93GHz, 2.93GHz, and 4GB RAM. Type B having Intel Core 2 Duo processor, E6750 @ 2.66GHz, 2.66GHz and 8GB RAM. After this a set of experiments are run in Weka using different combination of a) Features, b) SVM classifiers and c) kernels. Before every experiment is done all the kernel parameters are optimized using the methods described in 3.3.4. The features used are single feature groups followed by pairs, triplets and a quartet(every group), as well as the resulting sets from applying manual selection and attributeSelection tool in Weka. The compared SVM classifiers are libSVM, using linear, polynomial, Gaussian radial basis function (RBF), and sigmoid kernels, and SMO, utilizing RBF, Pearson Universal, Polynomial and Normalized Polynomial kernels. For each experiment a cross-fold validation with leave-one-out scheme is followed. In such scheme, the entire sample collection except one element is used as a training set, the remaining single element will be used as test set. The operation is repeated for every element of the collection to calculate the classification accuracy. The leave-one-out scheme is more realistic (less optimistic) than the ones randomly splitting the dataset in a fixed proportion, e.g. 60% training, 40% testing, but comes with a higher computational cost. Nevertheless, given then size of the dataset, this scheme is recommended. On the other hand, the cross validation can prevent the over-fitting problem and it is also recommended when parameter optimization functions such as grid search are being performed on medium-sized problems. To identify the missclassifed items, the filter AddID that adds an aditional ID feature is applied to the data set. When the classifier is runned, another filter is set so the ID feature is ignored, since it could be used by the classifier to learn from. When this ID feature is not removed the accuracy gets inflated, meaning that a higher but fake value is achieved.

4.1.1 Data set

For some computer vision tasks, such as object recognition, public datasets are available, like the Flower or the PASCAL Visual Object Classes. It is fair to say that at the moment a standardzed collection of video for evaluating adult-content detection applications does not exist.

\[^1\]The flower data set was created by Maria-Elena Nilsback and Andrew Zisserman for object recognition purposes. Available at http://www.robots.ox.ac.uk/~vgg/data/flowers/

\[^2\]Available at http://pascallin.ecs.soton.ac.uk/challenges/VOC/
Table 3: Harmless dataset sub genres. The objective of having this data set further divided into sub-genres is not to classify each of them but rather to create a data set containing a representative mixture of non-adult genres. The categories a)Erotic and b)Home video are specially challenging. Sub category a) because of the thin line between the high level concepts of erotic and pornographic, having both similar low level features for all of the extracted feature groups. Sub category b) has very poor professional camera movement and being this the strongest feature for adult content recognition, this is very likely to produce false positives.

Furthermore researchers are not always willing to share their own data because of copyrights issues. Another particular problem in the context of our methodology is that most of the existing datasets are simply inadequate for extracting shot structure since they use very short clips of around 10 or 20 seconds long. Therefore creating a dataset was mandatory. It consists of 48 adult videos ranging from 1 to 7 minutes in length, being the majority of clips around 5 minutes long, and 42 harmless videos downloaded from youtube\(^3\) ranging from 2 to 9 minutes, being most of them around 5 minutes long as well. Table 8 and 9 in the Appendix 7 show the dataset length details. Every video has been processed using ffmpeg\(^4\) to change the resolution to 320x240 and discard the audio. The total length of the adult set is 03:46:30 hours while the non-offensive set has 03:29:02 hours of duration. The non-offensive subset is further divided into several categories in order to have a representative mixture of different genres as shown by table 3. Note that the goal of the classifier is not to further identify these sub-categories. The first observation is the fair length in processed video with a total of 07:15:32, having more than 3 hour per category. Some approaches like [74] use 1 hour of recording per each of the five categories defined within the proposed approach and each sequence with a length of around 5 minutes.

4.1.2 Parameter optimization
The main parameter to be optimized for both SVMs classifiers used in the experiments is the parameter C, referenced as complexity parameter for SMO and cost for libSVM in Weka documentation. The cost parameter in libSVM controls the trade-off between the misclassification and over fitting. The wider is the acceptable margin of error, the more general the model might be. The more narrow the margin, the more specific the model is suiting the particular dataset, which might imply over-fitting and therefore convey to a model non-applicable to a different dataset. Similarly, C in SMO controls how smooth the margins are. This is related to the number of instances that will be used as support vector machines to build-up the boundaries that will separate the classes in the transformed space. The linear kernels can be optimized just in terms
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of C, however some other kernels, such as the RBF or Sigmoid, are very sensitive to another parameter known as γ. In this case the optimal value of C depends on the value of γ and vice versa. Therefore a search method comparing simultaneously different combinations of values for this pair of parameters is required. Grid search will be used to pairwise evaluate only the most critical parameters for each classifier and Kernel. The parameter pairs are (C, γ) for the RBF and Sigmoid kernels, and (C, degree) for the Polynomial Kernel in libSVM. The RBF kernel is used for both libSVM and SMO, while the Sigmoid kernel is just used for libSVM. However the implementation of the Grid Search method in Weka presents the major inconvenience of being unable to handle the classifiers’ nested options. In the case of SMO, for the Person Universal (PUK), Polynomial and Normalized Polynomial kernels, the parameter optimization was focused only on the complexity parameter C using CVParameterSelection tool, given that SMO is very sensitive to this one. For the RBF kernel Grid Search was used to optimize (C, γ). The ω and σ parameters of PUK where not optimized.

4.1.3 Feature selection

After the best classifier and kernel in terms of accuracy is experimentally found, a set of tests are executed to compare different feature sets. The four feature groups combined are evaluated and then each of the feature groups individually followed by combinations in pairs and triplets. Finally two more sets based on manual and automatic feature selection are experimentally tested. The manual selection is described in section [3.3.3] For the automatic feature selection, Weka’s attributeSelection filter is used, with a) CfsSubsetEval as the evaluator and b) BestFirst as the search method. a) stands for Correlation-based feature selection for machine learning [75] and basically considers just the predictive abilities of an specific feature by itself as well as the the redundancy with previously selected features. Setting b) Explores the space of features by hill-climbing in a greedy fashion plus a backtracking mechanism. Table 4 shows the selected and non-selected features.

<table>
<thead>
<tr>
<th>Feature Group</th>
<th>Selected features</th>
<th>Non-selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shot structure</td>
<td>Shot length standard deviation</td>
<td>Average shot length</td>
</tr>
<tr>
<td>Camera motion</td>
<td>Mixed motion ratio</td>
<td>Horizontal motion percentage</td>
</tr>
<tr>
<td></td>
<td>Vertical motion percentage</td>
<td>Static motion percentage</td>
</tr>
<tr>
<td></td>
<td>Z-motion percentage</td>
<td></td>
</tr>
<tr>
<td>Skin detection</td>
<td>Average score</td>
<td>Skin percentage standard deviation</td>
</tr>
<tr>
<td></td>
<td>Skin percentage mean</td>
<td></td>
</tr>
<tr>
<td>Color histogram</td>
<td>Averaged bins: 9 19 20 21 23</td>
<td>Standard deviation for bins: 20, 21</td>
</tr>
<tr>
<td></td>
<td>Rest of the bins</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Automatically selected feature set using attributeSelection filter. There are a total of 13 features derived from the 4 groups. The first observation is that surprisingly the standard deviation of shot length was selected rather than the mean. From the camera motion features static motion and z-motion are discarded. This makes perfect sense since z-motion is the most weakly identified operation because the zoom or z-translation has to be nearly pure (not combined with any other movement at all), meaning that the object of attention has to be precisely at the center of the screen, otherwise the movement will not be identified. Skin percentage (the ratio of skin pixels over all the pixels) standard deviation is expected to contribute less than the mean, therefore it is excluded. Finally just a few of the averaged bins of the color histograms (as well as a couple of corresponding standard deviations) were discriminative enough to be automatically selected.
4.2 Results

The experimental part involved the repetition of many tests as the results converged to a higher accuracy. This means that when a set of features, a classifier, or a kernel yielding to a high classification accuracy was discovered, the experiments had to be repeated to compare the variations. The criteria to assess the performance of the classifier is, in this order, a) Accuracy, b) the number of used features, given that selecting a few features with high discriminative rate might relegate the rest as not very useful and save processing time in the classification phase, c) number of feature groups, because it is possible to avoid computing the features of all of those feature groups not contributing, and finally d) number of parameters to optimize, because it requires time to estimate them in addition to the complexity added to the process. SMO achieved the highest accuracy with a value of 94.44% when the automatically selected set of features are used altogether with the Normalized Polynomial kernel after parameter optimization. Being SMO the algorithm with best performance, a more exhaustive set of experiments was performed using that classifier. LibSVM achieved a slightly smaller maximum accuracy of 92.22% using just the camera motion features together with either RBF of linear kernel. In this particular case, the linear kernel is considered to be superior to RBF since just the cost parameter C needs to be optimized. Being libSVM results less accurate than those of SMO, a more limited set of tests were conducted for libSVM. For libSVM, table 5 shows the parameter values, set of features, and kernel used for each experiment as well as the achieved accuracy, number of features, number of feature groups involved and number of parameters optimized. For SMO, table 6 shows the experiments for evaluating the feature sets, while table 7 shows the ones for assessing the kernel functions. In addition to a better accuracy, SMO has a superior performance in terms of time. The time taken for the classification phase is less than one minute per experiment. For the feature extraction process, the time is less than one minute per sample in the case of skin detection and color histogram computations, while shot detection takes around 3 minutes per sample. Camera motion identification is the most time consuming extraction process, taking around 2 hours per minute of video using a type B5 computer. This is caused by the optical flow computation which is well known for being painfully slow. An alternative to solve this issue is proposed within section 6.1. Figures 18-19 show a comparison of SMO ROC curves corresponding to the results summarized by the tables mentioned above. A comparison of the ROC curves for most successful combination of feature set and kernels for each SMO and libSVM classifiers are shown by figure 17.

Existing solutions comparison

Although the adult-content detection for images has been fairly explored, not many solutions specifically focused on video exist among the literature. The lack of standardized databases mainly derived from copyright issues and the different measures used to represent the performance of the methodologies makes it difficult to establish a completely objective comparison criteria. Also it is important to keep in mind that in the existing solutions there are many variations in the used features, fusion strategies, used classifiers, among others, that might impact the comparability of the obtained data. We briefly mention the results of all of those solutions focusing in adult-content video detection. Endeshaw 12 identifies adult content by means of

5Computer type B having Intel Core 2 Duo processor, E6750 @ 2.66GHz, 2.66GHz and 8GB RAM.
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<table>
<thead>
<tr>
<th>Kernel</th>
<th>Feature group</th>
<th>Cost param</th>
<th>Degree param</th>
<th>γ param</th>
<th>Accuracy</th>
<th>Features #</th>
<th>Feature Group #</th>
<th>Optimized Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>Cam</td>
<td>31</td>
<td>3</td>
<td>0</td>
<td>92.22%</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Polynomial</td>
<td>Cam</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>90.00%</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>RBF</td>
<td>Cam</td>
<td>40</td>
<td>3</td>
<td>2</td>
<td>92.22%</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>Cam</td>
<td>16</td>
<td>3</td>
<td>-2</td>
<td>63.33%</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Polynomial</td>
<td>Auto Selected</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>76.67%</td>
<td>13</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>RBF</td>
<td>Auto Selected</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>53.33%</td>
<td>13</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>Auto Selected</td>
<td>16</td>
<td>3</td>
<td>-2</td>
<td>38.89%</td>
<td>13</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5: LIBSVM classifier experiments results. The optimized parameters are shown in bold. Note that for the Polynomial Kernel and the automatically selected set of features none of the parameters are in bold since they were tuned-up manually because of the unsatisfactory results obtained by grid search tool. The linear kernel could not be evaluated for the automatically selected set of features since Weka got frozen over days. As libSVM resulted in a slightly smaller accuracy than SMO for the compared test cases, a more limited set of experiments were executed using this algorithm. The four kernel functions were tested using a) the more discriminative feature group Camera motion and b) the Automatically selected feature set. For a) the results are slightly worse than those of SMO, but for b) the accuracy is significantly smaller. The rest of the settings (not specified in this table) are shown by table 13 in the Appendix.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Feature set</th>
<th>C param</th>
<th>E param</th>
<th>γ param</th>
<th>Accuracy</th>
<th>Optimized Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td>NormPoly</td>
<td>Auto Selected</td>
<td>8</td>
<td>2</td>
<td>N/A</td>
<td>94.44%</td>
<td>1</td>
</tr>
<tr>
<td>Polynomial</td>
<td>Auto Selected</td>
<td>3</td>
<td>1</td>
<td>N/A</td>
<td>92.22%</td>
<td>1</td>
</tr>
<tr>
<td>RBF</td>
<td>Auto Selected</td>
<td>5</td>
<td>N/A</td>
<td>1</td>
<td>90.00%</td>
<td>2</td>
</tr>
<tr>
<td>PUK</td>
<td>Auto Selected</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>91.11%</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6: SMO classifier kernel comparison experiments results. All of the assessments were done using the Automatically Selected set of features shown by table 4 since it is the one yielding to a higher accuracy (when using SMO with a Normalized Polynomial kernel). This set comprises 13 features from all the 4 groups. Optimized parameters are shown in bold. These correspond to the complexity parameter C for every kernel and the combination (C, γ) for the RBF kernel. In the case of the Polynomial and Normalized polynomial kernels the parameter E, the exponent, was not optimized even though a couple of tests changing the value were performed. In the case of the Pearson Universal Kernel (PUK) the parameters ω and σ were not optimized and the value used for both is 1. The rest of the parameters and settings, used commonly for every test, are shown in table 14 in the Appendix.
Table 7: SMO classifier feature selection experiments results. All of the experiments were done using the kernel showing the best performance: The Normalized Polynomial Kernel for which $\gamma$ parameter is not required. The exponent parameter value is 2 for every case. The rest of the settings are shown by table 14 in the Appendix.

repetitive motion detection and using a restricted set of videos reports a true positive probability greater than 85%. Jansohn [10] achieves an equal error rate of 6.04% combining BOVW and motion histograms altogether with SVMs and decision fusion for the image-based features. Lee [7] employs just spatial features based on skin likelihood and HSV color histograms as well, achieving a maximum accuracy of 91.48%. Lopes [8] uses solely BOVW features based in SIFT and HueSIFT with a linear SVM obtaining an accuracy of 93.20%. Chang [9] uses skin, texture, and shape image-based features on keyframes and moments matching reporting a true positive ratio of 96.5%. Bouirouga2011 [18] exploits skin distribution features and SVMs using RBF kernel reporting a quite impressive accuracy of 97%. Finally, based on the accuracy of 94.44% achieved by our methodology, we can affirm it outperforms most of the existing frameworks while it is fairly close to those surpassing our positive results. Taking into account the many possible refinements, we can ensure our approach is yet even more promising.

6 Bad of visual words.
Figure 17: SMO versus libSVM ROC comparison curves. Comparison between the most successful combination of kernels and features for every classification algorithm. In the case of SMO the automatically selected feature set is used with the Normalized Polynomial kernel. For libSVM the camera motion feature group and linear kernel are used. Note the small difference between them of just 2.22%.

Figure 18: SMO feature comparison ROC curves. Comparison between each of the four feature groups individually plus the automatically selected feature set which is the one yielding the best accuracy. All of them using Normalized Polynomial kernel corresponding to the results shown by table 6.
Figure 19: **SMO kernel comparison ROC curves.** Comparison between kernels using the *automatically selected* feature set. This curves correspond to the results shown by table 7.

![ROC curves](image)

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized PolyKernel</td>
<td>94.44%</td>
</tr>
<tr>
<td>PolyKernel</td>
<td>92.22%</td>
</tr>
<tr>
<td>RBF</td>
<td>90.00%</td>
</tr>
<tr>
<td>PUK*</td>
<td>91.11%</td>
</tr>
</tbody>
</table>

Figure 20: **Adult content detection false positives.** Sequences were incorrectly classified as adult-content being the true class harmless. This misclassification comes from the most successful approach using *automatically selected* feature set with SMO and Normalized Polynomial kernel. Both of the clips are part of the challenging categories, erotic (left) and home video (right). The sequence on the left has very similar characteristics to adult content for it has a *a*) big ratio of skin exposure and *b*) poorly professional camera movements. The one on the right exhibits just *b*).
Figure 21: Adult content detection false negatives. Sequences were incorrectly classified as harmless being the true class adult-content. This misclassification occurs when using the most successful approach comprising the automatically selected feature set with SMO and Normalized Polynomial kernel. The sequence on the left has a camera nearly static most of the time, feature which was specifically removed from the automatically selected feature set. Also the undressing part comes nearly in the end of the sequence. The one in the middle is a clip extracted from and adult video using ffmpeg. Even though it is part of a pornographic video, the clip itself does not comply with the criteria for being considered as adult (technically speaking is harmless based on the content) and basically shows a completely dressed girl talking. The one on the right was originally part of the harmless dataset since it shows a girl performing some sensual dancing. However there are a couple of frames in which she exposes fully her erotogenic parts. Note that this last clip was difficult to classify even manually.
5 Discussion

The main objective of this methodology is to demonstrate that a high accuracy can be achieved by using temporal-based features aided by spatial-based features altogether with SVM classifiers. In a first phase four group of features are extracted \( a) \) shot structure and \( b) \) camera motion as the main features in the temporal domain, as well as \( c) \) skin detection and \( d) \) HSV color histograms as complementary features in the spatial domain. In the next phase the information extracted is used to characterize four vectors with different number of features each corresponding to a group. The third phase of the approach is to use different combinations of the features to evaluate the performance of two SVM algorithms, namely SMO and libSVM. In this process the parameters are optimized and different kernel functions assessed. Please refer to section 3 for more details. In accordance to the discussion presented in 3.3, we determined experimentally the best combination of three main elements impacting the performance of the classifier: the used set of features, the SVM algorithm, and the kernel function. Based on the results discussed in the previous chapter, the best combination found by our assessments is the automatically selected set of features\(^1\), SMO SVM algorithm and the Normalized Polynomial kernel, producing an accuracy of 94.4%. As it can be observed from the results obtained, the temporal features based on cinematic principles are highly discriminative for adult-content detection, being camera motion the most contributing feature group when used individually, yielding to an accuracy of 93.33% when SMO algorithm is utilized altogether with the Normalized Polynomial Kernel function. It is seen clearly that even though there exists an optimal combination \( (\text{features, classifier, kernel}) \) the differences in accuracy when the parameters are properly tuned-up is not extremely divergent, being in some cases quite similar (e.g. when comparing the performance of libSVM and SMO using the camera motion feature group alone and different kernels). This methodology is a fair first step, having already quite good results, towards a very promising solution having many refinements and expansion possibilities.

**SVM algorithms and kernels**

The algorithm with the best performance in general is SMO, which in most of the cases outperforms libSVM by a tight difference of around 1%. As said before, the kernel producing a higher accuracy for SMO is the Normalized Polynomial kernel. In the case of libSVM the best performance is achieved when just the camera motion features are used altogether with the linear kernel with an accuracy of 92.22%. However the tests applied for libSVM were not exhaustive enough to conclude which kernel is the best in general. This is due to the fact that libSVM performs very poorly in execution time when the number of features is more than 5. Taking into account this last detail, the fact that most of SMO kernels can be optimized in terms of a single

\(^1\)This data set is generated by executing Weka’s attributeSelection as discussed in section 4.1.3 and consists of a selection of 13 features from all the four groups based on the individual predictive properties of each. A table showing this feature set details is available\(^4\).
parameter while libSVM requires often 2 or even more simultaneously, and of course the better accuracy, we can soundly conclude that SMO general performance in our experiments was quite superior.

**Features**
The temporal based features are a) highly discriminative and b) fairly fast to compute. Since they are extracted straight from the video sequence as a whole, no fusion method is required to characterize a single vector corresponding to a video sample. This is not the case of the spatial features, which need to be combined either using decision or feature fusion before mapping them to a single clip because they are extracted individually from each of the many key frames within a sequence. The more discriminative group of features is *camera motion* and the second one is *skin detection* with an accuracy of 80.00%, despite is considered by the literature as a poor feature. However the complementarity of the two strongest features is low since combined they produce just 87.78% in accuracy, which is considerably lower than the 93.33% achieved just by the camera motion feature group. As discussed in section 6.1, all of the features can be further refined while keeping the computational complexity from increasing dramatically.

**Misclassified instances**
From figure 20 is clearly seen that the two false positives come from the challenging subcategories within the harmless dataset. Both sequences having poorly professional camera movements (which happen to be the most discriminative feature group) is the main cause of the misclassification. The false negatives shown by figure 21 were indeed very challenging adult sequences. One of them has an undressing sub sequence near to the end, another exposes female genitalia for a few seconds, and the third one is a clip extracted from an adult video that does not contain any nudity or sexual activity (in other words is harmless technically speaking although it was placed in the adult dataset because of its origins). This misclassification correspond almost exactly with our predictions done after choosing the feature groups and creating the datasets. There are a number of improvements that can be applied to our methodology to fairly decrease the number of wrong classifications. These are discussed in chapter 6: Future work.

---

2The camera motion identification, however, depends on optical flow computation which is well known for being painfully slow. There are some alternatives to obtain the motion vectors in a quick way but were not implemented since those are out of the scope of the project.

3Using SMO and Normalized Polynomial Kernel
6 Future work

Adult-content identification is a complex problem since it implies high level conceptual categorization starting from low level features. To achieve this, it is necessary to use techniques from different disciplines such as image processing, colorimetry, machine learning and specifically pattern recognition. Creating a framework that demands the solution of many challenging problems, such as editing effects identification, shot boundary detection, camera motion labeling, among others, leads to define a stop criteria since, unfortunately, solving each of those sub-problems is simply not feasible given the limited time. The feature extraction process was coded using Matlab\textsuperscript{1}. To improve the execution time of the feature extraction algorithms is possible to use a programming language that runs faster than Matlab. As a result, this section suggests the different areas of improvement and future direction to explore the promising path this work leads to. The following list shows a summary of the possible improvements.

− **Feature extraction**.
  - **Shot structure**. Identify editing effects within the shot boundary such as fade, dissolve, cuts or wipes \cite{51}.
  - **Motion vectors extraction**. Make use of the MPEG coding scheme to extract the motion vectors directly instead of computing the optical flow for a pair of frames \cite{30}.
  - **Camera motion**. Modify the algorithm to deal with complex zooms and z-translations where the object of interest is not in the precise center of the screen.
  - **Skin detection**. Apply morphological operations such as opening. Integrate a fast face detector and add some extra features such as face-skin divided by body-skin and biggest skin patch connected. Make use of skin adaptive models.
  - **Color histograms**. Find a compact and more knowledgeable way to characterize the color information like incorporating color variance.

− **Classifiers**.
  - **Dataset**. Expand the dataset with more sequences, specially in the adult content set, to gain a richer sampling mixture.
  - **Fusion strategies**. Experimentally compare decision fusion against feature fusion for the spatial features in terms of accuracy and processing time.
  - **Classifier experiments**. Perform a more complete set of experiments for libSVM.

− **Further expansion**.

\textsuperscript{1}MATLAB is a programming environment for algorithm development, data analysis, visualization, and numerical computation. URL: http://www.mathworks.se/products/matlab/
• **On line video streaming.** Explore the possibility to deal with on line video streams to be analyzed on-the-fly.

• **Database auto-update.** Research about possible methods of adding samples to the training database automatically when the classifier is used for real-life applications.

6.1 Feature extraction

The first category of improvements is within the feature extraction process. Rather than extracting just the key frames corresponding to each shot to retrieve the shot structure, it would be highly discriminative to label the shot transitions according to the editing effect used (i.e. fade, dissolve or cut) as done by [51]. Similarly as the camera motion, a percentage of each of those editing effects might be used for charactering a vector. This on the basis that dissolves, are very common in adult films while in home made videos (the main challenging subcategory) the cuts are more frequent. The camera motion identification algorithm can be improved firstly by replacing the optical flow computation, which is painfully slow, for a decent motion vector extractor working within the coding scheme of MPEG standard as done by [30]. The second improvement would be to modify the algorithm to make it robust enough to deal with non-ideal zooms and z-translation movements. As discussed in section 4.1.3 z-motion percentage was automatically removed by the attributeSelection tool. This is because for this particular kind of motion the object of interest has to be exactly at the center of the screen, which means it can not be mixed with any other motion like panning or tilt. This hardly ever occurs in real-life video, and therefore the contribution of this feature is poor. The skin detector could be improved without impacting the computational time by adding a fast face detector, such as the one proposed by Viola and Jones [39]. The use of more clever features such as face-skin divided by total skin ratio, size of the biggest skin component in the image, or the use of adaptive skin color models are some of the possible refinements. The color histogram representation can be improved by obtaining a more compact feature vector (being 48 the size used currently in our approach). Most of the bins used as features within this vector simply do not contribute at all. Is also possible to add more clever features such as color variance.

6.2 Classifiers

The first improvement is in terms of the dataset. Even though the processing time of the video is quite fair with a length of around 3 and a half hours per category and a total duration of 07:15:32 hms, the number of samples is not as big as in some approaches, having just 48 adult clips and 42 harmless samples. In addition to this, it is possible to collect a wider range of adult films based on subcategories as done for the harmless dataset, this to reunite a wider variety of samples representative of a general adult content class. Regarding the fusion strategies used for the spatial features, it would be fair to experimentally compare the currently used scheme (feature fusion) against the typically used in the literature (decision fusion) within our approach.

---

2In the MPEG standard, the so called P-frames are predicted for the reference I-frames (which contains the richest amount of information and the lowest compression) by using the motion vectors and the error computed from the difference between the prediction and the actual frame. URL: http://mpeg.chiariglione.org/
For the classifiers experiment a more complete set of evaluation tests using libSVM would be desirable.

6.3 Further expansion

The most ambitious ideas for future research lay within this category. The first interesting approach would be to actually being able to deal with on line video streams in real time. For instance, analyze video sequences from pages like youtube while they are being loaded into the web browser. The second direction would be to find a way to add new samples automatically to auto update the database. Mechanisms such as user validation, and on-line maintenance of the database, among many other challenging problems would arise to deal with this.
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7 Appendix

<table>
<thead>
<tr>
<th>Number of clips</th>
<th>Length range</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>From 4-6 minutes</td>
</tr>
<tr>
<td>11</td>
<td>From 1 to 4 minutes</td>
</tr>
<tr>
<td>6</td>
<td>From 6 to 7 minutes</td>
</tr>
</tbody>
</table>

Total number of clips 48
Total length 03:46:30 hours

Table 8: Adult-content dataset length details.

<table>
<thead>
<tr>
<th>Number of clips</th>
<th>Length range</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>From 4-5 minutes</td>
</tr>
<tr>
<td>7</td>
<td>From 3 to 3:30 minutes</td>
</tr>
<tr>
<td>4</td>
<td>From 7 to 9 minutes</td>
</tr>
</tbody>
</table>

Total number of clips 42
Total length 03:29:02 hours

Table 9: Harmless dataset length details.

<table>
<thead>
<tr>
<th>Error vectors</th>
<th>Kernel evaluation</th>
<th>Kappa statistic</th>
<th>Mean absolute</th>
<th>Root mean absolute</th>
<th>Root relative squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>#</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>9785</td>
<td>0.8886</td>
<td>0.0897</td>
<td>0.2347</td>
<td>17.8147</td>
</tr>
</tbody>
</table>

Table 10: SMO classification additional data. This includes different error metrics as well. This information corresponds to the best results achieved using the Automatically selected set of features altogether with SMO and the Normalized Polynomial kernel function with an accuracy of 94.44%.

Listing 7.1: Main function of the camera motion identification algorithm based in [29][30][14])

```matlab
clear;
clear all;
total = tic;

path='C:\My Documents\matlab\datasets\input';
out='C:\My Documents\matlab\results\Glabo\2011−05−05 divided_results_5min';
addpath('C:\My Documents\matlab\Camera motion\opflow\brox');
addpath('C:\My Documents\matlab\Utilities');
addpath('C:\My Documents\matlab\Camera motion\mmread');
```
Figure 22: Feature values and class contribution (part 1). First part of the series of plots generated by each feature individually.

Table 11: SMO classifier Confusion matrix. This information corresponds to the best results achieved using the Automatically selected set of features altogether with SMO and the Normalized Polynomial kernel function with an accuracy of 94.44%.

<table>
<thead>
<tr>
<th></th>
<th>Adult video</th>
<th>Non-offensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>45</td>
<td>3</td>
</tr>
<tr>
<td>Non-offensive</td>
<td>2</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 12: SMO classifier detailed accuracy per class. This information corresponds to the best results achieved using the Automatically selected set of features altogether with SMO and the Normalized Polynomial kernel function with an accuracy of 94.44%.

<table>
<thead>
<tr>
<th></th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>ROC Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult video</td>
<td>0.938</td>
<td>0.048</td>
<td>0.957</td>
<td>0.938</td>
<td>0.947</td>
<td>0.967</td>
</tr>
<tr>
<td>Non-offensive</td>
<td>0.952</td>
<td>0.063</td>
<td>0.93</td>
<td>0.952</td>
<td>0.941</td>
<td>0.967</td>
</tr>
<tr>
<td>Weighted Average</td>
<td>0.944</td>
<td>0.055</td>
<td>0.945</td>
<td>0.944</td>
<td>0.944</td>
<td>0.967</td>
</tr>
</tbody>
</table>
Figure 23: **Feature values and class contribution (part 2).** Second part of the series of plots generated by each feature individually.
Table 13: LibSVM classifier general settings. Table 5 shows the values of the parameters used for every libSVM experiment. Here, the rest of the parameters and settings used are shown. This table applies for every libSVM test and contains all the unspecified configurations in the experiment results table.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM TYPE</td>
<td>C-SVC</td>
</tr>
<tr>
<td>cacheSize</td>
<td>40</td>
</tr>
<tr>
<td>coef0</td>
<td>0</td>
</tr>
<tr>
<td>debug</td>
<td>No</td>
</tr>
<tr>
<td>Replacing missing Values</td>
<td>Yes</td>
</tr>
<tr>
<td>eps</td>
<td>0.001</td>
</tr>
<tr>
<td>loss</td>
<td>0.1</td>
</tr>
<tr>
<td>Normalize</td>
<td>No</td>
</tr>
<tr>
<td>nu</td>
<td>0.5</td>
</tr>
<tr>
<td>Probability estimation (ROC curve)</td>
<td>Yes</td>
</tr>
<tr>
<td>Shrinking</td>
<td>True</td>
</tr>
<tr>
<td>Weights</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 14: SMO classifier general settings. Tables 6 and 7 show the specific values of the parameters used for every SMO experiment to compare the feature sets and kernels respectively. Here the rest of the parameters values and settings used commonly for every test are shown.

Table 15: SMO classifier Support vectors. This data corresponds to the best results achieved using the Automatically selected set of features altogether with SMO and the Normalized Polynomial kernel function with an accuracy of 94.44%.
Adult video content detection using Machine Learning Techniques

```matlab
f_interval = 12;
persistence_t = 12;
filelist = dir(path);
levels = 9; % Name of pyramidal levels for the optical flow computation (raises precision and time)

save(['out ' '\motion_stats', 'f_interval']);
save(['out ' '\motion_stats_vectors', 'f_interval']);
save(['out ' '\camera_motion', 'f_interval']);

for i = 3: size(filelist, 1) ;
    [pathstr, fname, ext] = fileparts(filelist(i,1).name);
    [vid] = mmread(fullfile(pathstr, fname, ext), [], [], true); % Read video
    n_frames = size(vid.frames, 2);
    camera_motion = zeros(n_frames - 1, 2);
    camera_motion(:, :) = -6; % Does not correspond to any movement label therefore is used as a default value

    for j = 3:n_frames
        i_frame = i_frame + f_interval;
        [u, v] = optic_flow_brox(fcur, fnext, levels); % Compute optical flow
        [label] = labelMotion(u, v); % Identify and label motion
        if camera_motion(cm_i - 1, 2) == label
            % Do nothing
        else
            camera_motion(cm_i, :) = [i_frame label];
            cm_i = cm_i + 1;
        end
    end

    % Marking final frame
    if camera_motion(cm_i - 1, 1) == i_frame
        % If last frame checked is already there
        % Do nothing
    else
        camera_motion(cm_i - 1, 2) == label % If label matches
        camera_motion(cm_i - 1, :) = [i_frame label]; % Overwrite with last frame
        else
            camera_motion(cm_i, :) = [i_frame label]; % New rew for the new label
```
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end

camera_motion(any(camera_motion==[-6,2],:))=[];  % Delete garbage rows

motion_stats=[[-1; 0; 1; 2; 3] [0 0 0 0 0]];  % Create array of statistical information about camera’s operation

% For the first camera_motion row
frames= camera_motion(1,1)-1;
if frames>=persistence_t
lb=camera_motion(1,2);
index=find(motion_stats(:,1)==lb);
else
index=find(motion_stats(:,1)==-1);
end
motion_stats(index,2)=motion_stats(index,2)+frames;

% For the rest of the frames
for k=2:size(camera_motion)
frames= camera_motion(k,1)- camera_motion(k-1,1);
if frames>=persistence_t
lb=camera_motion(k-1,2);
index=find(motion_stats(:,1)==lb);
else
index=find(motion_stats(:,1)==-1);
end
motion_stats(index,2)=motion_stats(index,2)+frames;
end

% Motion stats normalizer
total_frames=sum(motion_stats(:,2));
ms_vector=motion_stats(:,2)/total_frames;

% Save data
loop_time=secs2hms(toc(loop));
eval([fname '_ms_vector = ms_vector ;']);
eval([fname '_motion_stats = motion_stats ;']);
eval([fname '_camera_motion = camera_motion ;']);
eval([fname '_time = loop_time ;']);
save([out '\motion_stats'], '-regexp', '_motion_stats', '-append');
save([out '\motion_stats_vectors'], '-regexp', '_ms_vector', '-append');
save([out '\camera_motion'], '-regexp', '_camera_motion', '-append');
save([out '\time'], '-regexp', '_time', '-append');

end  % For each video

total_time_r= secs2hms(toc(total));
date_r=datestr(now);
save([out '\time'], '-regexp', '_r', '-append');
save([out '\variables']);
Listing 7.2: Function to identify and label the type of camera operation. Algorithm based in [29][30][14])

```matlab
function [label] = labelMotion(u, v)

% Get subregions indexes
[x0, y0, z, i, ii, iii, iv] = subregions(u);

% Divide the motion vector matrix into subregions using the indexes

% u: horizontal component
X0_u = vertcat(u(x0(2,2,1):x0(1,1,1):x0(3,1,1)), u(x0(2,2,2):x0(1,1,2), x0(1,1,1):x0(3,1,2)));
Y0_u = [u(y0(2,2,1):y0(1,1,1):y0(3,1,1)), u(y0(2,2,2):y0(1,1,2), y0(1,1,1):y0(3,1,2))];
zero_u = u(z(2,2,1):z(1,1,1):z(3,1,1));
I_u = u(i(2,2,1):i(1,1,1):i(3,1,1));
II_u = u(ii(2,2,1):ii(1,1,1):ii(3,1,1));
III_u = u(iii(2,2,1):iii(1,1,1):iii(3,1,1));
IV_u = u(i(2,2,1):i(1,1,1):i(3,1,1));

% v: vertical component
X0_v = vertcat(v(x0(2,2,1):x0(1,1,1):x0(3,1,1)), v(x0(2,2,2):x0(1,1,2), x0(1,2,1):x0(3,1,2)));
Y0_v = [v(y0(2,2,1):y0(1,1,1):y0(3,1,1)), v(y0(2,2,2):y0(1,1,2), y0(1,1,1):y0(3,1,2))];
zero_v = v(z(2,2,1):z(1,1,1):z(3,1,1));
I_v = v(i(2,2,1):i(1,1,1):i(3,1,1));
II_v = v(ii(2,2,1):ii(1,1,1):ii(3,1,1));
III_v = v(iii(2,2,1):iii(1,1,1):iii(3,1,1));
IV_v = v(i(2,2,1):i(1,1,1):i(3,1,1));

% Calculate mean and standard deviation for every zone
mean_u = [mean2(X0_u) mean2(Y0_u) mean2(zero_u) mean2(I_u) mean2(II_u) mean2(III_u) mean2(IV_u)];
mean_v = [mean2(X0_v) mean2(Y0_v) mean2(zero_v) mean2(I_v) mean2(II_v) mean2(III_v) mean2(IV_v)];

% Dominances
u_dom = mean_u ./ mean_v; % Horizontal over vertical ratio
v_dom = mean_v ./ mean_u; % Vertical over horizontal ratio

% Threshold for declaring no global motion
st = .4;
dt = .7; % Threshold. 1 is perfect balance between vertical and horizontal components
mt = 3;
mv = .6;
stdt = .9;

% Set of rules to identify motion

% Labels: -1: N o mot ion 1: Horizontal, 2: Vertical, 3: Z-motion

if scoreMeans(abs(mean_u), st) >= .5 && scoreMeans(abs(mean_v), st) >= .5
    label = 0; % No camera motion
else
    if abs(mean_u(2)) <= mt && abs(mean_v(1)) <= mt
        % Vertical and horizontal mean components smaller than threshold
        label = 0;
    elseif abs(mean_u(2)) <= mt && abs(mean_v(1)) <= mt
        % Vertical and horizontal mean components smaller than threshold
        label = 0;
    elseif abs(mean_u(1)) <= mt && abs(mean_v(2)) <= mt
        % Vertical and horizontal mean components smaller than threshold
        label = 0;
    else
        % All components larger than threshold
        label = 3; % Z motion
    end
end
```
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function score = scoreMeans(mean, th)
    flags = 0;
    for i = 4:7
        if abs(mean(1,i)) <= th
            flags = flags + 1;
        end
    end
    score = flags / 4;
end

Listing 7.3: Function to evaluate sub-regions to compute a vote-based score. Algorithm based in [29, 30, 14])

function [X0, Y0, zero, I, II, III, IV] = subregions(mat)

    % Each of the subregions
    zero = zeros(4, 2);
    X0 = zeros(4, 2, 2);
    Y0 = zeros(4, 2, 2);
    I = zeros(4, 2);
    II = zeros(4, 2);
    III = zeros(4, 2);
    IV = zeros(4, 2);

    [h, w] = size(mat);

    % Y0 area will be 1/4 of the total height localized in the vertical center
    % of the canvas

    % Two dimensions
    x = mat(:, 1) % horizontal
    y = mat(:, 2) % vertical

    % Upper left
    % Bottom left
    % Upper right
    % Bottom right

    % Three dimensions
    % Left Y0, Upper X0
    % Right Y0, Bottom X0

end

Listing 7.4: Function to divide the video canvas in sub-regions. Algorithm based in [29, 30, 14])
Adult video content detection using Machine Learning Techniques

% X0 area will be 1/6 of the total width localized in the horizontal center % of the canvas
% Y0 area will be 1/4 of the total width localized in the horizontal center % of the canvas

% Y0 LEFT area
% Upper left
Y0(1,1,1)=1;
Y0(1,2,1)=round(h/2+h/8); %Same as Y0(3,1,1)
% Bottom left
Y0(2,1,1)=1;
Y0(2,2,1)=floor(Y0(1,2,1)-(h/4));

% Upper Right
Y0(3,1,1)=floor(w/2-w/12); %Bordering with X0(1,2,1) [-1]
Y0(3,2,1)=round(h/2+h/8); %Same as Y0(1,1,1)
% Bottom right
Y0(4,1,1)=floor(w/2-w/12);
Y0(4,2,1)=floor(Y0(1,2,1)-(h/4));

% X0 UPPER area
% Upper left
X0(1,1,1)=floor(w/2-w/12)+1;
X0(1,2,1)=h;
% Bottom left
X0(2,1,1)=floor(w/2-w/12)+1;
X0(2,2,1)=Y0(3,2,1)+1;

% Upper Right
X0(3,1,1)=round(X0(1,1,1)+w/6);
X0(3,2,1)=h;
% Bottom right
X0(4,1,1)=round(X0(1,1,1)+w/6);
X0(4,2,1)=Y0(3,2,1)+1;

% Y0 RIGHT area
% Upper left
Y0(1,1,2)=X0(4,1,1)+1;
Y0(1,2,2)=X0(1,2,1);
% Bottom left
Y0(2,1,2)=X0(4,1,1)+1;
Y0(2,2,2)=Y0(4,2,1);
% Upper Right
Y0(3,1,2)=w;
Y0(3,2,2)=Y0(1,2,1);
% Bottom right
Y0(4,1,2)=w;
Y0(4,2,2)=Y0(4,2,1);

% X0 BOTTOM area
% Upper left
X0(1,1,2)=X0(1,1,1);
X0(1,2,2)=Y0(4,2,1)-1;
% Bottom left
X0(2,1,2)=X0(1,1,1);
X0(2,2,2)=1;
% Upper Right
X0(3,1,2)=X0(4,1,1);
X0(3,2,2)=Y0(4,2,1)-1;
% Bottom right
%Area zero (central area)
\%Upper left
X0(4,1,2)=X0(4,1,1);
X0(4,2,2)=1;
\%Upper left
zero(1,1)=X0(2,1,1);
zero(1,2)=Y0(3,2,1);
\%Bottom left
zero(2,1)=X0(2,1,1);
zero(2,2)=Y0(4,2,1);
\%Upper Right
zero(3,1)=X0(4,1,2);
zero(3,2)=Y0(1,1,2);
\%Bottom right
zero(4,1)=X0(4,1,2);
zero(4,2)=Y0(2,1,2);

%Area I (upper right)
\%Upper left
I(1,1)=X0(3,1,1)+1;
I(1,2)=h;
\%Bottom left
I(2,1)=X0(3,1,1)+1;
I(2,2)=Y0(1,2,1)+1;
\%Upper Right
I(3,1)=w;
I(3,2)=h;
\%Bottom right
I(4,1)=w;
I(4,2)=Y0(3,2,2)+1;

%Area II (upper left)
\%Upper left
II(1,1)=1;
II(1,2)=h;
\%Bottom left
II(2,1)=1;
II(2,2)=Y0(1,2,1)+1;
\%Upper Right
II(3,1)=X0(1,1,1)-1;
II(3,2)=h;
\%Bottom right
II(4,1)=X0(2,1,1)-1;
II(4,2)=Y0(3,2,1)+1;

%Area III (bottom left)
\%Upper left
III(1,1)=1;
III(1,2)=Y0(2,2,1)-1;
\%Bottom left
III(2,1)=1;
III(2,2)=1;
\%Upper Right
III(3,1)=X0(1,1,2)-1;
III(3,2)=Y0(4,2,1)-1;
\%Bottom right
III(4,1)=X0(1,1,2)-1;
III(4,2)=1;

%Area IV (bottom right)
\%Upper left
IV(1,1)=X0(3,1,2)+1;
\begin{verbatim}
156   IV(1,2) = Y0(2,2,1) - 1;
   %Bottom left
158   IV(2,1) = X0(3,1,2) + 1;
   IV(2,2) = 1;
160   %Upper right
162   IV(3,1) = w;
164   IV(3,2) = X0(3,2,2);
   %Bottom right
166   IV(4,1) = w;
   IV(4,2) = 1;
\end{verbatim}