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Abstract—This paper presents a new philosophy to model the behavior of a student in a tutorial-like system using learning automata (LAs). The model of the student in our system is inferred using a higher level LA, referred to as a meta-LA, which attempts to characterize the learning model of the students (or student simulators), while the latter use the tutorial-like system. The meta-LA, in turn, uses LAs as a learning mechanism to try to determine if the student in question is a fast, normal, or slow learner. The ultimate long-term goal of the exercise is the following: if the tutorial-like system can understand how the student perceives and processes knowledge, it will be able to customize the way by which it communicates the knowledge to the student to attain an optimal teaching strategy. The proposed meta-LA scheme has been tested for numerous environments, including the established benchmarks, and the results obtained are remarkable. Indeed, to the best of our knowledge, this is the first published result that infers the learning model of an LA when it is externally treated as a black box, whose outputs are the only observable quantities. Additionally, our paper represents a new class of multi automata systems, where the meta-LA synchronously communicates with the students, also modeled using LAs. The meta-LA’s environment “observes” the progress of the student LA, and the response of the latter to the meta-LA actions is based on these observations. This paper also discusses the learning system implications of such a meta-LA.

Index Terms—Learning automata (LAs), modeling of adaptive systems, student modeling, tutorial-like systems.

I. INTRODUCTION

CEN TRAL to every learning or adaptive system is an entity that performs the learning and another entity that teaches the latter. Based on real-life analogies, these can informally be referred to as the “student” and the “teacher,” respectively. Broadly speaking, this paper deals with the issue of modeling the student in such a learning/adaptive system. In particular, we intend to demonstrate how this modeling can successfully be achieved using learning automata (LAs), when the learning cycle is couched within the framework of a tutorial-like system. The student is the focal point of interest in any tutorial system. The latter is customized to maximize the learning curve for the student. For the tutorial system to achieve this, it needs to treat every student according to his particular skills and abilities. The system’s model for the student permits such a customization.

In the context of this paper, a student model is a representation of the student’s behavior and status. It is the basis for representing the state of the student. When the student uses the system, the student model records his sequence of actions performed, using which the system should hopefully model the learning paradigm used by the student and should attempt to assess the student’s learning progress. Thus, the aim of this paper can be stated as follows: we intend to present a new philosophy to model how a student learns while using a tutorial-like system based on the theory of stochastic LA. The stochastic LA will enable the system to determine the learning model of the student, which will consequently enable the tutorial-like system to improve the way it “deals” (i.e., presents material, teaches, and evaluates) with the student to customize the learning experience.

Inferring the student’s learning model, by what we call as a meta-LA, will improve the learning experience for the student. If the teacher knows in advance what the learning model of the student is, he will customize his teaching strategy according to this learning model. For example, if the teacher knows that he is dealing with a smart student, then he will present more difficult problems to the student from the start and be able to present material at a faster rate.

In this paper, we propose a meta-LA strategy, which can be used to examine the student model. As the name implies, we have used LAs as a learning tool/mechanism that steers the inference procedure achieved by the meta-LA. To be more specific, we have assumed that a student can be modeled as being one of the following types:

1) slow-learner student;
2) normal-learner student;
3) fast-learner student.

Clearly, this subdivision of capabilities can be subject to a more fine resolution, but we believe that such a resolution is sufficient for most “tutorial-like” applications and to demonstrate a prima facie case for our hypothesis.

For the system to determine the learning model of the student, it monitors the consequent actions of the student and uses the meta-LA to unwrap the learning model.

It is conceivable that each student can be represented by other types of learning mechanisms such as neural networks, for representing the state of the student. For the tutorial system to achieve this, it needs to treat every student according to his particular skills and abilities. The system’s model for the student permits such a customization.

In the context of this paper, a student model is a representation of the student’s behavior and status. It is the basis for representing the state of the student. When the student uses the system, the student model records his sequence of actions performed, using which the system should hopefully model the learning paradigm used by the student and should attempt to assess the student’s learning progress. Thus, the aim of this paper can be stated as follows: we intend to present a new philosophy to model how a student learns while using a tutorial-like system based on the theory of stochastic LA. The stochastic LA will enable the system to determine the learning model of the student, which will consequently enable the tutorial-like system to improve the way it “deals” (i.e., presents material, teaches, and evaluates) with the student to customize the learning experience.

Inferring the student’s learning model, by what we call as a meta-LA, will improve the learning experience for the student. If the teacher knows in advance what the learning model of the student is, he will customize his teaching strategy according to this learning model. For example, if the teacher knows that he is dealing with a smart student, then he will present more difficult problems to the student from the start and be able to present material at a faster rate.

In this paper, we propose a meta-LA strategy, which can be used to examine the student model. As the name implies, we have used LAs as a learning tool/mechanism that steers the inference procedure achieved by the meta-LA. To be more specific, we have assumed that a student can be modeled as being one of the following types:

1) slow-learner student;
2) normal-learner student;
3) fast-learner student.

Clearly, this subdivision of capabilities can be subject to a more fine resolution, but we believe that such a resolution is sufficient for most “tutorial-like” applications and to demonstrate a prima facie case for our hypothesis.

For the system to determine the learning model of the student, it monitors the consequent actions of the student and uses the meta-LA to unwrap the learning model.

It is conceivable that each student can be represented by other types of learning mechanisms such as neural networks,
Bayesian or Markovian models, and reinforcement learning models. Although we hypothesize that generalizing our paradigm to other learning models will not be too difficult, we briefly list some of the difficulties that we would encounter if any of these models are used to represent a student.

1) If the student is represented by a neural network, the model will first involve the number of neurons. Second, the topology of the network must be specified, and so, in this case, the topology must also be considered as a “parameter” of the network. Finally, every single edge associated with the topology would have a corresponding weight traditionally learned through the training process. Thus, the entire modeling field would have to incorporate the specifications and instantiation of all of these quantities.

2) If the student is represented by a Bayesian or Markovian model, the designer would have to decide on the number of states that the model will contain. Thereafter, he would have to consider the interconnections between the states and their corresponding transition probabilities. Finally, the question of determining the output of the model based on the state will involve a state/output function, which will also have to be determined. All these parameters are traditionally done by an inference mechanism and by training.

3) If the student is modeled using a reinforcement learning model, the state vector of the model will not only contain probability distributions but also include the information that is recorded concerning the state of the environment.

In this paper, to keep the discussion focused, we shall concentrate only on the premise that the student is modeled by an LA. The additional problem that we foresee in using other learning models is that of understanding how the students receive from them. Thus, we require each student to possess a mechanism whereby it can detect a scenario of procuring inaccurate information from other students.

In our model of teaching/learning, the teaching material of the tutorial-like system follows a Socratic model, where the domain knowledge is represented in the form of questions, either a multiple-choice sort or, in the most extreme case, a Boolean sort. These questions, in our present paradigm, carry some degree of uncertainty, where each question has a probability that indicates the accuracy for the answer of that question.

Using machine learning in student modeling was the focus of a few previous studies. Legaspi and Sison [19] modeled the tutor in intelligent tutorial systems (ITSs) using reinforcement learning with the temporal difference method as the central learning procedure. Beck [6] used reinforcement learning to learn to associate superior teaching actions with certain states of the student’s knowledge. Baffes and Mooney implemented ASSERT [5], which used reinforcement learning in student modeling to capture novel student errors using only correct domain knowledge. Our method is distinct from all the aforementioned, as we shall presently demonstrate.

### A. Tutorial-Like Systems: An Overview

Our entire research will be within the context of tutorial-like systems [11]. In these systems, there need not be real-life students, but rather, each student could be replaced by a student simulator that mimics a real-life student. Alternatively, it could also be a software entity that attempts to learn. The teacher, in these systems, attempts to present the teaching material to a school of student simulators. The students (synonymously referred to also as student simulators) are also permitted to share information between each other to gain knowledge. Therefore, such a teaching environment allows the students to gain knowledge not only from the teacher but also from other fellow students.

In the tutorial-like systems that we study, the teacher has a stochastic nature, where he has imprecise knowledge of the material to be imparted. The teacher also does not have prior knowledge about how to teach the subject material. He “learns” that himself while using the system and thus hopefully improves his skills as a teacher. Observe that, conceptually, the teacher, in some sense, is also a “student.”

On the other hand, the student simulators need to learn from the stochastic teacher, as well as from each other. Each student needs to decide when to request assistance from a fellow student and know how to “judge” the quality of information he receives from them. Thus, we require each student to possess a mechanism whereby it can detect a scenario of procuring inaccurate information from other students.

### B. Stochastic LA

LAs have been used in systems that have incomplete knowledge about the environment in which they operate [3], [15].
The learning algorithm [25] operates on a vector (called the action probability vector)

\[ P(t) = [p_1(t), \ldots, p_r(t)]^T \]

where \( p_i(t) = 1, \ldots, r \) is the probability that the automaton will select the action \( \alpha_i \) at time \( t \)

\[ p_i(t) = \Pr[\alpha(t) = \alpha_i], \quad i = 1, \ldots, r \]

and it satisfies

\[ \sum_{i=1}^{r} p_i(t) = 1, \quad \forall t. \]

Note that the algorithm \( T : [0, 1]^r \times A \times B \rightarrow [0, 1]^r \) is an updating scheme, where \( A = \{\alpha_1, \alpha_2, \ldots, \alpha_r\}, 2 \leq r < \infty \), is the set of output actions of the automaton, and \( B \) is the set of responses from the environment. Thus, the updating is such that

\[ P(t+1) = T(P(t), \alpha(t), \beta(t)) \]

where \( P(t) \) is the action probability vector, \( \alpha(t) \) is the action chosen at time \( t \), and \( \beta(t) \in B \) is the response it has obtained. Typically, \( B \) is the set \( \{0, 1\} \), where the response “0” corresponds to a reward and “1” corresponds to a penalty.

If the mapping \( T \) is chosen in such a manner that the Markov process has absorbing states, the algorithm is referred to as an absorbing algorithm. Many families of VSSAs that possess absorbing barriers have been reported [25]. Ergodic VSSAs have also been investigated [25], [30]. These VSSAs converge in distribution, and thus, the asymptotic distribution of the action probability vector has a value that is independent of the corresponding initial vector. Thus, while ergodic VSSAs are suitable for nonstationary environments, automata with absorbing barriers are preferred in stationary environments.

In practice, the relatively slow rate of convergence of these algorithms constituted a limiting factor in their applicability. To increase their speed of convergence, the concept of discretizing the probability space was first introduced in [53] and later extensively studied in [2], [3], [17], [18], [29], [31], and [34]. This concept is implemented by restricting the probability of choosing an action to a finite number of values in the interval \([0, 1] \). If the values allowed are equally spaced in this interval, the discretization is said to be linear; otherwise, the discretization is called nonlinear. Following the discretization concept, many of the continuous VSSAs have been discretized; indeed, discrete versions of almost all continuous automata have been presented in the literature [2], [3], [17], [18], [29], [31], [34].

Pursuit and estimator-based LAs were introduced to be faster schemes, characterized by the fact that they pursue what can be reckoned to be the current optimal action or the set of current optimal actions [2], [3], [17], [18], [30], [49], [54]. The updating algorithm improves its convergence results by using the history to maintain an estimate of the probability of each action being rewarded, in what is called the reward-estimate vector. While, in nonestimator algorithms, the action probability vector is updated solely on the basis of the environment’s response, in a pursuit or estimator-based LA, the update is based on both

The applications listed here (and the references listed in the bibliography) are quite comprehensive but are by no means complete. Indeed, this relatively new field has been “exploding.” It has recently been enhanced by a spectrum of applications in computer science and engineering—from areas as diverse as the design of data structures to the implementation of automatic navigation methods.
the environment’s response and the reward-estimate vector. Families of pursuit and estimator-based LAs have been shown to be faster than VSSAs [55]. Indeed, even faster discretized versions of these schemes have been reported [2], [3], [17], [18], [30].

C. Contributions of This Paper

This paper presents a novel approach for modeling how the student learns in a tutoring session. We believe that the successful modeling of students will be fundamental to implementing effective tutorial-like systems. It will also be central to improving the way by which an environment (perceived as a conceptual “teacher”) can enhance its teaching within an arbitrary learning/adaptive system. Thus, the salient contributions of this paper are the following.

1) This paper presents the concept of a meta-LA in student modeling, which works with a higher level learning paradigm. The meta-LA observes and infers the characteristics of the learning experience of the student in an “efficient” way. In the current instantiation, the meta-LA classifies the student to be a slow, normal, or fast learner.

2) To the best of our knowledge, this paper is the first published result that infers the learning model of an LA when it is externally treated as a black box, whose outputs are the only observable quantities.

3) While a traditional tutorial system may not be able to consider the “psychological” perspective of the student, we attempt to consider it by using an inferred model of his cognitive state. After the tutorial-like system infers the learning model of the student, it will be able to customize its teaching strategy as per the student’s learning ability.

4) As a modeling strategy, we believe that we can categorize a learning mechanism (for example, one which utilizes neural networks, Bayesian or Markovian models, or reinforcement learning) as being, for example, slow, normal, or fast, by studying its behavior using such a meta-LA strategy. Notice that this mechanism need not be LA based and that it can also be treated as a black box.

II. INTELLIGENT TUTORIAL AND TUTORIAL-LIKE SYSTEMS

Since our research involves tutorial-like systems, which are intended to mimic tutorial systems, a brief overview of these follows.

ITSs are special educational software packages that involve artificial intelligence techniques and methods to represent the knowledge, as well as to conduct the learning interaction [28]. ITSs are characterized by their responsiveness to the learner’s need. They adapt according to the knowledge/skill of the users. They also incorporate experts’ domain-specific knowledge.

An ITS mainly consists of a number of modules, which is typically three [9] and is sometimes four when a communication module (interface) is added [59]. The former three modules are the domain model (knowledge domain), the student model, and the pedagogical model (which represent the tutor model itself). Self [50] defined these components as the tripartite architecture for an ITS—the what (domain model), the who (student model), and the how (tutoring model). Fig. 1 depicts a common ITS architecture.

A. Tutorial-Like Systems

Tutorial-like systems share some similarities with the well-developed field of tutorial systems. Thus, for example, they model the teacher, the student, and the domain knowledge. However, they are different from “traditional” tutorial systems in the characteristics of their models, etc., as will be highlighted below.

1) Different types of teacher. In tutorial systems, as they are developed today, the teacher is assumed to have perfect information about the material to be taught. Furthermore, built into the model of the teacher are the knowledge of how the domain material is to be taught and a plan of how it will communicate and interact with the student(s). This teaching strategy may progress and improve over time. The teacher in our tutorial-like system possesses different features. First, one fundamental difference is that the teacher is uncertain of the teaching material—he is stochastic. Second, the teacher does not initially possess any knowledge about “how to teach” the domain subject. Rather, the teacher himself is involved in a “learning” process, and he “learns” what teaching material has to be presented to the particular student. To achieve this, as mentioned, we assume that the teacher follows the Socratic model of learning by teaching the material using questions that are presented to the students. He then uses the feedback from the students and their corresponding LAs to suggest new teaching material.

Although removing the “how-to-teach” knowledge from the teacher would take away the “bread-and-butter” premise of the teaching process in a tutorial system, in a tutorial-like system, removing this knowledge allows the system to be modeled without excessive complications and renders the modeling of knowledge less burdensome. The success of our proposed methodology would be beneficial to systems in which any domain knowledge pertinent to tutoring teaching material could merely be
plugged into the system without the need to worry about “how to teach” the material.

2) **No real students.** A tutorial system is intended for the use of real-life students. Its measure of accomplishment is based on the performance of these students after using the system, and it is often quantified by comparing their progress with other students in a control group, who would use a real-life tutor. In our tutorial-like system, there are no real-life students who use the system. The system could be used by either of the following.

   a) **Student simulators.** Student simulators mimic the behavior and actions of real-life students using the system. The latter would themselves simulate how the students improve their knowledge and their interaction with the teacher and with other students. They can also take proactive actions, interacting with the teaching environment by one of the following measures:

      i) asking a question to the teacher;
      ii) asking a question to another student;
      iii) proposing to help another student.

   b) **Artificial entity.** An artificial entity, in itself, could be another software component that needs to “learn” specific domain knowledge.

3) **Uncertain course material.** Unlike the domain knowledge of “traditional” tutorial systems where the knowledge is typically well defined, the domain knowledge teaching material presented in our tutorial-like system contains material that has some degree of uncertainty. The teaching material contains questions, each of which has a probability that indicates the certainty of whether the answer to the question is in the affirmative.

4) **Testing versus evaluation.** Sanders [48] differentiates between the concepts of “teaching evaluation” and “teaching testing.” He defines “teaching evaluation” as an “interpretive process,” in which the teacher “values, determines the merit or worth of the students’ performance, and their needs.” He also defines “teaching testing” as a “data collection process.” In a tutorial system, an evaluation is required to measure the performance of the student while using the system and acquiring more knowledge. In our tutorial-like system, the student(s) acquires knowledge using a Socratic model, where it gains knowledge from answering questions without having any prior knowledge about the subject material. In our model, the testing will be based on the performance of the set of student simulators.

5) **School of students.** Traditional tutorial systems deal with a teacher who teaches students, but they do not permit the students to interact with each other. A tutorial-like system assumes that the teacher is dealing with a school of students where each learns from the teacher on his own and can also learn from his “colleagues” if he desires or is communicating with a cooperating colleague. Notice that we will now have to consider how each student learns, as well as how the entire school learns.

   In all brevity, we list below the salient aspects of each of the modules of our paradigm for a tutorial-like system.

   The student simulator is modeled using an LA paradigm. It uses LAs as the learning mechanism to try to mimic the behavior and the learning of the student. In addition to being able to learn from the teacher, the student simulator is able to communicate with other student simulators to enable them to exchange information and learn from each other.

   The method by which the model for the student is inferred is the kernel of the study involved here and will be discussed in subsequent sections.

   The student–classroom interaction is intended to maximize the learning experience of each student, as well as the collective learning of the students. When interacting with each other, a student or the student simulator can select an interaction strategy to communicate with other students. Such a strategy can be one in which: 1) he always assumes that the knowledge of other students is reliable; 2) he uses the information from his colleagues (partially or totally) only if it is reliable; 3) he is able to unlearn if the information provided by his colleagues is misleading; and 4) he decides to independently learn and does not communicate with other fellow students.

   Within our paradigm, the domain knowledge will be presented via multiple-choice Socratic-type questions, and thus, for each question, every choice has an associated probability of being correct, implying that the choice with the highest reward probability is the answer to that question. The knowledge imparted is arranged in chapters, each of which will have a set of questions. Each chapter represents a level of complexity/difficulty that is harder than the previous one, and students will not be able to predict the answer for subsequent chapters using prior knowledge.

   Similarly, within our paradigm, we model the teacher to be able to teach the Socratic-type domain knowledge, via multiple-choice questions. This knowledge is also used to test the students of the imparted knowledge. Thus, the stochastic teacher can not only present Socratic-type domain knowledge to the students but also model the way by which he can assist them to be able to learn increasingly complex material. Finally, we build our research on the model that the teacher possesses a formal strategy to improve the ability of the students to learn more complex material. He does this by assisting them with additional information to handle the domain knowledge as the difficulty of the latter increases.

   Finally, our tutorial-like system allows the teacher to “learn” and improve his “teaching skills” while he is using the system. This is accomplished by providing a higher level L.A, referred to as the **Meta-Teacher**, which will infer the required customization that the **teacher** needs for the particular student. Thus, for each environment that the student is attempting to learn from, the teacher will define his own standards for the specific environment. Thus, based on the knowledge inferred from the **Meta-Teacher** and the student model, the teacher will be able to customize the teaching material presented and provide the appropriate **assistance** to each individual student.

### III. **Network Involving the LA/Meta-LA**

Our tutorial-like system incorporates multiple LAs that are indirectly interconnected with each other. This can be.
perceived as a system of interconnected automata [55]. Since such systems of interconnecting automata may be one of two models, namely, synchronous and sequential, we observe that our system represents a synchronous model. The LAs in our system and their interconnections are illustrated in Fig. 2, in which $c$ is the vector of penalty probabilities.

In a traditional system of interconnected automata, the response from the environment associated with one automaton represents the input to another automaton. However, our system has a rather unique LA interaction model, which is used to assist in the process of inferring on the type of the LA itself. While the student LA is affecting the meta-LA, there is no direct connection between both of them. The meta-LA environment monitors the “performance” of the student LA over a period of time, and depending on that, its environment would penalize or reward the action of the meta-LA. The rationale for the aforementioned categorization and classification is given as follows: When the field of LAs was first pioneered, Tsetlin [25], [57] presented their learning machines, which were capable of learning in an $\epsilon$-optimal manner in certain environments. Although this was significant, it turned out that their machines were remarkably slow, often requiring tens of thousands of iterations to converge. Furthermore, the number of states in their machines had to be quite large to attain reasonable convergence accuracy. The reason for the relatively slow convergence was because of the fact that the LAs could change their actions only at their boundary states. By proposing the concept of action probability vectors, researchers were able to develop LAs that could potentially choose different actions for subsequent time instances, thus significantly improving the rate of learning. This led to the family of VSSAs such as the $L_{RI}$ scheme, which converged in a few thousands of iterations. Finally, Thathachar and Sastry [49], [54] (and others [3], [17], [35]) proposed a further enhancement of the learning by considering the option of also incorporating estimates of the penalty probabilities in the updating rules. This led to the extremely fast convergence obtained by the family of the so-called estimator-based algorithms. Our belief is that these three families of algorithms represent three distinct types of learning paradigms and learning rates sufficient for the present research.

Fig. 2. Modeling using a network of LAs.

IV. MODELING A STUDENT

The tutorial-like system derives a model for the student by assessing and determining the way he learns. To achieve this, we assume that the system has a finite set of possible learning models for each student. For example, each student can be modeled as being one of the following types:

1) an FSSA model, which represents a slow learner;
2) a VSSA model, which represents a normal learner;
3) a pursuit model LA, which represents a fast learner.

In conclusion, we observe that items 2–4 collectively constitute the environment for the meta-LA. Such a modeling is unknown in the field of LAs.

3) The meta-LA has access to the actions chosen by the lower level LA.
4) Finally, the meta-LA has access to the responses made by the lower level environment.

In conclusion, we observe that items 2–4 collectively constitute the environment for the meta-LA. Such a modeling is unknown in the field of LAs.

1) The environment for the meta-LA is rather atypical but consists of observations, which must implicitly (and not explicitly) be perceived as an environment after doing some processing of the signals observed.
2) The meta-LA has access to the environment of the lower level, including the set of the penalty probabilities that are unknown to the lower level LA.

3) The meta-LA has access to the actions chosen by the lower level LA.
4) Finally, the meta-LA has access to the responses made by the lower level environment.

In conclusion, we observe that items 2–4 collectively constitute the environment for the meta-LA. Such a modeling is unknown in the field of LAs.

4) Finally, the meta-LA has access to the responses made by the lower level environment.
The student modeler will itself utilize an LA in the meta-LA level to represent the different potential learning models for the student. Furthermore, as the student interaction with the tutorial-like system increases, this LA would hopefully converge to the model that most accurately represents the way the student learns.

A. Formalization of the Student Model

To simplify issues, we assume that the learning model of the student is one of the aforementioned three types. The student model will use three specific potential LAs, each of which serves as an action for a higher level automaton—(i.e., the meta-LA).

In our present instantiation, the meta-LA that is used to learn the best possible model for the student simulator is a 4-tuple: \( \{ \alpha, \beta, P, T \} \), where the variables are described as follows.

1) \( \alpha = \{ \alpha_1, \alpha_2, \alpha_3 \} \), in which \( \alpha_1 \) is the action corresponding to an FSSA model, which represents a slow learner, \( \alpha_2 \) is the action corresponding to a VSSA model, which represents a normal learner, and \( \alpha_3 \) is the action corresponding to a pursuit model LA, representing a fast learner.

2) \( \beta = \{ 0, 1 \} \), in which \( \beta = 0 \) implies a reward for the present action (i.e., student model) chosen, and \( \beta = 1 \) implies a penalty for the present action (i.e., student model) chosen.

3) \( P = [p_1, p_2, \ldots, p_3]^T \), where \( p_i(n) \) is the current probability of the student simulator being represented by \( \alpha_i \).

4) \( T \) is the probability updating rule given as a map as

\[
T: (P, \alpha, \beta) \rightarrow P.
\]

Each of these will now be clarified.

1) \( \beta \) is the input that the meta-LA receives (or rather infers). Let us suppose that the current choice of the meta-LA is that the student simulator is learning using the model symbolized by \( \alpha_i \). This means that the meta-LA will have to infer a reward or a penalty based on how the student simulator is learning and on whether the latter can accurately be represented by \( \alpha_i \) or not. This, in turn, means that the meta-LA must observe a sequence of decisions made by the student simulator, and based on this sequence, it must deduce whether its current model is accurate or not. We propose to achieve this as follows.

For a fixed number of queries, which we shall refer to as the “window,” the meta-LA assumes that the student simulator’s model is \( \alpha_i \). Let \( \theta(t) \) be a measure of the weakness (MoW) of the lower LA at time “t,” measured in terms of the number of penalties received for any action, weighted by the current action probability vector. By inspecting the way by which the student simulator learns within this window, it infers whether this current model should be rewarded or penalized. We propose to achieve this by using two thresholds, which we refer to as \( \{ \theta_j \mid 1 \leq j \leq 2 \} \) (as shown in Table I). The significance of these thresholds is described by the following.

a) If the current observed MoW of the student simulator is less than \( \theta_1 \), we assert that the student simulator demonstrates the phenomenon of a fast learner. Now, if the meta-LA has chosen \( \alpha_2 \), this choice is rewarded. Otherwise, this choice is penalized.

b) If the current observed MoW of the student simulator is equal to or greater than \( \theta_1 \) and less than \( \theta_2 \), we assert that the student simulator demonstrates the phenomenon of a normal learner. Thus, if the meta-LA has chosen \( \alpha_2 \), this choice is rewarded. Otherwise, this choice is penalized.

c) Finally, if the current observed MoW of the student simulator is equal to or greater than \( \theta_2 \), we assert that the student simulator demonstrates the learning properties of a slow learner. Thus, if the meta-LA has chosen \( \alpha_1 \), this choice is rewarded. Otherwise, the meta-LA is penalized.

This terminates our discussion on how \( \beta \) is inferred.

2) \( P \) is the action probability vector that contains the probabilities that the meta-LA assigns to each of its actions. At each instant \( t \), the meta-LA randomly selects an action \( \alpha(t) = \alpha_i \). The probability that the automaton selects action \( \alpha_i \) at time \( t \) is the action probability \( p_i(t) = Pr[\alpha(t) = \alpha_i] \), where \( \sum_{i=1}^{3} p_i(t) = 1 \) for \( t = 1, 2, 3 \).

Initially, the meta-LA will have an equal probability for each of the three learning models as

\[
P(0) = \begin{bmatrix} 1 & 1 & 1 \\ \frac{1}{3} \frac{1}{3} \frac{1}{3} \end{bmatrix}^T.
\]

By observing the sequence of \( \{ \theta(t) \} \), the meta-LA updates \( P(t) \) as per the function \( T \), as presently described. By virtue of this interaction, one of the action probabilities \( p_j \) will hopefully converges to a value as close to unity as we want. This convergence indicates that the meta-LA has converged to the choice that \( \alpha_j \) is the best learning model, and if \( T \) is appropriately chosen, we believe that it will be successful in determining the best learning model appropriate for the student simulator.

3) \( T \) is the updating algorithm or the reinforcement scheme used to update the meta-LA’s action probability vector and is represented by

\[
P(t+1) = T[P(t), \alpha(t), \beta(t)].
\]

This updating algorithm could follow any LA learning schemes. For example, if it obeys the DL_{RT} rule, the action probability vector is updated in a discretized

\[\text{discretized}\]

---

4Extending this to consider a wider spectrum of learning models is rather straightforward.

5One referee queried the rationale for using LAs when our methodology intrinsically involved an underlying thresholding scheme. We gratefully acknowledge his perspective and input in this regard. This is really a debatable issue, but our experience is that a mere thresholding arrangement is inadequate to infer the model for the learning mechanism. The reason for this is that the environment (“teacher”) and the teaching material (“domain”) are both stochastic, and thus, the threshold itself would be a random variable. The point here is that we have used this random variable as an implicit input to the meta-LA to learn the underlying learning model.
manner when the meta-LA is rewarded and unchanged when the meta-LA is penalized. In this case, the LA can be described entirely by the following action probability updating equations (where \( N \) is the resolution parameter of the discretized scheme):

\[
p_j(t+1) = \max \left\{ 0, p_j(t) - \frac{1}{N} \right\}, \quad \text{if } \alpha(t) = \alpha_i, \beta(t) = 0
\]

\[
p_i(t+1) = 1 - \sum_{j \neq i} p_j(t+1), \quad \text{if } \alpha(t) = \alpha_i, \beta(t) = 0
\]

\[
p_k(t+1) = p_k(t), \quad \forall k, \text{ if } \beta(t) = 1.
\]

The algorithm starts with the initial action probability vector \( P(0) = [(1/3), (1/3), (1/3)]^T \).

### V. Experimental Results

This section presents the experimental results obtained by testing the prototype implementation of the meta-LA. To obtain these results, we performed numerous simulations to accurately simulate how the student modeler is able to recognize the learning model of the student.

The simulations were performed for many different types of environments. These environments represent the teaching problem,” which contains the uncertain course material of the domain model associated with the tutorial-like system. In all the tests performed, an algorithm was considered to have converged if the probability of choosing an action was greater than or equal to a threshold \( T(0 < T \leq 1) \). If the automaton converged to the best action (i.e., the one with the highest probability of being rewarded), it was considered to have correctly converged.

As presented in Section III, the meta-LA was implemented as a higher level LA, which had access to the learning environment and the actions and penalties of the lower level LA associated with the student simulators, while the latter learned the teaching material. The meta-LA was implemented as a discretized LA, i.e., the DLRI scheme, with a resolution parameter \( N = 40 \).

The student simulator was implemented to mimic three typical types of students as follows:

- **Slow learner:** For this type of students, the student simulator used an FSSA to mimic the student’s behavior. In particular, it used a Tsetlin \( L_{2R, 2} \) automaton implementation for this behavior, where it had two states for each action.

- **Normal learner:** For this category of students, the student simulator used a VSSA to simulate the student’s behavior. In particular, in our paper, it was implemented as an \( L_{RI} \), with \( \lambda = 0.005 \). Observe that the lower level LA updates itself only if it obtained a reward for its action; otherwise, it did nothing.

- **Fast learner:** To simulate students of this type, the student simulator utilized a pursuit LA to represent the student’s behavior. It used the pursuit \( PL_{RI} \), with \( \lambda = 0.005 \), to simulate fast-learning students. Here too, the LA only updated its probabilities when it obtained a reward for its action.

The rate of learning associated with the student is a quantity that is difficult to quantify. We had to determine the best index in each case. To be able to measure \( \theta \), which is the MoW\(^6\) for the student, the meta-LA environment calculates the loss function of the student simulator LA. For a “window” of \( n \) choice-response feedback cycles of the student simulator, the loss function is defined by

\[
\frac{1}{n} \sum n_i c_i
\]

where
- \( n_i \) number of instances an action \( \alpha_i \) is selected inside the “window”;
- \( c_i \) penalty probability associated with action \( \alpha_i \) of the lower level LA.

We consider the MoW for the student to be a function of the loss function and time, as illustrated in Fig. 3. This reflects the fact that the loss function for any learning student typically decreases with time (for all types of learners) as he learns more and as his knowledge improves with time.

As mentioned, the simulation has been performed for the different existing benchmark environments, for which the threshold \( T \) was set to be 0.99, and the number of experiments \( NE = 75 \), over which the results were averaged. The results of these simulations are described below.

\(^6\)Recall that \( \theta(t) \) is called the MoW of the lower LA at time “\( t \)” and it is measured in terms of the number of penalties received for any action, weighted by the current action probability vector.
TABLE II
CONVERGENCE OF Meta-LA FOR DIFFERENT STUDENT’S LEARNING MODELS IN FOUR-ACTION ENVIRONMENTS

<table>
<thead>
<tr>
<th>Env.</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>PL$_{RI}$</th>
<th>L$_{RI}$</th>
<th>Tsetlin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of Iter.</td>
<td>% correct convergence</td>
<td># of Iter.</td>
<td>% correct convergence</td>
<td># of Iter.</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.50-0.31</td>
<td>0.60-0.35</td>
<td>607</td>
<td>100%</td>
<td>1,037</td>
</tr>
<tr>
<td>$E_B$</td>
<td>0.28-0.17</td>
<td>0.37-0.24</td>
<td>790</td>
<td>97%</td>
<td>1,306</td>
</tr>
</tbody>
</table>

Reward probabilities are:

$E_A$ : 0.7 0.5 0.3 0.2
$E_B$ : 0.1 0.45 0.84 0.76

TABLE III
CONVERGENCE OF Meta-LA FOR DIFFERENT STUDENT’S LEARNING MODELS IN SIX-ACTION ENVIRONMENTS

<table>
<thead>
<tr>
<th>Env.</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>PL$_{RI}$</th>
<th>L$_{RI}$</th>
<th>Tsetlin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of Iter.</td>
<td>% correct convergence</td>
<td># of Iter.</td>
<td>% correct convergence</td>
<td># of Iter.</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.60-0.38</td>
<td>0.52-0.31</td>
<td>601</td>
<td>96%</td>
<td>1,019</td>
</tr>
<tr>
<td>$E_B$</td>
<td>0.45-0.32</td>
<td>0.30-0.20</td>
<td>941</td>
<td>92%</td>
<td>1,006</td>
</tr>
</tbody>
</table>

Reward probabilities are:

$E_A$ : 0.7 0.5 0.3 0.2 0.4 0.5
$E_B$ : 0.1 0.45 0.84 0.76 0.2 0.4

A. Environment With Four Actions

The four-action environment represents a multiple-choice question with four options. The student needs to learn the content of this question and conclude that the answer to this question is the action that possesses the minimum penalty probability. Based on the performance of the student, the meta-LA is supposed to “learn” the learning model of the student. The results of this simulation are presented in Table II.

To be conservative, the simulation assumes that when the student starts using the system, the results during a transient learning phase are misleading and inaccurate. Consequently, the first 200 iterations are neglected by the meta-LA, where it merely ignores all the interactions, decisions, and responses of the lower level LA.

The two different settings for the two environments are specified by their reward probabilities given in Table II. The results obtained were quite remarkable. Consider the case of $E_A$, where the best action was $\alpha_1$. While an FSSA converged in 1273 iterations, the L$_{RI}$ converged in 1037 iterations, and the pursuit PL$_{RI}$ converged in 607 iterations.

By using the values of $\theta_1$ and $\theta_2$ as specified in Table II, the meta-LA was able to characterize the true learning capabilities of the student 100% of the time when the lower level LA used a pursuit PL$_{RI}$. The lowest accuracy of the meta-LA for environment $E_A$ was 87%. The analogous results for $E_B$ were 97% (at its best accuracy) and 85% for the slow learner. The power of our scheme should be obvious.

B. Environment With Six Actions

For the six-action environment, the student is posed with multiple-choice questions with six options and is required to determine the answer possessing the minimum penalty probability. In turn, the meta-LA infers the learning model of the student by examining the performance of the student. The results of this simulation are presented in Table III for the environments whose details are given in the table.

As in the case of the four-action problem, the meta-LA ignores the transient response of the first 200 iterations, reckoning them to be misleading and inaccurate.

We now report the results obtained from this simulation. Consider the case of $E_B$, where the best action was $\alpha_3$. An FSSA converged in 1125 iterations, where this figure includes the 200 iterations involved in the transient phase. By using the values of $\theta_1$ and $\theta_2$ as specified in Table III, the meta-LA was able to characterize the true learning capabilities of the student 96% of the time when the lower level LA used an FSSA and 92% if it used a pursuit PL$_{RI}$. The lowest accuracy of the meta-LA for environment $E_B$ was 91%. The analogous results for $E_A$ were

---

The figures include the 200 iterations involved in the transient phase.
TABLE IV
CONVERGENCE OF META-LA FOR DIFFERENT STUDENT’S LEARNING MODELS IN EIGHT-ACTION ENVIRONMENTS

<table>
<thead>
<tr>
<th>Env.</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>PL_{RI}</th>
<th>L_{RI}</th>
<th>Testtin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$#$ of Iter.</td>
<td>$%$ correct convergence</td>
<td>$#$ of Iter.</td>
<td>$%$ correct convergence</td>
<td>$#$ of Iter.</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.63-0.41</td>
<td>0.55-0.31</td>
<td>505</td>
<td>97%</td>
<td>826</td>
</tr>
<tr>
<td>$E_B$</td>
<td>0.49-0.25</td>
<td>0.41-0.17</td>
<td>435</td>
<td>100%</td>
<td>1,176</td>
</tr>
</tbody>
</table>

Reward probabilities are:
- $E_A$ : 0.7, 0.5, 0.3, 0.2, 0.4, 0.5, 0.4, 0.3
- $E_B$ : 0.1, 0.45, 0.84, 0.76, 0.2, 0.4, 0.6, 0.7

Parallel results for $E_B$ are also found in Table IV, and they are quite impressive.

TABLE V
CONVERGENCE OF META-LA FOR DIFFERENT STUDENT’S LEARNING MODELS IN TEN-ACTION ENVIRONMENTS

<table>
<thead>
<tr>
<th>Env.</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>PL_{RI}</th>
<th>L_{RI}</th>
<th>Testtin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$#$ of Iter.</td>
<td>$%$ correct convergence</td>
<td>$#$ of Iter.</td>
<td>$%$ correct convergence</td>
<td>$#$ of Iter.</td>
</tr>
<tr>
<td>$E_A$</td>
<td>0.55-0.31</td>
<td>0.65-0.40</td>
<td>668</td>
<td>95%</td>
<td>748</td>
</tr>
<tr>
<td>$E_B$</td>
<td>0.41-0.17</td>
<td>0.51-0.26</td>
<td>616</td>
<td>100%</td>
<td>970</td>
</tr>
</tbody>
</table>

Reward probabilities are:
- $E_A$ : 0.7, 0.5, 0.3, 0.2, 0.4, 0.5, 0.4, 0.3, 0.5, 0.2
- $E_B$ : 0.1, 0.45, 0.84, 0.76, 0.2, 0.4, 0.6, 0.7, 0.5, 0.3

96% (at its best accuracy) and 75% for the normal learner, which are all quite amazing considering that the meta-LA views the student as a mere black box.

C. Environment With Eight Actions

A similar simulation was also done for systems that have multiple-choice questions with eight options, whose results (and the corresponding environments) are reported in Table IV.

The results obtained are described as follows: Consider the case of $E_A$, where the best action was $a_1$. An FSSA converged in 1248 iterations, where this figure includes the 200 iterations involved in the transient phase. Including this transient phase, LRI converged in 826 iterations, while the pursuit PL_{RI} converged in 505 iterations. The values of $\theta_1$ and $\theta_2$ are specified in Table IV. Using these thresholds, the meta-LA was able to characterize the true learning capabilities of the student 97% of the time when the lower level LA used a pursuit PL_{RI} and 95% if it used an FSSA. The lowest accuracy of the meta-LA for environment $E_A$ was 91%, and this was for a normal learner.

D. Environment With Ten Actions

The ten-action environment represents one with multiple-choice questions with ten options. The respective environments’ reward probabilities are given in Table V.

Similar to the environments for four, six, and eight actions, the results obtained for the ten-action environments are very fascinating. For example, consider the case of $E_A$, where the best action was $a_1$. While an FSSA converged in 1369 iterations, LRI converged in 748 iterations, and the pursuit PL_{RI} converged in 668 iterations. By using the values of $\theta_1$ and $\theta_2$ as specified in Table V, the meta-LA was able to determine the true learning capabilities of the student 95% of the time, when the lower level LA used a pursuit PL_{RI}. The lowest accuracy of the meta-LA for environment $E_A$ was 93%. By comparison, for $E_B$, the best accuracy was 100% for the fast learner, and the worst accuracy was 85% for the slow learner.

We believe that the worst-case accuracy of 85% (for the inexact inference in this case) is within a reasonable limit. Indeed, in a typical learning environment, the teacher may incorrectly assume the wrong learning model for the student. Thus, we believe that our meta-LA learning paradigm is

---

8Interestingly enough, since the problem is quite difficult, the meta-LA confused the normal learner and the slow learner in this case. This is not too surprising considering their relative rates of convergence.
remarkable considering that these are the first reported results for inferring the nature of an LA if it is modeled as a black box.

VI. CONCLUSION AND FUTURE WORK

This paper has presented a novel strategy for a tutorial-like system inferring the model of a student (student simulator). The student modeler itself uses an LA as an internal mechanism to determine the learning model of the student, so that it could be used in the tutorial-like system to customize the learning experience for each student. To achieve this, the student modeler uses a higher level automaton, the so-called meta-LA, which observes the student simulator LA's actions and the teaching environment and attempts to characterize the learning model of the student (or student simulator), while the latter uses the tutorial-like system. The meta-LA tries to determine if the student in question is a fast, normal, or slow learner.

From a conceptual perspective, this paper has presented a new approach for using interconnecting automata, where the behavioral sequence of one automaton affects the other automaton. The numerous other differences of such an interconnection are also listed in this paper.

From the simulation results, we can conclude that this approach is a feasible and valid mechanism applicable for implementing a student modeling process. The results shows that the student modeler was successful in determining the student’s learning model in a high percentage of the cases—sometimes with an accuracy of 100%.

Our proposed approach has some advantages: it demonstrates ease of design, implementation, and testing. For future work, we believe that our approach can also be ported for use in real-life tutorial systems. By finding a way to measure the rate of learning for real-life students, the student modeler should be able to “approximate” the learning model for these students. This would decrease the complexity of implementing student models in traditional tutorial systems too. Our results can also be useful in enhancing traditional adaptive/learning systems—even though they may not be, strictly speaking, LA based.

The incorporation of modeling the domain, the teacher, the classroom interactions, and the teacher’s learning process to implement a tutorial-like system is a research task for which some results are currently available [11].
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